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General Preface

The history of crystal growth is long as those of the universe and the earth. Meteorites

contain pyrites and olivine crystals which indicate these crystals were grown when the

planets were born. Crystals naturally produced are used as gems from the early time of

the human history. In Exodus, it is written that breast-piece was decorated by ruby,

emerald, sapphire, amethyst, and other gems.

There are a lot of crystals around us. As examples, we can find snowflakes falling down

from the sky, ice crystals in a lake in winter, salt and sugar crystals in the pots of our

kitchen. But, it was after the invention of point contact and junction transistors,

respectively in 1947 and 1948, that the industry paid a great interest on the crystal growth.

Without the growth of high purity and highly perfect single-crystal semiconductor, at that

time of Ge, the invention of the transistors will never happen.

It is well known that the modern information society will be not realized without

electronic and optical devices. One finds large-scale integrated circuits of Si in every

computer from laptop to super computers. For high speed and mass transmission of

information, compound semiconductor devices are indispensable.

These devices are fabricated almost all by using single crystals of semiconductors and

oxides. When we look into the history of the devices, we always see that an invention of

crystal growth technique makes it possible to bring out new device. As we saw, the

invention of transistor was possible only after the growth of high-quality Ge single crystal.

The growth of large-diameter dislocation-free Si crystal has enabled the production of

large-scale integrated circuit. Due to the invention of liquid-phase epitaxy, it became

possible to realize light-emitting diode (LED) and laser diode (LD) in real use. Drastic

technological improvement in highly lattice mismatch heteroepitaxy made it possible to

realize bluew ultraviolet LED and LD and it can be said that the success in the growth of

high-quality nitride semiconductor gave the blue light all over the world. Hence, we

should understand that new technology of crystal growth has always created new elec-

tronic and optical devices.

It is extremely good news for the community of crystal growth that 2014 Nobel Prize in

Physics was awarded to Professors Isamu Akasaki, Hiroshi Amano and Shuji Nakamura

for the invention of efficient blue light-emitting diodes which has enabled bright and

energy-saving white light sources. This invention is based on the growth of nitride

semiconductors employing a low-temperature buffer layer on sapphire substrate in

heteroepitaxy. We are happy that Professor Hiroshi Amano, one of the winners, is con-

tributing to this Handbook as an author of Chapter 16 in Vol. IIIA.
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The first edition of the Handbook of Crystal Growth was edited by D.T.J. Hurle. This

Handbook was composed of three volumes and published in 1993–1994. The present

second edition of the Handbook also consists of three volumes. Each volume was edited

by separate editors. Volume I is edited by T. Nishinaga and the volume covers the basic

aspects of crystal growth. In Volume IA, fundamentals and kinetics of crystal growth are

described and in IB, advanced problems of transport and stability are discussed.

Volume II is edited by P. Rudolph and this volume covers bulk crystal growth. Volume IIA

presents basic technologies of bulk growth and IIB does growth mechanism and

dynamics. Volume III was edited by T. F. Kuech and the volume covers thin film growth

and epitaxy. Volume IIIA discusses basic techniques and IIIB does growth mechanisms

and dynamics.

Present Handbook project was created in March, 2011 and six advisors were

appointed. They are T. F. Kuech, G. B. Stringfellow, J. B. Mullin, J. J. Derby, R. Fornari, and

K. H. Ploog. I am very much grateful for their important and valuable suggestions.

Finally, all editors would like to express their sincere thanks to Shannon Stanton,

Elsevier, for her strong and well cared support to this work.

Tatau Nishinaga

Editor in Chief
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Preface to Volume II

In Volume II, application of the science from Volume I to the development of tech-

nology in the field of bulk crystallization on both industrial and research scales is

reviewed. While Volume IIA demonstrates important growth practices, Volume IIB

presents the process fundamentals, including capillarity, segregation phenomena, and

transport of heat and mass. Of course, even for crystal growth not always is such a

division into methodical and elementary parts sustainable due to its requirement of

ever-coincidental combination between engineering and science. Therefore, most

chapters in both issues A and B connect simultaneously the experiences with back-

grounds or vice versa.

Chapter 1 is an introduction to the formation of minerals because from an historical

point of view humans learned from nature about the basic crystal formation parameters.

Then, today’s state-of-the-art of crystallization practice is discussed. Along with the

demonstration of a high material versatility, special emphasis is placed on mono- and

polycrystalline silicon for microelectronics and photovoltaics, respectively. The

Czochralski and float zone growth of dislocation-free silicon are discussed in great detail

in Chapters 2 and 7, as well as the directional solidification of multi- and quasimonoc-

rystalline silicon ingots in Chapter 10. The importance of Czochralski, flux growth, and

floating zone techniques for production of dielectric and conducting oxide crystals for

lasers and nonlinear optics as well as for metallic alloys are reported in Chapters 4–6 and

8. A compromised review on liquid encapsulation Czochralski technique is also added in

Chapter 3.

As it is well known, the Bridgman method became an exciting renaissance during the

last decades due to the high accuracy of the crystal diameter and relative low defect

density. Today, the rapid developments of computer processing, ingredient and engi-

neering improvements have led to the vertical gradient freeze process for many important

materials, such as GaAs, CdTe for HF electronics and IR imaging, as shown in Chapter 9.

The unidirectional solidification of super alloys in the shape of crystalline turbine blades

is especially of increasing importance for the aircraft as well as other industries, as argued

in Chapter 11.

The treatment of solution growth techniques starts with the traveling heater method in

Chapter 12 being particularly favorable for obtainment of homogeneous mixed crystals.

Chapters 13–16 discuss flux, ammono- and hydrothermal, as well as vapor growth

techniques focusing on bulk growth of very topical GaN, AlN, and SiC crystals as sub-

strates for optoelectronics and high-power devices. Then, in Chapter 17 the spectacular

production measures of diamond crystals are reviewed. Lastly, Chapter 18 shows modern

xi



cutting methods to separate the as-grown crystals into wafers for further applications,

e.g., as substrates for epitaxy (Volume III).

Volume IIB continues with Chapter 19 on fundamentals of capillarity and shape sta-

bility analysis including dewetted Bridgman growth arrangement. Then the transport

processes are discussed. Before the atoms or molecules pass over from a position in the

fluid medium (gas, melt, or solution) to their place in the crystalline face, they must be

transported over macroscopic distances by diffusion, buoyancy-driven convection, sur-

face-tension-driven convection, and forced convection (rotation, acceleration, vibration,

magnetic mixing) as outlined in Chapters 21–24. Further, the heat of fusion and the part

carried by the species on their way to the crystal must be dissipated in the solid phase by

well-organized thermal conductions and radiation to maintain a stable propagating

interface, as shown in Chapter 20. The segregation and component distribution

encountered in Czochralski, directional solidification, and zone-melting processes are

treated on a modernized level in Chapter 25.

Today, the increase of high-quality crystal yield, its size enlargement and reproduci-

bility are imperative conditions to match the strong economy. Thus, the application of

both global simulation for optimum growth design and advanced automation process are

shown to be crucial. Whereas the implicit use of tools of computer modeling runs through

many chapters, a special overview about the strategies for the automatic control of crystal

growth from melt is given in Chapter 28. It is shown that model-based tools are an

essential resource for the control performance optimization. Prior to that, in Chapters 26

and 27 the origins of defect generation in growing crystals are described. Beside the

thermomechanical stress, the point defect-assisted dislocation dynamics, but also grain

patterning, foreign phase particle formation, and twinning are discussed in detail and

controlling measures are proposed.

Finally, selected fundamentals and methodical consequences at bulk growth from

solutions are shown in Chapter 29. In Chapter 30, special attention is given on the growth

of high-TC superconductors accentuating the common problem of twinning. Then, the

mechanisms of protein crystal growth from gels are discussed in Chapter 31. Volume IIB

closes with Chapter 32 on mass crystallization being of highest importance for food and

pharmaceutical industries.

In summary, this volume demonstrates the enormous progress of bulk crystal growth

technology and deepening of process understanding especially during the last 20 years.

Of course, this volume cannot claim to be complete, but it constitutes a very good

complement to the 1994 handbook.

This editor would like to extend his deep thanks to all authors of Volume II for their

constructive cooperation and excellent contributions. In spite of their heavy workloads,

all authors completed their chapters with great enthusiasm and on time.

Peter Rudolph

July 2014

xii PREFACE TO VOLUME II



List of Contributors
Matthias Bickermann Leibniz Institute for Crystal Growth, Berl in, Germany;
Institute for Chemistry, Technical University Berl in, Berl in, Germany

Michal Bockowski Institute of High Pressure Physics Polish Academy of Sciences and
TopGaN Ltd., Warsaw, Poland

Martin Bruder AIM Infrarot Module GmbH, Heilbronn, Germany

Kullaiah Byrappa Center for Materials Science and Technology, University of Mysore,
Mysore, Karnataka, India

Shayan M. Byrappa Department of Materials Science and Engineering, Stony Brook
University, State University of New York at Stony Brook, Stony Brook, NY, USA

Peter Capper Selex ES, Southampton, UK

Chuantian Chen Beij ing Center for Crystal Research and Development, Key Laboratory
of Functional Crystals and Laser Technology, Technical Institute of Physics and Chemistry,
CAS, Bei j ing, China
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1.1 Introduction
Rock-forming minerals are mostly crystalline. In most cases, rock minerals are micro-

metric in size and are irregularly embedded within other minerals, so they are not really

attractive to the naked eye. However, in a few cases, minerals display their geometrical

beauty as isolated single crystals of several centimeters or even larger in size. The

geometry of crystals (as those shown in Figure 1.1), which is so different than any other

Handbook of Crystal Growth. http://dx.doi.org/10.1016/B978-0-444-63303-3.00001-8 1
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natural object, triggered the curiosity of rational thinkers such as Theophrastus, who

classified minerals by their physical properties [1]; Pliny the Elder, who wrote what was

for centuries the most extensive and rational approach to minerals [2]; Kepler, who

envisaged the internal order of ice crystals [3]; Biringuccio, who studied metals; Stenon,

who discovered the morphological properties of quartz crystals [4]; and Romé de L’Isle,

who demonstrated unambiguously the law of constancy of angles [5].

The science of crystals began historically with the study of minerals, and the same

goes for the study of crystals’ formation and growth. In his prodromus, Nicolas Steno

provided a rational analysis of crystal growth and concluded that crystals do not grow by

germination or vegetative growth, as thought at his time, but by accretion of growth

units. Until the late nineteenth century, most crystallographic studies were devoted to

the morphology and symmetry properties of single and twinned mineral specimens [6];

the main crystal growth challenge was the synthesis of natural crystals in the laboratory,

from common minerals to precious stones [7]. The progress of these studies during the

twentieth century powered the emergence of a huge industry related to crystal growth,

not only for gems but also for single crystals for new technologies [8a,b].

Most of the chapters in this book deal with the study of the formation of crystals in

the laboratory or industry. In those cases, it is possible to obtain reproducible and

comprehensible data about the composition of the mother phase under highly precise

and stable conditions of pressure, temperature, and compositional purity, thus providing

FIGURE 1.1 Minerals have played a main role in the history of crystals and crystal growth. The morphology of
crystals found in nature was the most astonishing feature to explain, the main challenge. The law of constancy of
angles rediscovered up to four times until his definitive discovery by Rome de L’Isle- and the concept of the
“molécule intégrant” of René Haüy set the basis for the development of morphological crystallography in XIX
century. Minerals were also the targets that triggered the development of the first crystallization technology to
grow synthetic crystals. Natural samples of minerals: (a) Galena, (b) Calcite, (c) Pyrite, (d) Quartz.
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feedback about the growth conditions and products of the crystallization process. In this

chapter, we face a completely different problem. Here, the crystals to be studied already

formed during the long history of this planet, a history that dates back 4500 million years.

Except for the contemporary surface or near-surface geological scenarios, the compo-

sition of the mother phase or the crystallization conditions of those crystals is not known

and the temperature, pressure, and composition are not controlled. These parameters

change with time, sometimes even suddenly. A large number of reactions proceed

simultaneously in a complex, multicomponent fluid, including chemicals that modify

crystallization behavior in many nonlinear ways. In addition, these processes are usually

difficult (or even impossible) to observe, particularly those occurring at very high tem-

peratures and pressures, and the typical timeframe for geological processes spans a

range from a few seconds to a few million years.

In mineral growth studies, there is nothing but crystals. In fact, the main contribution

expected from crystal growth to this field is to decode the information contained in these

crystalline rock-forming minerals to reveal the physicochemical scenario from which

they grew—that is, to help uncover the geological history of this planet. This is not an

easy task because the relevant information derived from classical crystal growth studies

is rather scarce. We have adequate knowledge on crystallization to control the nucleation

flow and crystal growth rates at the laboratory and industrial scales. However, we still

have difficulties understanding in detail the variables that control crystal growth

morphology and crystal defects, which are the crystal properties most used to under-

stand mineral growth thanks to the pioneering work of Sunagawa [9]. Therefore, we need

to continue the analysis and interpretation of single crystal features—morphology, im-

purities, inclusions, surface topography, and isotopic signature—to better understand

their geological context. However, it is very important to note that minerals almost never

appear as single crystals in rocks. They only rarely appear as the beautiful well-faceted

single or twin crystals displayed in museums and sold in mineral shops. In most

cases, minerals appear on forming rocks as polycrystalline materials [10]. Unfortunately,

the information on polycrystalline crystallization was only interesting for metallurgists,

so it is scarce and restricted to alloys. Crystal growth studies will only be useful for earth

and planetary sciences if there is an extensive exploration of pattern formation, such as

how minerals self-assemble into peculiar structures and how they do so when crystal-

lizing massively from seas and lakes, from magma and vapor, and how they experience

phase transitions during their spatiotemporal trip triggered by the slow but continuous

dynamics of the planet.

All of these circumstances and drawbacks make it very difficult to understand crystal

nucleation and growth in geological media; however, at the same time, they make

crystals richer in behavior and products and open up the possibility of performing

studies at the frontier of science and technology. It is essential to push a new research

program in crystal growth beyond classic studies because novel theoretical and exper-

imental tools are necessary to understand what mineral crystals can tell us about the

past of this planet, as well as its current inner and outer dynamic; they will also allow us
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to properly analyze the results of our incipient exploration of solar planets and extra-

terrestrial images. This chapter reviews the current status and the future trends of this

fascinating research program.

1.2 Geological Scenarios for Crystal Growth
Minerals form in a variety of different geological environments, such as solutions, melts,

or vapor, as well as by solid–solid transition. Therefore, it is convenient to analyze the

different geological scenarios in order to understand how they work in terms of crys-

tallization. Figure 1.2 shows the main processes in the Earth’s crust. The solid arrows

indicate processes of crystallization, whereas the dashed arrows indicate dissolution or

melting; the dotted arrows correspond to the transport of material. The two gray rect-

angles contain the fluids from which crystallization proceeds in the majority of

geological crystallization processes: magmas and solutions of different origin and

properties. For simplicity, the atmosphere is not included, although it plays a very

important role, along with life, in processes such as the precipitation of carbonates.

Igneous rocks are formed by the crystallization of magmas, either in the interior of the

crust (plutonic rocks) or at the surface (volcanic rocks). Crystallization produces frac-

tionation and liquids with increasing concentration of metals and other ions that do not

enter into the crystal lattice of the crystallized minerals. Finally, a high-temperature

solution remains, which gives rise to hydrothermal deposits and contributes to the

composition of surface waters through volcanoes and smokers. All types of rocks at the

Earth’s surface undergo weathering owing to the interaction with meteoric waters,

the atmosphere, and living organisms. This produces fragments of rocks (clasts) and

dissolved species in the surface waters that, after precipitation, can combine with the

FIGURE 1.2 Sketch of the relation between the main crystallization/dissolution processes in the Earth’s crust that
produce minerals from solutions or melts. Solid line arrows indicate processes of crystallization, dashed line
arrows indicate dissolution or melting and dotted line arrows correspond to transport of material. The two gray
rectangles contain the sources from which crystallization proceeds in virtually all geological crystallization
processes: magmas and solutions having different origin and properties. For simplicity, the effects of atmosphere
or life are not included, although they play an important role in processes like the precipitation of carbonates.
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clasts into sediments. Compaction, crystallization, and recrystallization of minerals

during diagenesis transform these sediments into sedimentary rocks. The minerals of

any rock can become unstable with temperature and pressure changes. This can lead to

dissolution, recrystallization, and nucleation of new phases during metamorphism.

Sedimentary rocks, forming at the surface and later buried by new sediments, typically

suffer modification by changes of pressure, temperature, and redox potential.

1.2.1 Magmatic Environments

Crystallization from the melt, as in the case of Czhochralsky growth of semiconductors,

is characterized by high temperature, very condensed systems, small or no interaction

with solvents, and continuous growth of rough interfaces. However, this only applies to

the solidification of single phases from a melt of their components. Magmatic crystal-

lization normally implies that the growing crystals are in contact with a complex

multicomponent melt that acts as a solvent. Crystals in most magmatic solidification

scenarios grow by layer growth, not by continuous growth; therefore, faceted crystals are

far more common than rounded or dendritic forms. For these reasons, magmatic min-

eral growth can be considered as high-temperature, high-viscosity solution growth with

silicates and volatile components acting as solvents, rather than melt growth [11]. Due to

the high viscosity, mass transport is slow and growth kinetics are controlled by the

transport of latent crystallization heat rather than by mass transport, although mass

transport may become very important for several processes.

Magmas can be either generated from materials in the mantle, such as peridotitic

magmas, or from the melting of igneous or metamorphic rocks, typically in subduction

zones. Crystallization of magmas upon cooling deep into the crust is slow, starting with

crystals having the highest fusion temperature among all the possible minerals that can

be nucleated from the composition of the magma. This first crystallization produces a

melt that is enriched in the component not present in the first crystals produced, which

eventually gives rise to new minerals with a lower fusion temperature. As a consequence,

the composition of the melt evolves with time. This evolution, along with the movement

of the magma within the crust, differentiates the various types of igneous rocks and

magmas that contain the remaining components. The large number of degrees of

freedom characterizing a crystallizing magma can be summarized in the form of a phase

diagram containing the most relevant chemical species and divided into a series of

stability fields for different minerals. The crystallization of one of them—the most stable

one for the composition of the magma—moves the position of the magma within this

diagram, eventually entering the stability field of a different mineral that starts crystal-

lizing. This trajectory around the phase diagram is called the solidification path, which

leads to magma differentiation in the sense of the classic Bowen’s reaction series. The

minerals present in the resulting rock and the textural relations between them encode

the solidification path, which can be investigated looking at the phase relations in the

phase diagram. The main variables to be considered when dealing with mineral growth
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in magmatic environments are the latent heat value for each of the crystallizing minerals,

the nucleation, growth thermodynamics and kinetics, the rate of convective flow, the

temperature of the melt, and the constraints (e.g., the thermal contrast between magma

and country rock) if the temperature is not constant.

Along with metamorphic media (see below), crystal growth in magmatic environ-

ments is difficult to study experimentally because of the high temperatures and pres-

sures involved, and it is almost inaccessible in in-situ studies, although some

experiments have been successfully performed [12,13]. Most of the experimental in-

vestigations in igneous petrology have studied magmas at equilibrium, with the aim of

obtaining thermodynamic data on mineral/melt and mineral/mineral partition co-

efficients to study the genesis of igneous rocks by analytical methods on geological

samples. Unsteady systems have also been studied to investigate the crystallization of

magmas upon cooling in closed (magmatic chambers) [14] and open (magmatic ocean)

[15] conditions. Experiments in which magma was cooled to reproduce crystallization

conditions [16] have been used to investigate crystal growth in magmatic environments,

particularly the dependency of crystal growth rates on temperature and convective mass

transport, the texture, crystal shape and composition as a function of cooling rate, and

the development of compositional zonation.

Upon the nucleation of crystals in the magma and after a highly transient stage,

crystallization tends toward equilibrium between heat production (latent heat release)

and heat loss. Because the main controlling factor is the fast release of latent heat during

the nucleation and the first stages of fast growth, nucleation usually is the rate-limiting

process, occurring as sharp pulses, producing thermal oscillations, and followed by

longer periods of crystal growth. The main parameters controlling crystal size distribu-

tion, especially close to the margins of cooling igneous bodies, are the initial thermal

conditions and the nucleation and growth kinetics of the main minerals [16]. Crystal size,

number, and shapes resulting from crystal growth kinetics have important consequences

on the fractionation of magmas and their rheological properties. Fractional crystalliza-

tion occurs when crystals can freely sediment within the magma and accumulate at the

bottom of the magmatic chamber, leaving the fluid depleted in the chemicals entering

their composition, which leads to a chemical evolution of magmas. This process is

responsible for the differentiation of the light minerals making up the Earth’s crust. On

the other hand, nonfractional crystallization implies differentiation within the melt

percolating the already-crystallized solid matrix; the crystal size distribution determines

the degree of differentiation in this regime due to the competition between percolation

and solidification rates. The crossover between fractional and nonfractional crystalli-

zation, and the chemical and mineralogical evolution of the magma in both cases, are

controlled by the crystal size and shape [15], which are the macroscopic output of the

nucleation and growth kinetics operating in the magmatic body.

The rheological properties of the lava that produces volcanic rocks are also controlled

by crystal nucleation and growth kinetics. The content and shape of the crystals deter-

mine the formation of basic lava crusts and their rheological properties [17]. In volcanic
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rocks, and in general in magmatic rocks for which temperature and pressure can change

quickly during the growth of crystals, the crystallization conditions are usually encoded

in the crystal compositional zoning, morphology, and texture, either in the different

parts of large crystals (phenocrystal cores crystallized deeper than their rims), or in

different crystals of the same composition (microphenocrystals and microlites formed at

subaerial conditions) [14].

Many natural rocks contain clear evidence of disequilibrium, such as compositional

zoning, because they have formed from magmas crystallizing along nonequilibrium,

time-dependent pathways [12,18]. The main contribution of crystal growth to igneous

petrology is probably the interpretation of the features related to mineral growth during

the time-dependent evolution of these igneous systems. Changes in temperature,

pressure, and composition of the magma do modify crystal growth kinetics, so the

history of the rock is recorded in the disequilibrium geochemical features and the

petrographic texture of the rock. An example of this approach to decoding the genetic

information contained in igneous rocks is the application of growth rate studies into

zoning profiles in plagioclase crystals. This problem has been modeled and tested

against experimental data [19]. Recent models, including nonlinear multicomponent

diffusion equations, show that growth rate and crystal composition may vary stepwise,

even under linear cooling of the magma [20].

The nonequilibrium features of crystal growth are relevant for the fine-tuning of the

thermodynamic indicators used in petrology. Crystal geothermometers and geo-

barometers are extensively used in igneous and metamorphic petrology. They are based

on the temperature-dependent partition coefficient of a component or a chemical

species between coexisting phases, with at least one of them being a crystal, such as

clinopyroxene-melt, orthopyroxene-melt, or orthopyroxene-clinopyroxene. The process

of impurity trapping depends on the thermodynamics of lattice-strain accumulation

within the crystal lattice, as well as on the growth kinetics and the crystal growth

mechanism, which makes them sensitive to changes in both the overall growth rate [21]

and the relative growth rate of different crystal faces (i.e., to the morphology and

sectorial structure) [22]. These features can hinder the use of geothermometers or make

them less accurate, but they also open the possibility for advanced experimental

methods, such as using single-crystal thermometers in which the partition coefficient

between different growth sectors is used as a geothermometer or geobarometer, thus

avoiding any assumption about the thermodynamic equilibrium between two phases in

contact.

Extreme examples of crystal growth are found in pegmatites, which are very coarse-

grained intrusive igneous rocks made of interlocking crystals, from millimeter size up to

large crystals of tens of meters in length. The genesis of pegmatites is still controversial,

and there is not a model explaining all the features of these rocks. The most accepted

model is the formation of granitic pegmatites from residual melts derived from the

crystallization of granitic plutons. Shallow-level pegmatites cool much more rapidly than

previously believed [23]. This is consistent with the disequilibrium crystal growth
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features observed in these rocks, including skeletal, radial, and graphic morphologies;

strong compositional zoning patterns; sharp changes in grain size; and anisotropic,

oriented fabrics such as comb structures. These features seem contradictory to the ex-

istence of large crystals, which in classical petrology textbooks are identified as having

slow-cooling rates. The exceptional textural properties of these rocks are most probably

due to the uncommon composition of the residual magmas from which they grow. After

magmatic differentiation, these magmas are enriched in rare, incompatible components,

and they have high concentrations of fluxes and volatiles. In these conditions, one can

expect anomalously high mass transport rates and solubility and anomalously low

crystallization temperatures, nucleation rates, and melt polymerization [24]. The joint

effect of these anomalies leads to wide metastability ranges and rapid depletion of the

high-mobility growth units, which can explain the development of large crystals due to

inhibited nucleation rates and enhanced growth rates.

1.2.2 Metamorphic Environments

Metamorphic rocks undergo changes in texture, mineralogy, and chemical composition

through partial or complete recrystallization of their minerals, either solid-state or

solution-mediated [25–27]. These rocks remain essentially solid during metamorphism,

but they can flow in a plastic-like manner due to differential pressure. The main factors

driving metamorphism are temperature, pressure, the presence of fluids, and the

composition of the original rock. Temperature drives the chemical changes that result

in the recrystallization of existing minerals, destabilization of previous ones (particu-

larly hydrated minerals), or the nucleation and growth of new phases. Many crystals

will grow larger than they were in the parent rock. Pressure, like temperature, increases

with depth and contributes to changes in a rock’s mineralogy and texture. Confining

pressure (in all directions) causes the spaces between mineral grains to close, pro-

ducing a more compact rock. Directed pressure, on the other hand, guides the shape

and orientation of the new metamorphic minerals, producing plate-like crystals

extended in the directions perpendicular to the pressure gradient. Fluids (mostly water

but also other volatile components, such as carbon dioxide) play an important role in

metamorphism, dissolving and transporting ions along the boundaries between crystals

or catalyzing some reactions during metamorphism. Clay minerals can contain up to

60% water in their crystal structure, which is mobilized when these minerals are

transformed during metamorphism. Apart from this loss or accumulation of volatiles,

most metamorphic rocks have the same overall composition as the parent rock from

which they were formed.

Metamorphism creates new textures on the rock, and it is the realm of recrystalli-

zation and transformation of some of the original minerals into new ones that grow at

high temperatures and pressures. Metamorphic rocks can exhibit great variation in

crystal size; in general, the size of crystals increase as the grade of metamorphism in-

creases. During the recrystallization process, certain metamorphic minerals, including
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garnet, staurolite, and andalusite, tend to develop a few large crystals [28,29]. In contrast,

minerals such as muscovite, biotite, and quartz typically form a large number of small

crystals. The mineral grain shape and orientation is also altered: changes in orientation

lead to foliation, whereas the most relevant effect of crystal size increases in some

minerals is the development of granoblastic textures. Foliation can develop by solid-

state plastic flow because of the intracrystalline movement of lattice defects within

each grain or due to the dissolution of crystals from areas of high stress, transport along

the intercrystalline surface, and deposition in low-stress areas [30,31]. Granoblastic

rocks, such as quartzite, have a massive or coarse granular appearance that is produced

by recrystallization during metamorphism [32,33] and exhibit no directional deforma-

tion. They are composed mainly of crystals that grow in equidimensional shapes in

restricted spaces. Aside from quartzite, the most common granoblastic rock is marble,

resulting from the metamorphism of limestone or dolostone leading to a complete

recrystallization of the original rock into a polygonal interlocking mosaic of calcite,

aragonite, and/or dolomite crystals [34]. Metamorphic rocks are classified by their

metamorphic grade, which is defined as the maximum temperature and pressure to

which the rock was subjected. However, metamorphism is a dynamic process, and a

metamorphosed rock may have a very complex history. This history influences the

successive stages of crystal growth or dissolution; therefore, it is encoded in the crys-

tallography, chemistry, and texture of the minerals that grow during metamorphism (i.e.,

in the properties of the crystals making up the rock). For example, by studying the

compositional zoning of the growth rims or the inclusions into crystals of garnet, it is

possible to reconstruct complex metamorphism sequences [35].

1.2.3 Hydrothermal Environments

After the solidification of magmas, high-temperature hypersaline solutions enriched in

elements incompatible with magmatic minerals remain close to the magmatic chamber

and flow through the pores or fractures, provoking leaching of rocks and the precipi-

tation of some of the most important ore deposits. The growth of hydrothermal minerals

occurs in relatively open spaces and with a continuous supply of ions from solution,

which produces large-faceted crystals that stand out among the most beautiful crystal

specimens in mineralogical collections; some of them show very interesting growth

structures, such as the quartz specimens from the Alpine veins [36]. Hydrothermal

systems comprise solutions of magmatic origin but also meteoric waters, which can

account for up to 95% of the waters transported during cooling of an intrusion in the

shallow crust [37]. Hot springs and volcanic fumaroles are the active, observable

equivalents to these systems.

Compositional zonation is very common in hydrothermal crystal growth due to the

open character of the system with continuous restoring of solution. This zonation

records information on the hydrothermal processes. An interesting example is the

zonation patterns of the andradite-rich garnets in a contact aureole in Drammen
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granite, which record at least five intermittent growth periods related to changes in the

oxygen fugacity [38].

1.2.4 Sedimentary Environments

Crystallization from low-temperature aqueous solutions in sedimentary or diagenetic

environments has traditionally been a prolific field of collaboration between geology and

crystal growth, mainly because of the ease for laboratory experimentation and the

widespread distribution of sedimentary rocks. The main topics of this collaboration have

been carbonates, evaporates, and clay minerals. The studies have focused mostly on the

morphology of crystals in relation to growth conditions [39] and the use of morphology

as a geological indicator [40].

Three main scenarios are common in solution growth studies in geologic media: (1)

the crystallization of minerals from free superficial brines, (2) the precipitation of

minerals in the pore space in sediments, and (3) the crystallization and transformation

of minerals during diagenesis. The temperature as well as the pressure increase from

scenario (1) to scenario (3), while the volume of solution and the effect of living or-

ganisms decrease. These differences obviously influence the thermodynamics and the

kinetics of mineral growth, but also the degree of equilibration with the hosting

sediments and the morphology of the resulting crystals. The driving force for crys-

tallization is produced in surface waters by evaporation or by the mixing of solutions

of different compositions. These processes are usually fast, so nucleation and growth

rates tend to be high in comparison with diagenetic environments, where the super-

saturation develops because of the destabilization of minerals and slow mixing of

phreatic waters. The effect of living organisms is also mostly restricted to superficial

solutions, although investigations suggest a deep biosphere that is more active than

thought [41].

The range of temperatures and pressures involved makes the laboratory study of

these crystal growth processes possible; therefore, sedimentary environments are the

most-often addressed environment for experimental studies in mineral crystal growth.

Abundant literature is available on the thermodynamics, kinetics, and mechanisms of

crystal nucleation, growth, and dissolution, as well as the effect of mass transport and

the morphology of the grown crystals.

Nucleation and crystal growth play a fundamental role in the deposition of chemical

and biochemical sediments, as well as the compaction and cementation of sedimentary

rocks. Chemical and biochemical processes in the sedimentary environment lead to the

precipitation of minerals such as calcite, gypsum, halite, or apatite and to the formation

and deposition of calcareous or siliceous plant or animal parts, such as shells. The rocks

resulting from these precipitation processes are limestones, cherts, evaporates, or

phosphorites. During the burial diagenesis of any type of sediment, authigenic minerals

(e.g., quartz, feldspars, clay minerals, calcite, gypsum, hematite) precipitate, compacting

the rock and partially changing its chemical composition.
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Carbonate rocks account for 20–25% of the sedimentary record. They are mainly

made of calcium carbonate (mostly calcite and aragonite) or calcium magnesium car-

bonate (dolomite) in many different forms, from chemically precipitated fine lime mud

to small grains (peloids) generally formed by biological activity to skeletal grains or

carbonate-coated grains such as ooids. The texture of these constituents depends on the

genetic processes involved in their precipitation. For instance, when ooids [42] are made

of randomly oriented aragonite crystals, a marine origin is indicated. On the other hand,

the presence of radially distributed aragonite crystals can indicate marine, lacustrine, or

hypersaline environments. Tangentially distributed aragonite crystals in an ooid are only

possible in high-temperature environments. If the crystals are made of calcite, ooids are

of nonmarine origin; a tangential distribution of the crystals indicates that they formed

in a caliche, while radial or random crystal orientations can form in lakes and radial

distributions are only possible in caves of fluvial deposits. “Sparry calcite” is the term

used for large crystals formed during diagenetic cementation. They usually have rich

textures: granular fillings of voids, fibrous overgrowths of grains, and even large

monocrystalline overgrowths on echinoderm fragments. Carbonate crystallization

leading to carbonate rocks in sedimentary environments occurs at close to ambient

temperatures (typically 0–40 �C) from sea (salinity 3.0–4.5%) or continental waters.

Crystallization in porous media can be successfully mimicked by crystal growth in

gels [43,44]. Actually, gels such as silica gels, agarose, or the use of other substrate (e.g.,

clays, bentonites, sands, muds) that reduce convective mass transport can be used as

laboratory-analogous crystallization [45,46]. The technique has great potential, but the

complex spatiotemporal pattern of supersaturation, ratio of concentration of reactants,

and speciation of reactants, among other factors (see Section 1.6.2) makes analysis of the

experiment very demanding and difficult to extrapolate to the natural-analogous.

1.2.5 Biomineralization and Biologically Induced Crystallization

The impact of life on the nucleation and growth of minerals is qualitative and quanti-

tatively important. First, there is a direct impact on mineral formation because living

organisms have managed a way to produce minerals themselves, the so-called bio-

minerals. Everything—the nucleation, crystal phase, crystal morphology, texture, and

growth mechanisms of biominerals—was dramatically affected by biological molecules

and macromolecules, as it is today. Secondly, beyond biomineralization, there is an

indirect but important influence of life on the chemical history of the ocean and at-

mosphere. An evident example is the impact that photosynthetic bacteria had on the

oxygenation of the hydrosphere and then on the atmosphere of the planet, starting

2.5 billion years ago [47]. However, this chapter will not deal with the growth of bio-

minerals; instead, we refer the reader to Chapters 19 and 20 in Volume IB and Chapter 31

of Volume IIB in this book. We will only discuss the problem of life detection and the

morphogenesis of microstructures and macrostructures that have an ambiguous origin,

either biologically or geochemically induced.
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1.3 Deciphering Geological Information
from Crystal Morphology

The feature of the minerals most often used in geological studies aimed at decoding

genetic information during crystal growth is crystal morphology. The external

morphology of a crystal is the result of its growth history; fortunately, this history (the

evolution of the crystal morphology during crystal growth) is accessible through the

zonal and sectorial structure of the crystal. Changes in the composition, temperature, or

concentration of impurities in the fluid phase in contact with the crystal produce dis-

tortions in the crystal lattice, which result in greater incorporation of impurities or in-

clusions (either liquid or solid), changes in the composition of the crystalline phase, or

accumulation of stress or nucleation of crystal defects. All of these defective lattice

volumes, called the zonal structure, appear within the crystals at the positions where the

crystal surface was at the time of the change in the fluid phase; they allow the recon-

struction of the morphological history of the crystal during growth.

Faceted crystals are made of pyramidal volumes left behind on a single face

during the growth of the crystal. Each such pyramid is called a sector. The distri-

bution and properties of sectors is called the sectorial structure of the crystal. Stress

accumulates into the surfaces joining two nonequivalent sectors due to the aniso-

tropic growth and impurity accumulation kinetics, producing slight misfits at the

edges of the crystal (a common place for the accumulation of defects). The presence

of these defects may render may render the sectorial structure visible. Both the zonal

and the sectorial structure of crystals, when observable, make it possible to study the

growth history of crystals.

As in any type of crystal, mineral morphology is a function of the supersaturation at

which the crystal grew (Figure 1.3). This is due to the different growth mechanisms as a

function of supersaturation or supercooling. At very low supersaturation, crystals grow

by screw dislocations and develop slightly convex faces containing dislocation hillocks

on an essentially flat surface. Above a given supersaturation, the dominant growth

mechanism is two-dimensional nucleation on the crystal faces, which are flat with some

roughness where two-dimensional (2D) islands are growing. This growth mechanism

becomes unstable at higher supersaturation values due to the higher supply of growth

units at the edges and vertices of the crystal, which start growing faster, producing the

concave crystal faces typical of hopper crystals, but are mostly flat. Further increases of

supersaturation make continuous growth the dominant process and the surface be-

comes rounded, giving rise to the unstable growth of dendrites, spherulites, and bow-tie

morphologies. Even higher supersaturation values produce fractal aggregates and

coagulation textures.

Crystals grown at variable supersaturations can show their morphological history in

their sectorial and, more likely, zonal structures. The inset in Figure 1.3 shows the zonal

structure of a crystals that, after growing for some time at high supersaturation as

dendrite, underwent a change of growth conditions to a lower supersaturation; it
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gradually changed morphology to a hopper crystal and then a polyhedral shape with flat

faces. After growing in this regime for some time, further decreases of supersaturation

made the fluid undersaturated with respect to the crystal, provoking dissolution of the

crystals with rounded edges. After this period, the supersaturation raised again to

moderate values, and the crystals restarted their growth until their final size.

Figure 1.3 shows a cubic crystal. However, in general, supersaturation at the crystal

surface is controlled by the specific surface energy, depending on the structure of the

crystal surface and, consequently, is anisotropic. The relative growth rate of different faces

in the crystal changes with supersaturation; this change leads to changes in the crystal

habit and to a supersaturation-dependent growth morphology. An extreme example of

this fact is ice: the faces parallel to the hexagonal axis grow very fast by continuous growth

under atmospheric conditions, while the faces perpendicular to this axis grow slowly layer

by layer, producing the well-known flat, dendritic snowflakes. In general, the observed

morphologies of minerals are growth morphologies, which deviate from the equilibrium

FIGURE 1.3 Growth rate and surface growth mechanism as a function of supersaturation. Vertical dashed lines
indicate the crossover between the spiral growth, 2D nucleation and Normal growth regimes. The typical
morphology of the crystal surface is sketched for spiral and 2D nucleation mechanisms. The overall morphology of
the dendritic crystals and the spherulitic aggregates is also shown at the supersaturation values where they
develop. The inset at bottom right shows consecutive morphologies of a crystal grown at decreasing (and later
increasing) supersaturation illustrated by the gray “c”-shaped curve. The crystal displays a morphological
sequence from dendritic crystal to hopper crystal and then a faceted morphology followed by a dissolution period
(rounded edges) when supersaturation falls below 0, and finally a new growth period at low supersaturation. The
consecutive morphologies can show in the zonal structure of the crystal.
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or structural morphology, resulting from the bonding energies of each face; they can be

computed using methods such as the Hartman and Perdok PBC (Periodic Bond Chain)

theory [48].

Differential changes of the growth rate as a function of supersaturation among

different faces of the same crystal can be studied through the zonal and sectorial

structure of the crystal to get information on the compositional, thermal, or flow history

of the environment. Figure 1.4 shows sketches of the growth morphology of a simple

cubic crystal with two families of faces: {100} faces (those vertical or horizontal) and

{101} faces (the diagonal ones). Zonal structure is shown as solid lines and sectorial

structure as dashed lines. The growth rate of the {100} faces is constant for all cases. The

three sketches on top show cases in which the {101} growth rate is also constant.

Figure 1.4(a) shows the morphological evolution when the {100} and {101} growth rates

are equal, leading to an octagonal shape of increasing size. In Figure 1.4(b), the growth

rate of the {101} faces is constant and 20% smaller than that of {100}. The slowest faces

{101} are more developed, but the morphology (the relative development of each face) is

preserved over time. The opposite situation, with the growth rate of {101} being 20%

larger than the growth rate of {100}, is illustrated in Figure 1.4(c). Again, the slowest

faces—those corresponding to the form {100} in this case—are more developed, but the

relative size of faces is preserved along the growth history.

The sketches on the bottom row show the cases in which supersaturation changes

with time. In all of them, the {100} growth rate is assumed to be constant (i.e.,

FIGURE 1.4 Morphological evolution of crystals growing at constant (top row) and variable (bottom row)
supersaturation. (a) Development for R100¼ R101 (Rhkl being the growth rate of the (hkl) face). (b) 0.8R100¼ R101.
(c) R100¼ 0.8R101. (d) R100¼ constant, R101¼ 0.77R100–1.40R100 (linear). (e) R100¼ constant, R101¼ 1.40R100–0.80R100

(linear). (f) R100¼ constant, R101¼ 1.00R100–0.75R100–1.00R100.
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independent of supersaturation). In Figure 1.4(d), the growth rate of {101} linearly in-

creases from 77% that of {100} (leading to diamond shaped crystals in the first stages) to

140% that of {100} (leading to square-shaped crystals in the last stages). The opposite

situation is shown in Figure 1.4(e), where the growth rate of the {101} faces linearly

decreases from 140% that of {100} at the beginning to 80% by the end of the growth

history. Finally, Figure 1.4(f) shows the morphological output of a more complex situ-

ation where the growth rate of the {101} faces first decreases smoothly from 100% of the

growth rate of {100} to 75% of this value by the fifth outline; it then increases smoothly

back to 100% the growth rate of the {100} face by the last stage.

As the number of crystals increases at higher nucleation rates, the interrelation be-

tween different crystals—that is, their relative orientation, size distribution, geometrical

interrelations, and grain boundaries—start to play an important role, restricting the

growth of crystals and their morphology. This collective morphological control by the

ensemble of crystals in the system can be the most determinant aspect of mineral growth

in cases such as the development of granoblastic textures (Figure 1.5(a)), made by an

interlocked, space-filling set of crystals of similar size. This texture is characteristic of

marbles and quartzites and develops by regrowth of a large density of crystals. When the

growth is only restricted in two spatial dimensions but is unrestricted in the third one,

competitive growth develops crystal aggregates; characteristic parallel, columnar tex-

tures of partially oriented crystals also develop as an emergent property (Figure 1.5(b)).

This kind of texture is typical of hydrothermal veins, geodes, and druses. Crystals ori-

ented with faster growth rates in the direction allowing unrestricted growth will overtake

their less favorably oriented neighbors, thus stopping their growth. Competitive growth

selects the crystals that will continue growing and the ones that will be buried behind the

advancing front. This collective growth as a front made of closely oriented crystals

FIGURE 1.5 Textures produced by competition for space. Granoblastic textures (a) are generated by three-
dimensional competition by growing crystals. Sub-parallel growth textures (b) are generated by one or two-
dimensional competition for space.
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synchronizes the zonal structure of the crystals contributing to the front and can lead to

banding parallel to the substrate.

In natural environments, other actors can play a major role in determining the crystal

growth morphology, notably the action of living organisms and the presence of impu-

rities increasing or reducing the relative growth rate in different directions. Life effects

are discussed elsewhere in this volume (see Section 1.2.5). The effect of impurities is

thoroughly explained in Ref. [49].

1.4 Decoding Polycrystalline Textures
from Nucleation and Growth

The texture of a rock is defined by the crystal size distribution—that is, the distribution

for each mineral of crystals having a given size. This distribution is determined by both

nucleation and growth kinetics. In natural crystallization, heterogeneous nucleation is

expected to be the dominant process by far because homogeneous nucleation requires

larger activation energy. This is mainly due to the large number of impurities, as well as

the widespread presence of particles of different natures and multiphase, rough surfaces.

Secondary nucleation can be important in superficial waters moving by turbulent flow,

such as in a river or at a coastline.

A simple model for the dynamics of nucleation and growth is the Johnson-Mehl-

Avrami-Kolmogorov model, which describes phase transformations by nucleation and

growth [50–52]. This theory was initially formulated by Kolmogorov to explain the so-

lidification of metals, but it is general enough to be applied to many different nucleation/

growth processes because it is a geometrical formalism without any energetic term and

only involves generic nucleation and growth rates I(t) and G(t). Assuming that crystals

grow spherically and that the growth rate is independent of crystal size, it is possible to

write the volume, at time t, of a crystal nucleated at time s as follows:

V ¼ 4p

3

0
@Z t

s

Gdt

1
A

3

The number of such crystals is VsysI(s)ds, where Vsys is the volume available for nucle-

ation. Therefore, at time t, the total volume of crystals nucleated between s and sþ ds is

dV ¼ 4p

3
VsysIðsÞds

0
@Z t

s

Gðt 0Þdt 0
1
A

3

Finally, by integrating over all times, it is possible to compute the total volume of crystals

in the system:

Vext ¼ 4p

3
Vtot

Z t

0

IðsÞ
0
@Z t

s

Gðt 0Þdt 0
1
A

3

ds
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The process is illustrated in Figure 1.6. We can see crystals nucleating at random posi-

tions with a given frequency I(t) (constant in Figure 1.6, top) and then growing at a given

rate G(t) (also constant in the illustration). The process is straightforward and well

described by the previous equations until t¼ 7. At this time, crystals start impinging

during growth on other crystals and with the boundaries of the system. The equations

then start to fail because these interactions are not included in the model. This is

indicated in the last equation by writing Vtot (the total volume of the system) instead of

Vsys (the volume available for nucleation, which is hard to compute after crystals start to

interact) and Vext (the fictitious crystal volume if interactions are ignored) instead of V

(the actual crystal volume that indicated in the last equation) by writing Vtot (the total

volume of the system) instead of VV (the actual crystal volume that, again, is too difficult

to compute). In the Avrami formulation, this approximation is handled correcting the

equations using the mean field approximate relationship:

dV ¼
�
1� V

Vtot

�
dVext

Integrating both sides of this relation and solving for V, we get

V

Vtot

¼ 1� exp

�
� Vext

Vtot

�

Inserted into the expression for Vext, that produces

4h
V

Vtot

¼ 1� exp

0
B@� 4p

3

Z t

0

IðsÞ
0
@Z t

s

Gðt 0Þdt 0
1
A

3

ds

1
CA

That is the general form of the Avrami equation. For constant nucleation and growth

rates, the equation reduces to

4 ¼ 1� exp

�
� 4

3
IG3t3

�

The equation is commonly used for interpreting experimental results as

4¼ 1� exp(�ktn), which has the well-known sigmoidal form shown in Figure 1.6 (down).

The low transformation rates at the beginning and at the end are due to, respectively, the

limited number of nuclei existent at the beginning and the limited volume of

liquid feeding growth at the end. Using this equation, experimental data can be analyzed

by plotting log(log1/1� 4) as a function of log(t), which produces a linear plot with

slope n and intercept log(k). An example of these curves from experimental data is

shown in Figure 1.7, where selected data on the transformation of aragonite into

calcite are shown using this type of plot (data from Ref. [53]). The curvature in the plot is

due to the nonlinear behavior of I(t) and G(t), which is assumed to be constant in the

equations.

The next step in developing a model relating the nucleation and growth rates

measurable in the laboratory with the actual texture of mineral grains in a rock is to
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FIGURE 1.6 Time evolution of the crystal size distribution of crystals nucleating and growing at a constant rate
(top). Notice the overlapping of crystal “volumes” for t> 7. Evolution of the crystallized volume fraction 4

(bottom).
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develop a model for the number of crystals of a given length per unit length per unit

volume. This quantity n is called the population density:

nh
dN

dL

where N is the number of crystals per unit volume with size less than L. To obtain an

expression for n, we will use the Avrami formalism to define efficient rates of nucleation

and growth (Ieff(t) and Geff(t)), related to the laboratory measured values without inter-

crystals interferences I(t) and G(t).

Ieff ¼ IðtÞð1� 4ðtÞÞ
The exponent 1/3 in the growth rate equation is due to Geff(t) being defined as a linear

growth rate because we are interested in the linear size L of the crystals.

Given these values, we can compute the size at time t of a crystal nucleated at time s:

L ¼
Z t

s

Geff ðt 0Þdt 0

This equation introduces a functional dependency of s on L, so we can write the time at

which a crystal having size s nucleated s(L). In these terms, the number of crystals

nucleated between s and sþ ds is, using the Avrami corrected nucleation rate,

dN ¼ Ieff ðsÞds ¼ IðsðLÞÞð1� 4ðsðLÞÞÞds

FIGURE 1.7 Plot of selected data on the aragonite/calcite transformation (From Ref. [53].) in log(log(1/(1� V)))
versus log t coordinates used to estimate the kinetic constants n and k from experimental data using the
approximate Avrami equation.

Chapter 1 • Crystal Growth in Geology: Patterns on the Rocks 19



and, from the definition of n,

nh
dN

dL
¼ �IðsðLÞÞð1� 4ðsðLÞÞÞ ds

dL

The minus sign in this equation comes from the inverse relationship between ds and dL:

higher ds means shorter L. Using the previous equation for L, this equation can be

rewritten as follows:

n ¼ IðsðLÞÞð1� 4ðsðLÞÞÞ 1

Geff ðsðLÞÞ

This equation, along with the Avrami equation for 4, defines a fully general model for

the relationship between the experimental nucleation and growth kinetics and the

population density (i.e., the texture of the rock resulting from the crystallization of the

mineral grains). The inversion of this equation, along with values of the dependency of

the experimental rates on some variable, such as temperature, allows the decoding of the

evolution of this variable during the growth of mineral grains. By modeling the time-

dependent nucleation and growth rates in a functional form, we can use the previous

equation to compute population density curves. Assume, for example, that you can

model the nucleation and growth rates by Gaussians:

IðtÞ ¼ I0 exp
�
�AI

�
t � tI0

�2�

GðtÞ ¼ G0 exp
�
�AG

�
t � tG0

�2�

FIGURE 1.8 Computed distribution of the
number of crystals of a given length per
unit length per unit volume (population
density) as a function of crystal size. The
five curves correspond to increasing from
bottom to top.
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with three adjustable parameters each. Using these functions, Figure 1.8 shows

the evolution of a typical population density for five different values of time (60, 70,

80, 90, and 100 years).

1.5 The Case of Giant Crystals
Beyond their beauty, the spectacular giant crystals of gypsum found in the Naica mine

(Chihuahua, Mexico) offer a typical example of how knowledge of crystal growth can be

used to decode geological information present in mineral crystals grown in geological

settings [54,55]. Crystal growth in the laboratory often assumes equilibrium, or at least

steady-state, but the time scales for laboratory studies are too short for close-to-

equilibrium studies. However, crystal growth in natural media proceeds over millions

of years, providing a singular and extremely valuable opportunity to study close-to-

equilibrium growth processes. This is the case of the giant crystals from Naica.

Among the many caves and cavities filled with gypsum crystals within the limestones

of the mountain of Naica, the best known are the Cave of Swords [56,57] and the Cave of

Crystals [54]. The walls of the former cave are completely covered with crystals of several

centimeters in length displaying two different morphologies (one elongated along the c-

axis and the other more equidimensional). By contrast, in the Cave of Crystals, there are

fewer crystals, but they are larger and more transparent; they also display the same

morphologies as in the Cave of Swords. In addition to these notable differences, the

number of crystals differs between the caves. In the upper cave, the crystals are smaller

but more abundant than in the Cave of Crystals, where there are fewer crystals but of

much bigger size. The existence of large crystals can be explained by nucleation. The

nucleation rate is an exponential function of supersaturation, so the probability of

having a nucleation event is very unlikely for small supersaturation values; however,

beyond a critical value, the rate increases so fast that small changes in supersaturation

can lead to orders-of-magnitude changes in the number of crystals produced. Therefore,

nucleation kinetics is an extremely sensitive probe for chemical conditions during crystal

nucleation and growth. The low number of crystals in the Cave of Crystals allows the

crystals to grow to a very large size, which is due to the fact that they nucleated at very

low supersaturation. In addition, supersaturation must be kept low enough, without

large fluctuations, during the entire crystal growth history to avoid triggering further

massive nucleation.

Garcı́a-Ruiz et al. [54] have shown that the only geologically plausible mechanism

capable of producing this large and steady supply of Ca2þ and SO�
4 ions is a self-feeding

mechanism based on a solution-mediated anhydrite-gypsum phase transition occurring

in a slow and smooth cooling scenario. Calcium sulfate may precipitate as different

hydrates, with each of them being stable in a different temperature range. Among them,

the dihydrate is the less soluble phase at low temperatures (below 54.5�) and the

anhydrous calcium sulfate is the stable phase above this temperature. The existence of a

crossover between the solubility of anhydrite and gypsum provides the “ion pump”
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required for a steady and continuous supply of growth units. Figure 1.9 shows the sol-

ubility of gypsum and anhydrite plotted against temperature along with the difference in

solubility, which is the maximum amount of Ca2þ and SO�
4 ions transferred from

anhydrite to gypsum as a function of temperature. This amount is small enough to

ensure a slow and steady supply (�10�3 to 10�3 mol/L in the 40–80 �C range). This

extremely slow cooling rate leads to the close-to-equilibrium anhydrite dissolution and

gypsum growth at progressively lower levels within the phreatic layer.

For this mechanism to operate, there must be enough anhydrite in the area, and the

temperature at which the crystals grow must be close to the transition temperature. Both

conditions are met in the Naica mines. The temperature of both current groundwaters

and the solution in equilibrium with the crystals during their growth (obtained from fluid

inclusions trapped in the crystals [58]) show that current groundwaters have a mean

temperature of T¼ 53.2 �C, whereas fluid inclusions indicate that T¼ 52.5 �C during

crystal growth. These temperatures correspond to a very low undersaturation value for

anhydrite (Dm¼�0.04), which makes the self-feeding mechanism possible. Additional

FIGURE 1.9 Plot of the solubility of gypsum and anhydrite (left). Gypsum is the stable phase to the left of the
dotted vertical line and will grow from dissolving anhydrite. The amount of transferred Ca and sulfate is the
difference in solubility also plotted. The two vertical gray bars indicate the range of crystal growth temperatures
for the Cave of Swords (right top) and the Cave of Crystals (right bottom) in the Naica mine. These ranges were
obtained from the statistical analysis of fluid inclusion homogenization temperatures (insets) measured in samples
from these caves. The crystals in the Cave of Crystals grew very close to equilibrium from a very low driving force.
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pieces of evidence supporting this self-feeding mechanism for the nucleation and

growth of the giant gypsum crystal [54] are the low salinity values of the mother waters,

the isotopic composition of these crystals, and the presence of celestite coating the walls

of the Cave of Crystals, as a result of the excess Sr that the structure of anhydrite can hold

with respect to that of gypsum.

The giant gypsum crystals also offer a unique opportunity to study the mechanisms

and kinetics of crystal growth at very low supersaturation values, as well as the

agreement between the morphology of crystals growing in this regime and the equi-

librium morphology. Obviously, the giant crystals of the Naica mines must have grown

very slowly at very low supersaturation, but what was their growth rate? The super-

saturation values of the current Naica waters are below the experimental error of

modern analytical techniques for measuring concentrations. Therefore, measurement

of growth kinetics in the laboratory using Naica’s waters must be performed with well-

designed growth cells in a short period of time, because significant shifts in super-

saturation could be produced if the solution evaporates. Experimental studies of

gypsum crystal growth kinetics show that the growth of gypsum crystals at low su-

persaturation proceeds mainly by two-dimensional nucleation on {010} faces and the

advance of steps, usually as macrosteps [59]. Even at lower supersaturation values,

crystal growth kinetics have been measured for the {010} face of gypsum in contact with

waters collected from the Naica mine using an advanced high-resolution white-beam

phase-shift interferometry microscope [60]. The growth rates found in this work for

temperatures in the range of 50–55 �C are extremely slow, ranging from 1.6� 10�6 to

2.1� 10�5 nm/s. This very small growth rate can be enhanced by screw dislocations

and similar crystal defects, colloidal particles incorporated into the crystal surface, or

surface instabilities such as macrosteps or fluid inclusions, which are quite frequent on

the surface of gypsum crystals.

As previously mentioned, gypsum crystals in the Naica mines show two completely

different morphologies, both of which have been described by Foshag in the Cave of

Swords [56]: blocky crystals, which in some cases cluster to form parallel or radial ag-

gregates, and much more elongated crystals that grow from some groups of blocky

crystals. Neither of these morphologies agree with the classical equilibrium morphology

of gypsum [61,62]. The more developed faces in the giant crystals are the {1k0} family

instead of {010}, as would be predicted by theory. Several faces in this family (at least

2� k� 6) appear with an overall orientation of {140} instead of the predicted {120}. In

addition, {�111} is more developed than {011}. These contradictions gave rise to new

investigations on the equilibrium morphology of gypsum, leading to refinements of the

surface energy calculations that considered surface relaxation and semi-empirical po-

tentials, which were carefully selected for each interaction that predicts equilibrium

morphologies showing better agreement with the giant Naica crystals [63]. The origin of

the striated {1k0} forms was also explained using similar methods [64].

The second type of morphology, the colossal beams, is more challenging and is

not predicted by any of the existent theories. An explanation for this morphology has
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been proposed [55]. It has been observed that the Naica beams are {100} contact

twins showing reentrant dihedral angles between {�111} faces. These reentrant angles

are known to (1) operate as an additional source of steps under low supersaturation

in crystals containing few or no screw dislocations (although this is less effective with

an increasing number of these defects) [65]; (2) produce elongated morphology due

to the enhanced growth rate in the crystallographic direction of the reentrant angle;

and (3) produce crystals that are much larger than the coexisting single crystals and

show crystal faces that are uncommon in single crystals. All of these features are

exhibited by the twin beams in the Cave of Crystals, which makes them so different

from the blocky crystals precisely because of these characteristics. Consequently, the

elongated giant crystals in Naica are crystals that developed, by chance, {100} contact

twins with the reentrant angle between their {�111} faces pointing approximately

upwards.

1.6 Decoding Disequilibrium Mineral Patterns
In geological terms, self-organized processes leading to pattern formation operate at all

scales, from the atomic scale, as in the case of the kinetic behavior of cation ordering in

crystal lattices such as Na feldspars with partially ordered Al, Si positions [66], to the

tectonic processes controlling the distribution of tectonic plates at the scale of the whole

planet [67]. There are two requirements for self-organization: the system is sufficiently

far from equilibrium and at least two active processes in the system are coupled [68].

Because several types of reaction-transport loops can operate in geochemical systems

and because these systems are most often out of equilibrium, geochemical self-

organization should be expected to be commonplace [69,70].

Crystallization is an inherently nonequilibrium process in which surface aggregation

processes and mass transport often operate simultaneously and with comparable rates.

Consequently, pattern formation during crystallization is a common phenomenon. In

natural systems, this is facilitated by the ubiquitous presence of noise in all the variables

involved. In the laboratory, it is usual practice to work with smooth containers having

constant and isotropic chemical and physical properties to hold ultrapure solutions of

well-defined composition at constant temperature and pressure. In a natural system

where minerals are nucleating and growing, this is not the case. Self-organization can be

thought of as the ability of a system to select one pattern from all possible noise-

generated patterns and amplify it by feedback loops into a well-ordered observable

structure [71].

Mineral pattern formation can be the result of the following: (1) intrinsic instabilities

during the growth of the crystal, as in the case of Mullins–Sekerka instability leading to

dendritic crystals or the compositional zonation of crystals; (2) self-organized processes

involving coupled mass transport and precipitation, as in the case of Liesegang struc-

tures; or (3) the mineralization of patterns produced by biological or convective mass

transport processes, as in the case of stromatolitic structures or fractal dendritic
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structures. Examples of these processes are provided in this section. More information

on mineral pattern formation in geological media can be found in references [72–75].

1.6.1 Compositional Zoning

The chemical composition of minerals may change within the crystal volume in a

distinctive (patterned) way. This is very common in solid solutions and in the minor

element compositions of many minerals. The kinetics of the incorporation of impurities

and minor components to the surface of a growing crystal are anisotropic, as for the

regular molecules or ions making up the crystal. As a result, the composition of a crystal

may vary from sector to sector. This phenomenon called sectorial zonation, is well

known in minerals such as quartz, calcite, staurolite, topaz, and zircon [76–79]; it is a

result of the differences in the structures of the surface, bond distribution, and specific

energy of the different faces of the crystal. In addition, the presence of structurally

nonequivalent growth steps, typically at adjacent flanks of polygonized spiral growth

hillocks, can result in differential incorporation of minor components into symmetry-

equivalent growth sectors or even in the same sector [80]. This feature, called

intrasectorial zoning, has been described for calcite [81,82]; it illustrates both the

fundamental need for crystal growth knowledge for the decoding of geological infor-

mation encoded in mineral features and the stringent requirements for these studies,

which can go up to the atomic details of the surface of growing crystals.

Compositional zoning along volumes parallel to the growing crystal surface is

commonly associated with, and more common than, sectorial zoning. This composi-

tional zoning occurs in most major classes of minerals in a wide range of geological

environments. When this zoning is quasi-cyclic, such as the well-known compositional

alternation in plagioclase crystals, it is called oscillatory zoning. This rhythmic pattern

of chemical composition or physical properties can be alternatively explained as the

result of (1) self-organized coupling between the interface kinetics and the diffusion of

chemical species in the melt or (2) changes in the chemical composition of the magma

from which crystals grow. Moreover, both types of effects can happen simultaneously;

in both cases, the information on the conditions during crystal growth is encoded

within the pattern [83,84]. Oscillatory zoning has been explained by changes in the

crystal growth regime due to changes in the concentration in the boundary layer

[85,86], changes in the crystal growth kinetics as a function of the undercooling [19],

the nonlinearities of the partitioning coefficient of anorthite concentration [87], and

the cross-terms in the component diffusion coefficients [20,88]. All these models

explain to some degree the oscillatory zoning of plagioclase and have their particular

drawbacks. More studies, particularly with the support of experimental data, are

required to understand this process and to be able to use oscillatory zoning as a tool for

decoding the genetic information contained in plagioclase crystals. Notable advances

are being achieved in this direction for the case of decompression-driven crystallization

of volcanic rocks. Both the morphology and the composition of plagioclase in
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decompression experiments have been demonstrated to be a function of the decom-

pression rate [89,90].

Other minerals—at least 75 rock-forming and accessory minerals comprising most

major mineral classes—show oscillatory zoning [91]. The widespread presence of

oscillatory zoning in natural minerals contrasts with the very limited observation of this

phenomenon in the laboratory. This fact leads to the common interpretation of oscil-

latory zoning being due to systematic variations in the crystal growth environment

(extrinsic mechanism) instead of being a result of self-organized nonlinear behavior in

systems driven far from thermodynamic equilibrium (intrinsic mechanisms). Several

models for self-organized oscillatory zoning in natural systems have been proposed for

plagioclase [92]. The model most accepted by geologists is the interpretation of this

zoning in terms of extrinsic mechanisms based on relative reductions and increases of

the total pressure during convective movement of the magma, leading to higher and

lower Ca concentrations within the plagioclase crystal, respectively.

The best-known case of a clearly intrinsic mechanism producing oscillatory zoning is

the barite (BaSO4)–celestite (SrSO4) solid solution system [93–96]. These studies corre-

spond to the observation of spontaneous oscillatory growth of Ba and Sr sulfate-rich

terms of the solid solution under controlled experimental conditions; therefore, the

observation cannot extend to extrinsic mechanisms, as it qualifies as a self-organized

oscillatory mineral pattern [94]. This behavior is explained by the coupling of diffusive

mass transport of growth units to the surface of the crystal and the autocatalytic

continuous growth, with a rate dependent on the mineral surface composition [97]. The

incorporation of cations at kink sites is energetically favored at sites having the same

sulfate species as neighbors. Therefore, when the surface is composed of mostly BaSO4,

more Ba is incorporated into the crystal and the solution in contact with the crystal gets

enriched in Sr. This increasing concentration of Sr leads to a progressively larger

incorporation of this cation to the surface, which, after some time, will start favoring the

incorporation of Sr Replenishment of the two cations by diffusive mass transport keeps

this oscillatory growth going. This interplay between mass transport and surface kinetics

is summarized by these authors [97] in a balance equation for mass transport at the

liquid/crystal interface:

vmi

vt
¼ Di

v2mi

vx2
þ V

vmi

vx

where mi and Di are the concentration and diffusion coefficients of the ith species in

solution. The crystal growth kinetics are

V ¼ Vb þ Vc

Vb ¼ bb

�
mBamSO4

�m0
Bam

0
SO4

��
X þ pb

�2
Vc ¼ bc

�
mSrmSO4

�m0
Srm

0
SO4

��
1� X þ pc

�2
where the b and c subscripts stand for barite and celestite, respectively; V is the growth

rate, b is a kinetic coefficient; m0 is the equilibrium concentration; and p is the
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probability for the attachment of a Ba-unit (Sr-unit) on a pure Sr (Ba) surface. X is the

solid-phase barite mole fraction having dynamics modeled by

aL
dX

dt
¼ ½X þ ð1� XÞa�2½Vb � XðVb þ Vc=aÞ�

where a is the ratio between the barite and celestite molar volumes and L is the effective

thickness that characterizes the roughness of the interface between the crystal and the

aqueous solution.

This model accounts for different crystal growth regimes in the barite

(BaSO4)–celestite (SrSO4) solid solution system, including the oscillatory composi-

tional zoning observed experimentally [93,94,95,96]. It is therefore demonstrated to be

an intrinsic, self-organized behavior of the system. Separate regions of stable (SF),

unstable (UF), and multistable (MS) composition during crystal growth appear in the

phase space, as shown in Figure 1.10(a) and (b), corresponding to two different con-

centration values. Within the stable zone, compositional fluctuations do not exist or

are quickly damped to a constant value of the Ba/Sr ratio (Figure 1.10(c), point c in the

phase space plot). Conditions within the unstable zone (Figure 1.10(d) and

Figure 1.10(e)) show sustained, self-organized compositional zoning of different

(a)

(b)

(c)

(d)

(e)

(f)

FIGURE 1.10 Stability phase diagram (left) in the (pb,L) space. SF¼ stable focus, UF¼ unstable focus, S2¼ saddle,
SN¼ stable node, and MS¼multistability. The upper phase diagram corresponds to bulk concentrations of 10 mM
(a) and 15 mM (b). The four plots c–f show the molar fraction of barite in the resulting crystal as a function of the
distance from the crystal nucleus. They illustrate the behavior at conditions labeled c–f in the phase diagram at
the bottom b (Adapted from Ref. [97].).
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frequencies and amplitudes. Finally, two different Ba/Sr ratios may coexist in the

multistable zone (Figure 1.10(f)).

The fact that these types of self-organized oscillatory zoning processes are wide-

spread in nature but difficult to observe in the laboratory is commonly explained by

noise-induced effects [98], which are very common in nature but almost absent under

controlled laboratory conditions.

Beyond the single crystal scale, rhythmic patterns are also very common in geological

environments. Again, the periodic changes in composition or other properties may arise

from environmental variations or from self-organization.

1.6.2 Liesegang Structures

On a larger scale, compositional banding due to precipitated minerals is also common in

the form of concentric or parallel stripes reminiscent of Liesegang bandings in many

geological systems, such as agates, cherts, rhyolites, sandstones, and limestones [99,100].

Liesegang bandings form sequentially and can be explained in the context of Ostwald’s

supersaturation theory when one or more of the reacting species diffuses into a space

occupied by other species. Figure 1.11 shows a sketch of the coupled mass transport of a

reactant A into a space initially filled with a homogeneous concentration of reactant B.

The supply of A molecules from the left side induces the supersaturation with respect to

the precipitating phase until nucleation happens at a region where the concentration of

A (CA) reaches a critical value C�
A. This region, where the concentration of reactants is

close to the equilibrium value C0
A because crystals are growing, typically has the shape of

a band parallel to the diffusion front because all the points having a given value of su-

persaturation are located in this band. The precipitated band is marked as a gray bar in

the plots. This nucleation event and the further growth of the precipitating phase de-

pletes the concentration of both A and B (plot at t2), preventing the nucleation of further

mineral near the precipitated band (see the trajectories in phase diagrams for the points

x2 and x3 near time t2). Continuous diffusion of A eventually increases the supersatu-

ration value at points distantly ahead of the previously deposited bands, where the

concentration stays close to equilibrium as long as precipitation continues. At these

points, supersaturation can grow past the critical value required for nucleation, and a

new band is formed (t3). The process repeats itself until the full region is homogenized by

the diffusive supply of reactants and their consumption by nucleation and growth

processes.

The bands produced by this phenomenon are regularly spaced in space and time. The

spacing law, first described by Jablczinsky in 1923 [101], states that the positions where

bands form follow a geometrical series. That is, the ratio between the positions of any

pair of consecutive bands in the pattern is constant:

P ¼ xnþ1

xn
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The time periodicity of the pattern is controlled by the dynamics of diffusive mass

transport. The time at which the nth band forms is proportional to the square of the

distance at which the band forms:

K ¼ x2
n

tn

FIGURE 1.11 Sketch of the coupled diffusion and crystal growth processes producing Liesegang rings. To the left a
series of four consecutive time snapshots is shown as plots of the A and B concentration profiles (CA, CB), the
critical (nucleation) and equilibrium concentration values ðC�

A;C
0
AÞ. Three points are marked x1–x3. The time

evolution of A and B concentrations is shown in the three plots to the right. In these phase diagram sketches, the
equilibrium (solubility) and nucleation curves are shown. The instants illustrated in the left plots are marked by
dots in the phase diagrams.
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1.6.3 Fractal Dendrites

Self-organized kinetic instabilities at the surface of growing crystals, generally inter-

preted under the Mullins-Sekerka stability model, occur at high supersaturation (or

undercooling) on surfaces growing by continuous growth. In these conditions, the

competition between capillary forces and diffusion kinetics (as opposed to interface

kinetics) favors configurations in which the growing surface has as large a surface area as

possible, which allows, for example, a faster dissipation of latent heat [102]. The best-

known example of this kind of instability is the development of snowflakes, with their

distinctive dendritic development in the hexagonal direction and their unique shape

reflecting the relative changes in temperature and humidity as the crystal moves within

the cloud during its growth. In mineralogy, the most common occurrence of this phe-

nomenon is among metal ores, where dendritic growth is typically associated with

framboidal and colloform textures.

Single-crystal dendrites are thoroughly discussed in Chapter 16 of Volume IB of this

handbook [103]. Here, we will concentrate on a type of mineral precipitation commonly

called “dendrites,” although they form by entirely different processes. “Pyrolusite den-

drites” is a somewhat misleading name for the beautiful tree-like fractal patterns formed

by manganese and iron oxyhydroxide minerals. Because of their very common occur-

rence, knowledge of the genetic conditions of manganese and iron dendrites would be of

great practical interest in understanding geological environments. These fractal den-

drites are sometimes embedded in quartz crystals and agates, but the most common and

geologically significant are associated with cracks and sedimentary laminations or, in

general, with quasi two-dimensional spaces. They appear on or inside many different

types of rocks, such as limestone and sandstone, which suggests that the mineralogy of

the host rock is not a limiting factor for their formation.

There are two different mechanisms that may explain the formation of these struc-

tures. Chopard et al. proposed that pyrolusite dendrites can be explained by a diffusion-

limited aggregation (DLA) [104–106], a mechanism that may work for tridimensional iron

and manganese dendrites found in quartz and agates. Alternatively, Garcı́a-Ruiz et al.

showed that manganese and iron dendrites are the mineral record of Saffman-Taylor

instability [107]. Both mechanisms can plausibly operate in geological environments,

and only a thorough study of the mineralogical and textural properties of the minerals

and the geological environment can shed light on the actual origin of the patterns. The

controversy illustrates very well the pathway of decoding genetic information in mineral

patterns and also is an example that morphology, by itself, does not contain genetic

information [108]. The values of the fractal dimensions measured for these mineral

dendrites are compatible with both proposed mechanisms.

The fractal dendrites analyzed by Garcı́a-Ruiz et al. appear in the sedimentary lam-

inations of sandstones from the flysch of Tarifa (Spain). Their fractal dimension, as

measured by box-counting methods, was l.69, matching that for Laplacian growth pat-

terns. They appear to be associated with other deposits of the same composition and
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aspect that have higher fractal dimensions. As conjectured by Van Damme [109] for

manganese dendrites, this is consistent with a genetic mechanism based either on DLA,

which implies the irreversible aggregation of diffusing units to a stationary growing

pattern, or on viscous fingering [110], which is produced when a fluid is injected into a

more viscous and non-Newtonian one. In any case, it must be assumed that the for-

mation of the dendrites occurs under highly irreversible conditions that are far from

equilibrium, in which the nucleation kinetics are faster than the pattern formation

process.

Infrared spectroscopic studies of these deposits [111] showed that they are formed by

nonsingular, variable mineral associations, including various species of the

Romanecheita and Hollandite groups, along with minor and optional iron oxides that,

when present, can also form dendritic tree-like patterns. All of these minerals have low

crystallinity, as shown by powder X-ray diffraction and high-resolution electron micro-

scopy. The very low crystallinity of the precipitates is a clear indication of very fast

growth kinetics and therefore high supersaturation, which is consistent with the fractal

geometry of the patterns. Under scanning electron microscopy, the material forming the

dendrite shows a colloidal aspect and appears to be coating the mineral grains forming

the matrix rock.

The colloidal texture of manganese oxides, the manganese concentration profile

around the dendrites, and the coexistence of well-differentiated Mn and Fe dendrites are

difficult to explain by a diffusion reaction mechanism, at least in the cases where these

patterns appear to be associated to sedimentary laminations (Figure 1.12). In these

cases, a genetic model based on the mineral record of fluid flow structures is more

plausible. Viscous fingering is a pattern created when one fluid pushes another of higher

viscosity in a confined quasi-2D space. In porous media for very low velocities, the flow

provokes a percolation pattern with a fractal dimension of 1.82, which decreases for

higher velocities as the flow patterns become reminiscent of DLA patterns with a

dimension of 1.70 [112]. These patterns fit very well with the geometrical properties of

manganese dendrites and related structures with higher fractal dimensions.

Consequently, the most probable genetic mechanism for the formation of manganese

dendrites is based on the mineralization of flow structures formed during the invasion of

sedimentary discontinuities by Mn- and Fe-bearing fluids rising through cracks. For this

process to operate, the host rock body to be injected must be at least partially cemented

and the injected fluid must displace another of higher viscosity. Both facts are possible

during diagenesis, when a colloidal suspension fills the interbedding laminations and

cavities of partially cemented sediments. Under these conditions, the parameters con-

trolling the great variety of dendritic and nondendritic patterns observed in field studies

are the width and thickness of the uncemented muddy lamina, the roughness of the

cemented surfaces, the pressure of the injection, and the viscosity of the pushed fluid.

Sediments containing Mn4þ and Fe3þ compounds are reduced upon burial below the

anoxic-oxic interphase and thus become enriched in Mn2þ and Fe2þ. Solutions con-

taining these cations can migrate upwards through the cracks of the sedimentary body
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and invade the upper alkaline and oxygenated zones, pushing the colloidal suspension

that fills the sedimentary laminations and consequently forming the dendritic patterns.

Finally, preservation of the pattern can be due to the cementation of the host rocks,

plugging of the system by the formation of colloidal iron oxides, and the exhaustion of

the source of reducing chemicals.

1.7 Early Earth Mineral Growth, Primitive Life
Detection, and Origin of Life

Once living organisms appeared on our planet, most crystal growth phenomena

occurring in surface and subsurface environments were affected by life. If life appeared

near or within hydrothermal vents, not only the hydrosphere and atmosphere but also

the fluid transport and geochemistry of hydrothermal systems were deeply affected by

the influence of living organisms. This influence started more than 3 billion years ago,

and today it is ubiquitous and evident.

Thus, it is not strange that when the geological record is analyzed with the actualistic

view characteristic of geological studies, biomimetic structures are interpreted by

comparison with contemporary structures created by processes working today—that is,

processes on which life plays an important role. Mineral textures and structures that look

FIGURE 1.12 On the left, a mineral dendrite of iron and manganese oxi-hydroxides. The vertical length of the
rock is 45 cm. This type of dendrites with fractal dimension close to 1.68 can be generated either by a diffusion
limited aggregation mechanism (top right) or by a viscous fingering mechanism (bottom right). This is an example
that the morphology of an object—by itself—does not contain information about its genesis.
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like biofilms [113], microfossils [114], or extant stromatolitic structures [115] were

straightforwardly interpreted as life remnants, as real fossils, because it was thought that

such complex structures could not be produced by mineral processes alone. This is no

longer true since the discovery of silica biomorphs [116,117], which are self-organized

mineral structures with hierarchic textures and shapes of continuous curvature, such

as those thought to be exclusive of life. They can be produced not only without the aid of

life but even without organic compounds. In fact, there are several physicochemical

routes to producing inorganic materials displaying shapes reminiscent of life, but silica-

carbonate biomorphs have an exceptional relevance for life detection. This is because of

the formidable mimicking of the structures proposed to be the earliest remnants of life,

but mostly because they self-assemble from a simple chemical cocktail that is

geochemically plausible and similar to the chemistry of the rocks in which these putative

microfossils are embedded.

The elements required to form silica biomorphs in the laboratory—silicon, water, and

alkaline earth metals, particularly calcium and barium—were all abundant in Archean

times. In addition, all the Archean putative microfossils reported to date were found in

cherty rocks (i.e., rocks that either formed from silica sols or were silicified by silica-rich

fluids). More astonishingly, in several cases the rocks containing the oldest putative

remnants of life were barium-rich cherts [114,118]. With such a geochemical framework,

silica biomorphs are a clear inorganic alternative explanation to some of the micro-

structures considered to be the oldest remnants of life on the planet. Further experi-

ments also showed that the carbonaceous composition of the kerogen decorating

Archean putative microfossils and claimed to be a proof of biogenesis [119] could also be

obtained when silica biomorphs are grown with the same chemical recipe used to create

inorganic hydrocarbons from siderite decomposition [120,121]. The Raman spectra of

both Archean putative microfossils and their laboratory inorganic counterpart are

characteristic of graphite-like and diamond-like carbon (see Figure 1.4 in Ref. [122]).

Figure 1.13 shows a selection of images illustrating the morphological variety of silica

biomorphs. Each of these structures are made by millions of nanocrystals of barium,

strontium, or calcium carbonate, which remain co-oriented to each other no matter the

curvature of the shape. They are obtained either in single-pot solution experiments or by

the counterdiffusion technique in gels, where these millions of nanocrystals self-

assemble to create the bioforms. How do these bizarre structures crystallize?

Everything starts with an initial single crystal of the orthorhombic carbonate (witherite,

strontianite, or aragonite), followed by the breaking of the symmetry of the crystal

structure. This occurs by fibrillation, by the splitting of the two ends of the single crystal

corresponding to their basal faces. The continuous splitting creates fractal cauliflower-

like structures that are characteristic of pH values in the range of 9–10. At higher pH

values, the fibrillation takes place by nucleation events rather than by splitting, thus

creating 2D lamellae that grow radially until the lamellae curl on their own in some

singular point of the growth front. Then, the radial growth stops and the curls propagate

along the rims of the structure. All the precise morphological diversity of the biomorphs
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(e.g., globular, twisted ribbons, spirals, worms) can be explained by three parameters of a

pair of counterpropagating curls, namely their relative chirality, their propagation ve-

locity with respect to the radial growth velocity of the lamellae, and their relative radius

of curling.

All of the above phenomenology are driven by the role that polymeric silica plays as a

modifier and inhibitor of carbonate precipitation. What is singular in this case is the

chemical coupling between the growing carbonate crystals and the silica impurities.

They have reverse solubility with respect to pH. Thus, as shown in Figure 1.14, there is a

feedback that provokes the oscillatory behavior of the supersaturation of both phases, as

the very growth of the carbonate induces the precipitation of the impurity and, reversely,

the precipitation of the impurity provokes the precipitation of the carbonate [123].

Beyond the impact on life detection, the morphology of silica biomorphs, as in the

case of fractal dendrites, does not by itself contain genetic information; therefore, it

cannot be used as an unambiguous tool to decipher the formation mechanism. Another

example of this misuse of morphology is the case of nanobacteria, which are living or-

ganisms less than a micron in size that have been claimed to play important roles in

FIGURE 1.13 Complex self-assembled inorganic materials from chemical coupling: a selection of images illustrating
the morphological variety of silica/carbonate biomorphs.
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several diseases. It has been demonstrated that abiotic nanostructures formed of

amorphous calcium carbonate meet existing criteria for identification as living nano-

bacteria [124,125]. Today, most paleontologists realize that morphology cannot be

claimed as a proof of biogenicity for Archean microstructures [78,79,89,90,126].

However, none of the putative Archean microfossils have been demonstrated to be

unequivocally silica biomorphs, either. A deeper investigation to search and decipher

putative, dubio, and nonfossil microstructures in Archean rocks should be carried out in

the future.

In parallel, the search for self-organized biomimetic structures in current alkaline

silica-rich environments must be performed. The precipitation of tubular structures of

calcium-silicate-hydrated phases have been found during the alkaline weathering of

granites (Figure 1.15). These tubules have been demonstrated to be reverse silica gardens

formed by the leaching of silica from plagioclase and quartz in the presence of an

alkaline, calcium-rich solution flow [127]. This finding is important because alkaline

silica-rich environments are natural locations investigating the complexity of and

pathways to prebiotic chemistry. Serpentinization reactions known to yield alkaline

solutions and be the main source of abiotic organic carbon will therefore be investigated

in the future [128].

FIGURE 1.14 Mineral complexity requires a feedback mechanism to trigger autocatalysis. In the case of self-
assembled silica biomorphs the mechanism is the reverse solubility of silica and carbonate versus pH.
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1.8 From Deep Earth to Outer Space
A new challenge for crystal growers is to unravel the structure of minerals in the deep

Earth. Until recently, information about the layered structure of the interior of our planet

was mainly provided by the analysis of the propagation of seismic waves. The devel-

opment of new technologies for high-pressure, high-temperature crystal growth opened

a new field of study of geological interest. The goal is to know how mineral phases

change under the pressure and temperatures found in the interior of the planet. The

discontinuities that are delimited by the change of the speed of the seismic waves (e.g., at

FIGURE 1.15 Top: tubular structures of
calcium silicate hydrate forming by the
weathering of granitic rocks by highly
alkaline water flow. Below: scheme of the
proposed origin as reverse silica garden.
From Ref. [127].
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660 km, dividing the upper and lower mantle) can now be understood from the physical

properties of the phases that are stable below and above the pressure-temperature

conditions of these discontinuities. The new diamond anvils are simple but fascinating

machines, allowing one to reach pressure values characteristic of the lower mantle (tens

to hundreds of GP) at laser-induced high temperatures while recording in situ the phase

transformations by X-ray diffraction [129].

The field is ready for discoveries of surprises, such as the exotic NaCl3 phase found

when NaCl is squeezed at 20 GP [130]. Experimental studies on the phase transitions

observed when the main minerals forming the upper mantle (namely pyroxene, olivine,

and garnets) undergo high pressure have already started to shed light on the structure of

the Earth. Thus, the silicate with perovskite structure (Mg,Fe)SiO3 undergoes a trans-

formation to postperovskite at pressure-temperature conditions of 2900 km deep where

the mantle–core discontinuity is located [131,132]. More detailed experiments will be

performed in the near future. There is much to discover, and certainly laboratory studies

will try to reach the pressure values required to mimic the actual core below the deep

lower mantle.

The formation of the solar system can be described as a history of phase transitions

from gas, melt, and vapors to solid phases, which in most cases ends with a crystalline

mineral. Thus, in some way, understanding our solar system is a matter of crystallization.

Therefore, decoding growth information contained in the earliest crystals ever formed

can, in turn, be useful for revealing the actual history of the solar system they have

helped to create. The exposed rocks of our own planet contribute poorly to that research

program because there is no geological record older than 4.0 billion years, with the

exception of some zircon crystals recycled from the oldest extinct rocks [133,134]. Our

solar systems started 4.6 billion years ago with a solar nebulae from which chondrules,

meteorites, and interstellar dust particles started to form. These objects are the main

pieces of information, and their study in terms of crystal growth is one of the research

avenues for the future. In addition, the exciting robotic missions to the moon and Mars

are sending important analytical information, allowing for the first time the study of

extraterrestrial mineral growth processes that are vital for the future of planetary mis-

sions [135,136]. Some examples of what we call astrocrystallization are described here.

The nucleation and growth of silicate melts in space has been studied in the labo-

ratory, both on Earth and also under microgravity conditions. For instance, small silicate

spherules called chondrules are a major component of primitive meteorites; therefore,

they have been extensively studied in the past. Computer simulation and experimental

work performed under microgravity conditions provided new insights on the subject.

Crystallization experiments using a floating melt droplet by gas-jet levitation found that

heterogeneous nucleation by collisions of tiny cosmic dust particles likely explain the

formation of crystalline chondrules. Homogeneous nucleation is very difficult, and the

melted spheres are able to crystallize only at significantly high supercooling tempera-

tures (w1000 K) [137]. These studies have also successfully mimicked the textures of

chondrules. For instance, to form the rim characteristic of some chondrules, a
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temperature difference of w100 K is required between the center and the surface of the

droplet. Such a large difference in temperature can be achieved in the case of rapid

cooling at a rate of w103 K/s [138].

The formation of nanometer-sized cosmic dust has been also reproduced in the

laboratory based on nanoscale properties, such as a decrease of melting point by 50%

[139] and an increase in the diffusion coefficient of more than nine orders of magnitude

[140], as well as the fusion of nanoparticles [141]. Indeed, various analogs of cosmic dust

have been reproduced in laboratories and successfully proposed in growth processes,

such as silicate nanoparticles having non-mass-dependent oxygen isotope fractionation

formed in a plasma field [142], composite particles of TiC-core and carbon-mantle

formed by decomposition of CO gas [143], fullerene and its existence around evolved

stars [144], and carbonaceous hollow particles [145].

Another application of crystal growth in astrocrystallization is the study of the for-

mation process of framboidal magnetite. These are particles made of three-

dimensionally aligned nanocrystals of magnetite found in fractures of the parent

asteroid and formed in microgravity as the result of shaking due to collision with other

solar bodies [146]. The uniformity of the size distribution and the similar morphology of

the magnetite nanoparticles in each of the colloidal crystals suggest that they were

formed through homogeneous nucleation from a highly supersaturated isolated solution

in a single nucleation event. The colloidal nanomagnetites arrange by repulsive force to

form a colloidal crystal in the solution. To overcome this force, the density of magnetite

particles in a solution must be sufficiently high in an isolated solution. The diameter of

each droplet is roughly 25% larger than that of the final product (several micrometers in

diameter). The increase in the volume fraction of magnetite can be achieved through the

evaporation of water. If the distance between particles and the Debye screening length of

each particle is equivalent, they can arrange and make a colloidal crystal. Further

evaporation reduces the interparticle spaces until the colloidal crystals are stabilized by

desiccation. The very last droplets of aqueous solution in an ancient asteroid are very

important because the mutual interaction of minerals and organics in water-

concentrated chemical species play critical roles in the final minerals in meteorites

and in the early evolution of organics.

One of the most pristine materials in our solar system that we can collect on earth are

interplanetary dust particles (IDPs). Their mineralogy has been investigated and

compared with the spectra of dust around other stars [147,148], showing that they have

similar mineral phases. It is still unclear when and from where all these minerals orig-

inate, if all of them formed in the solar nebula, or if some components have a presolar

origin. One of the more intriguing components of IDPs is glass with embedded metals

and sulfides, which may have a presolar origin. It seems that silicates and other minerals

in IDPs formed directly out of the gas phase, so that gas-to-solid condensation is the

fundamental mechanism of grain growth in nebula environments [149]. Beyond the

information provided by observational astronomy, it seems clear that future experi-

mental crystal growth studies will be key for revealing the formation mechanism of the
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components of IDPs and the particles themselves, as well as for a better understanding

of the formation of the solar system.
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2.1 Introduction
In 1916, Prof. Jan Czochralski demonstrated that crystals can be grown from the melt by

a pulling mechanism [1]. Three decades later, the first silicon (Si) single crystals were

grown using the Czochralski (Cz) technique [2]. This pioneering work initiated

tremendous developments in the field of microelectronics, information technology,

power electronics, and photovoltaics. Today, Si crystals with diameters up to 300 mm

and weights of more than 300 kg are industrially produced by the Cz technique. The

technical feasibility to pull Si crystals with 450-mm diameters has also been demon-

strated [3]. In the field of photovoltaics, monocrystalline Si crystals with diameters of

approximately 210 mm and weights up to 200 kg are industrially produced by the Cz

technique [4]. It is estimated that approximately 250,000 tons of Si crystals per year are

currently manufactured worldwide for the semiconductor and photovoltaic industry [5].

The process of pulling Si crystals by the Cz technique from the first crystal until

now was evolutionary, but it was also characterized by technological and scientific
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breakthroughs: the purification of Si by the Siemens process [6], the elimination of

dislocations by the Dash procedure [7], the theory of Hurle [8] about the control of the

crystal diameter, the capability of oxygen for gettering impurities [9], the growth velocity

(V)/temperature gradient (G) criterion introduced by Voronkov for the incorporation of

intrinsic point defects [10], the application of magnetic fields to control the melt flow [11],

and the development of growth processes that yielded so-called defect-free or “perfect”

silicon [12] were some of these milestones.

2.2 Description of the Czochralski Process
2.2.1 Principle

The principle of the Cz process is illustrated in Figure 2.1 which shows the setup of an

industrial-like Si Cz puller. In this process, the polycrystalline silicon feed material is

loaded into a cylindrical, bowl-shaped silica crucible and melted at approximately

Pulling and rotation unit (5d)

Upper chamber (2)

Pulling shaft or pulling wire (5c)

Optical system for diameter control (7)Gate valve (2a)

Seed holder (5b)

Top plate (1c)

Main vessel (1)

Radiation shield (6d)

Crucible (3)

Susceptor (6c)

Main heater (6a)

Insulation (6g)

Crucible pedestal (6h)
Bottom heater (6b)

Current feedthrough (1b)

Vaccum pump (1e)

Crucible shaft (6e)

Crucible lift and rotation unit (6f)Argon gas outlet (1a)

Silicon melt (4)

Silicon crystal (5)

View port (1d)

Ar gas inlet (3a)

Ar

Ar
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FIGURE 2.1 Schematic setup of an industrial-like silicon Czochralski puller.
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1413 �C in an inert gas (argon) atmosphere. Crystal growth is initiated by dipping a

silicon seed crystal (which is mounted on a moveable pull rod) into the free surface of

the silicon melt. The seed is then slowly withdrawn from the melt, which causes the

crystallization of silicon atoms at the melt–crystal interface of the seed by forming a new

crystal portion. The diameter of the growing crystal is first increased until a nominal

diameter is achieved. This diameter is kept constant to provide a cylindrical shape of the

crystal body throughout the total growth process. Finally, when most of the melt is

consumed, the crystal diameter is decreased again to form the shape of a cone and the

crystal is removed from the residual melt. After cooling down, the as-grown crystal is

removed from the growth facility.

2.2.2 Setup of a Silicon Czochralski Pulling Apparatus

This section explains the various components of the Czochralski apparatus shown in

Figure 2.1.

Main Vessel: The main parts of a Cz setup are placed in a vacuum-proof cylindrical

main vessel (1) with water-cooled steel walls. The bottom plate contains a flange for

evacuation (1a) and several feed-throughs like electrodes (1b) for the power supply of the

heaters (6a and 6b). The top plate (1c) is equipped with a viewport (1d) for visual

observation of the seeding process and the growing crystal. Optical viewports are also

used for optical diameter control (7). The top plate can be removed for mounting pur-

poses and for insertion and removal of the crucible (3) in the main vessel.

Upper Chamber: Directly connected with the main vessel (1) is the upper chamber

(2), in which the as-grown crystal (5) is moved vertically by the pulling shaft or pulling

wire (5c). Optionally, the upper chamber and the main vessel can be separated from

each other by a valve (2a). This optional device has an advantage: the cooled crystal can

be removed from the growth chamber without letting air into the main vessel while the

hot zone is still at high temperature. The crucible (3) can now be filled again with

polysilicon and used for a further growth run. This procedure is called “multipulling”

[13]. It is considered to be a promising technique for cost reduction in the growth of Si

crystals for photovoltaic applications.

Crucible: The crucible is one of the most important components of a Cz puller. Apart

from the poly-Si, the crucible material has to be considered as a major source of impurity

contamination to the Si crystal because it is in contact with the Si melt throughout the

whole growth process.

Several crucible materials have been tested in the past [14]. However, the only ma-

terial that meets the requirements of purity, mechanical stability, and chemical inertness

is fused silica. The silica crucibles are fabricated from pure silicon dioxide powder, called

“quartz sand,” mostly by a flame fusion technology.

Other possible crucible materials, such as silicon nitride or silicon carbide, would also

meet the requirements of mechanical stability and purity. However, they cannot be used

for the following reason. Both materials are attacked by the Si melt, which leads to a
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contamination of the melt by nitrogen or carbon, respectively. Both nitrogen and carbon

have relatively low vapor pressures in the Si melt, which causes a relatively quick in-

crease of their concentration during Cz growth. If the solubility limit in the melt (in the

range of 5$1018 atoms/cm3 [15]) is exceeded during growth, small particles of Si3N4 or

SiC can form in the melt [15]. Such particles, however, would prevent the growth of

dislocation-free Si crystals by the Cz technique.

Fortunately, the situation with silica is more favorable, as the oxygen concentration in

the melt can be kept below the solubility limit where SiO2 precipitates would be formed.

This will be explained in the following paragraphs.

Silica crucibles are not totally chemically inert to the Si melt. A surface reaction takes

place, which is given in Eqn (2.1) in a simplified form:

Si ðmeltÞ þ SiO2ðcrucibleÞ/2SiO (2.1)

SiO (silicon monoxide) is dissolved in the Si melt, leading to oxygen contamination of

the melt. In contrast to other crucible materials, such as the above-mentioned Si3N4 or

SiC, the vapor pressure of SiO in the Si melt is much higher than that of N and C [16].

Therefore, it is possible to avoid exceeding the saturation value of approximately

3� 1018 O atoms/cm3 in the melt by appropriate measures (see further below).

The dissolution rate of the silica crucible depends on several parameters, such as the

temperature and flow rate in the melt, argon pressure, and flow rate in the gas above the

melt surface, as well as on the morphology and composition of the silica crucible. It is

typically in the range of 10–50 mm/h [17]. However, the reaction rate (Eqn (2.1)) is not

uniformly at the crucible wall; rather, it depends on the crucible temperature and on the

structural morphology of the silica surface (e.g., cristobalite or vitreous silica) [14]. In

particular, pit corrosion also can be a problem with respect to the mechanical stability of

the crucible. In fact, the vitreous silica content causes a certain loss of mechanical

stability by creeping at elevated temperatures, so-called sagging of the crucible wall.

Therefore, the silica crucible must be surrounded by a graphite shell to stabilize the walls

(called the susceptor (6c) in Figure 2.1). This crucible support causes a new problem by

the chemical reaction between graphite and silica, which produces gaseous carbon

monoxide (see Section 2.4.7.2).

Silicon Melt: The Si melt is kept in a temperature range slightly above the melting

point (Tm¼ 1413 �C) by the aid of the heaters (6a, 6b) and the power control system. A

melt temperature that is too high increases the crucible corrosion and decreases its

mechanical stability. Usually, the melt temperature is not directly used for the control of

the crystal diameter. The heat transfer into the melt occurs mainly from the cylindrical

side heater(s) (6a) via the crucible wall; bottom heating (6b) can be additionally used.

The coldest region of the melt is at the growth interface in the central region of the free

melt surface. This temperature distribution causes a strong buoyancy-driven flow, which

interacts with the forced convective flow driven by the crystal and crucible counter-

rotation and the capillary-driven flow originating from temperature differences at the

melt surface.
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The purity of the melt determines the purity of the growing crystal. Impurities and

dopants in the melt are incorporated into the crystal by the segregation mechanism. The

contamination of the Si melt by the dissolution of the silica crucible was already

mentioned. The dissolved oxygen is transported through the Si melt by convective flows

and reaches the free melt surface as well as the crystal–melt interface. This convective

transport is of high importance for the control of the oxygen content of the crystal. The

high vapor pressure of the SiO leads to strong evaporation of SiO from the free surface of

the Si melt, which is beneficial for keeping the oxygen concentration in the melt below

the solubility limit. In fact, Zulehner and Huber [14] give an estimated value that nearly

99% of the oxygen that dissolves at the crucible wall can be removed from the melt by

evaporation via the melt surface. Therefore, the SiO evaporation is used as an important

parameter to control the oxygen content of the Si crystal. For that purpose, the flow of

the Ar gas, which is fed in at the top (3a) of the upper chamber (2), is guided downwards

to the surface of the melt. Here, the Ar gas flows very close along the melt surface by the

aid of the heat radiation shield (6d) and thereby removes part of the SiO, which evap-

orates from the melt surface.

Because the segregation coefficient of oxygen in Si is close to unity, oxygen is

incorporated into the crystal with nearly the same concentration as in the melt. Typical

concentrations are in the range of 3$1017 � 9$1017 atoms/cm3. The oxygen content of the

crystal plays an important role with respect to lattice hardening and the formation of

gettering centers for impurities.

Silicon Crystal and Pulling Unit: The Si crystal (5) is held by the seed (5a), which is

mounted in a seed holder (5b), typically made from molybdenum. The seed holder is

connected to either a solid pulling shaft (5c) or a pulling wire. Both options are in use.

One main advantage of the shaft system is its higher mechanical stability against an

orbiting movement of the seed or the crystal, respectively. This allows for higher rotation

rates, which are beneficial for uniform oxygen incorporation. The wire rope has the

advantage that it can be wound up at the top of the upper chamber (2) which reduces the

height of the puller. The pulling unit (5d) is mounted outside, on top of the upper

chamber (2). In addition to the vertical movement (pulling), it also provides the rotation

of the crystal. The pulling rates depend strongly on the crystal diameter and on the hot-

zone geometry. Typical rates are 1 mm/min for pulling and approximately 20 rpm for

crystal rotation.

Hot Zone: The “hot zone” is the key part in controlling the growth process, the melt

and gas flow, and the concentration of the intrinsic point defects and their aggregates.

The hot zone consists of the main heater (6a) and optionally a bottom heater (6b). All

heaters are fabricated from pure solid graphite, which is powered by an electric current

(mainly DC). The resistance of the heaters is adjusted by a meander-like structure, which

is also beneficial for minimizing the Lorentz forces caused by the current that would

introduce mechanical forces on the heater. The heat from the heaters is transferred by

radiation to the graphite susceptor (6c). The susceptor has two main tasks: uniform heat

transfer and mechanical support of the crucible. The susceptor is positioned on a

50 HANDBOOK OF CRYSTAL GROWTH



pedestal (6h) and a shaft (6e) at the bottom of the main vessel. This shaft is connected to

a unit (6f) that provides vertical movement as well as rotation of the crucible. The vertical

movement is used to adjust the level of the melt surface with respect to the main heater,

which is necessary for the optical diameter control system. The rotational movement in

the range of 0.5–20 rpm (mostly counterrotation to the crystal) is used to create certain

convective melt flows. The heat losses from the heaters to the cooled walls of the main

vessel are reduced by several heat shields or insulation parts (6g) typically made from

graphite felt or foils.

A further important element of the hot zone is the radiation shield (6d). It is mounted

on a circular ring-shaped cover plate in the upper region of the hot zone and made from,

for example, molybdenum or graphite [14]. More sophisticated heat shields are being

investigated, consisting of a combination of different materials, including an active

water-cooling system [18]. The heat shield is very important because it has to provide

several functions. It shields the growing crystal from the radiation of heat from the hot

crucible walls. This shielding improves the radiative heat transfer from the crystal sur-

face, which allows for an increase of the pulling rate. Furthermore, the axial temperature

gradient can be increased, which is important with respect to the incorporation of

intrinsic point defects. Secondly, the shield reduces the radiative heat loss from the hot

melt surface to the cooled top plate (1c) of the main vessel (1). Thirdly, the shield guides

the Ar flow closely along the melt surface to efficiently remove the evaporating SiO. The

design of the heat shield on the heat and mass transport has been studied in several

investigations (see e.g., Ref. [18]).

Argon gas flow (3a to 1a): Both chambers (2 and 1) of the Cz puller are purged with Ar

gas from the beginning to the end of the growth process. The gas inlet (3a) is on the top

of the puller; the outlet (1a) is in the bottom plate. The main purpose of the Ar flow is to

prevent the contamination of the Si melt by residual gases such as CO and H2O and to

remove the evaporating SiO from the melt surface. For that purpose, the Ar flow is

guided along the melt surface with a high flow rate, which occurs mainly by the aid of the

heat shield (6d). Furthermore, the Ar flow transports the SiO away from the hot zone in

such a way that possible reaction products stemming from a reaction of SiO with

surrounding graphite parts could not fall down to the melt surface and cause growth

defects.

Magnet: Cz pullers, which are used for Si crystals with diameters of 300 mm or larger,

are mostly equipped with an external magnet to control the oxygen transport via the

convective flow (see Section 2.4).

2.2.3 Procedure of the Czochralski Growth Process

The typical sequence of steps in the Cz growth process is shown in Figure 2.2 and is

explained here in more detail.

Charging of the crucible with polysilicon: The silica crucible is charged with very

pure poly-Si chunks outside of the growth chamber under clean room conditions. The
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chunks are usually cleaned by a wet-chemical treatment. The typical impurity

concentrations of different types of feedstock materials (electronic grade, solar grade,

and upgraded metallurgical silicon) are compiled in Table 2.1. Doping atoms are either

added as elements to the charge or as highly pre-doped Si chunks. The charging of the

Si chunks has to be carried out carefully by hand. The spatial distribution of the

differently sized chunks within the crucible has to be considered in such a way as to

avoid heavy movements of the chunks during melting. Such movements could cause a

splashing of the melt, which would damage parts of the hot zone. The open spaces

between the chunks can be filled with granular Si material in order to get as much

1 2 3

4 5

(a)

(f)

(b)

(g)

(c)

(h)

(d)

(i)

(e)

(j)

FIGURE 2.2 Schematic illustration of the different steps (a–j) of the Cz process for growing a silicon crystal (5).
(a) The polycrystalline feedstock (2) is melted (b) in a silica crucible (1). (c, d) Seeding procedure: The Si seed crystal
(4) is dipped into the melt (3), followed by the Dash procedure (e) of growing a neck (5) (e), shouldering (f),
cylindrical growth (g), growth of end cone (f), lift off (i), and cooling down and removing of the crystal (j).

Table 2.1 Typical Impurity Concentrations in Different Types of Silicon Feedstock
Materials: Electronic-Grade Silicon (EG) for Microelectronics, and Solar-Grade Silicon
(SoG) and Upgraded Metallurgical Silicon (UMG), Both for Photovoltaic Applications

Impurity EG SoG UMG

Total metallic impurities (ppm(w)) <0.001 <0.05 1
B (ppm(a)) <0.0001 <0.0005 <5
P (ppm(a)) <0.0005 <0.005 <5
O (ppm(w)) <1 <5 <100
C (ppm(w)) <0.1 <5 <50

Adapted from Ref. [19].
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charge as possible into the crucible. The filled crucible is loaded into the main vessel of

the Cz puller and positioned on top of the crucible pedestal. The main vessel is then

closed and evacuated.

Melting of the polysilicon: The heater power has to be adjusted to achieve melting of

the poly-Si in a controlled way. The heating time should be kept short for economic

reasons, but the temperature of the silica crucible wall should not exceed values that

would destabilize its mechanical stiffness and intensify its corrosion. The melting pro-

cess is carried out under Ar atmosphere in a pressure range of approximately

20–500 mbar. A flow of the Ar gas is used to remove desorbing species from the heated

poly-Si and the melt. The temperature distribution in the melt is adjusted in such a way

that the coldest region is at the center of the free melt surface, with a temperature

slightly above the melting point, in order to enable the seeding process.

Stabilization of the melt temperature: After the silicon melt is heated up to its defined

temperature condition, the heater power is kept constant in order to achieve stable

thermal conditions. This process phase can take several hours depending on the melt

volume. The melt temperature will not really achieve steady conditions as the convective

flows in the melt are unsteady, even turbulent.

Seeding: After a stabilization of the melt temperature is achieved, the Si seed is

carefully lowered by the pull facility (under rotation) to a position closely above the melt

surface for preheating. This procedure is mandatory to minimize a “thermal shock”

when the lower end of the seed is subsequently dipped into the melt. The thermal

boundary conditions of the melt near the surface area where the seed comes in contact

must be adjusted carefully by temperature control and rotational movements of the seed

and crucible. The conditions are optimal if a small portion of the seed is melted and a

stable melt meniscus between the melt surface and lower seed surface is formed. This

remelted, freshly formed seed surface is the starting melt–crystal interface where the

growth of the new crystal is initiated by adding Si atoms from the melt to the seed

interface. Now, the pulling process is started. The rotational movements of the pulling

shaft or wire are maintained during the whole process in a range of 10–20 rpm, whereas

the crucible has a counterrotation in the range of 0.5–20 rpm; lower values are used for

larger crucibles.

Necking: One of the big advantages of the Cz technique is the possibility of growing

large crystals “dislocation free.”1 If there are no disturbances of the growth process, the

generation of dislocations is suppressed because the energy for the formation of dislo-

cations in Si is much higher than in other semiconductor materials. The seed crystals for

the Cz process are prepared from dislocation-free bulk crystals. However, even after

having used a careful seeding procedure, it is inevitable that dislocations are created by

the thermal stress during the dipping process. Because these dislocations have

1The term dislocation-free is used to mean “free of dislocations with dislocation lines extending through

a larger crystal range.” In fact, the so-called dislocation-free Si crystals can contain small dislocation loops

in the microscale with closed dislocation lines around clusters of intrinsic point defects and oxygen.

Details about these defects and their generation are given in Sections 2.5 and 2.6.
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dislocation lines that terminate at the growth interface, they will continue to grow and

increase their density by multiplication. This problem can be overcome by a procedure

consisting of several measures, which are summarized as “necking.” In the late 1950s,

methods to eliminate these dislocations were discovered, such as using a tapered thin

seed [20], the growth of a long thin neck (diameter 2–4 mm, length about 30 mm) [7],

and an increased growth rate (pulling rate up to 6 mm/min) [21] (see Figure 2.3). The

proper combination of these measures will cause the dislocation lines to terminate at the

surface of the growing thin neck, where they cannot continue. If the measures are carried

out properly, all dislocations are eliminated after a grown length of the neck of

FIGURE 2.3 Pull rate (V, top), crystal diameter (middle, as detected by the control system), and heating power
(bottom) versus process time for Cz pulling of a silicon crystal with a diameter of 100 mm in the cylindrical part
(body) [22]. Courtesy of A. Molchanov.
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approximately 30 mm, as shown in Figure 2.4. A summary of scientific explanations of

the dislocation elimination during necking can be found in [14].

Even if the neck has a diameter only in the range of a few millimeters, it can hold large

and heavy Cz crystals with a weight up to 300 kg [24]. Without dislocations, no creeping

effect occurs, which would narrow down the neck diameter and break it. Instead, the

loading capacity of the neck is only determined by the theoretical tensile strength of the

Si crystal lattice and the diameter of the neck. For that reason, the neck diameter may

not fluctuate during the necking process. Any restrictions of the neck diameter that

could be caused by temperature fluctuations of the melt would be a weak point. A crack

of the neck at a later growth stage could be very dangerous because of possible breakage

of the crucible and leakage of the melt. In fact, leakage of the melt is one of the most

hazardous incidents in the Cz process because liquid Si can destroy the cooling system

and react with the cooling water to form an explosive gas mixture. Fluctuations of the

neck diameter caused by temperature fluctuations can be avoided by using magnetic

fields, which damp the flow and reduce the temperature oscillations in the melt.

For Si crystals with a weight above 300 kg (e.g., crystals with diameters of 300 and

450 mm), alternative solutions and improvements of the necking procedure have been

developed. A possible solution to overcome the risk of neck breaking is to use a me-

chanical device that grips the crystal at a position far below the neck and at a growth

stage when the weight limit is not yet exceeded. Another solution is to grow a double

cone shape and use a mechanical device that grips the crystal behind it (see Figure 2.5).

An alternative method uses a highly doped, dislocation-free seed crystal that can with-

stand the dipping process without formation of dislocations due to the lattice hardening

effect of the high doping [25]. The most commonly used method in industrial Si crystal

growth is the double cone technique.

Crystal shoulder: After the necking procedure is finished, the diameter of the crystal

has to be increased up to the target value of the cylindrical body. In doing so, the crystal

gets a conical shape, which is called the “crystal shoulder.” For economic reasons, the

FIGURE 2.4 Longitudinal section of the seed and cone region of a Cz-grown Si crystal. Dislocation lines are
visualized by X-ray topography. Enlargement (right): dislocations are eliminated within the neck. Reprinted from
Ref. [23] with permission from IOP Publishing.
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shape of this cone should be as flat as possible. This rapid increase of the crystal

diameter requires major changes in various process parameters, especially a reduction of

the pulling speed, as shown in Figure 2.3.

Growth of crystal body and control of diameter: The economically important part of

the crystal is the cylindrically shaped crystal body, with typical nominal diameters of

100 mm up to 450 mm. The pull rate during growth of the crystal body depends on the

crystal diameter and on the hot-zone geometry. It is typically around 1 mm/min or less

for crystals with a diameter of 300 mm and larger and up to 2 mm/min for smaller

diameters. The length of the grown crystal can be in the range up to 2 m.

Physically, the diameter of the growing crystal is determined by the angle of the melt

meniscus at the triple point of the crystal–melt interface and thus by its height and

width. A CCD camera (7 in Figure 2.1) detects the melt meniscus, which is visible as a

bright ring that stems from the light reflection of the hot crucible wall. The position of

the bright meniscus is used as a signal for the automatic diameter control. An instan-

taneous lifting of the pulling shaft (rope) increases the meniscus height, which will

instantaneously decrease the crystal diameter, while a lowering reduces the height and

thus increases the diameter. For the optical diameter control system, the position of the

melt surface must be kept constant, which is achieved by moving the crucible pedestal.

The heater power can be used as control parameter for slow changes in the long term

only. For details on the control system, the reader is referred to the literature

(e.g., Ref. [8]) and to Chapter 19 in Volume IIB of this handbook.

Decreasing the crystal diameter (end cone): At the end of the growth of the cylindrical

crystal body, the diameter of the crystal must be reduced gradually and always kept in

Neck

Fixation

Double cone

Crystal

FIGURE 2.5 Illustration of the double cone with mechanical fixation used to grow Si crystals after Dash necking
with a weight of more than 300 kg.
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contact with the residual melt. If one would simply detach the crystal from the melt, the

crystal would experience a “thermal shock” and dislocations would be formed. These

dislocations can propagate back into the dislocation-free cylindrical crystal part, which

is still at a high temperature. The distance that the dislocations propagate back corre-

sponds roughly to the crystal diameter [14]. Thus, it is necessary to reduce the diameter

at the end of the growth by growing a so-called end cone. For stable growth of this end

cone, a sufficient volume of residual melt is indispensable.

Detaching the crystal end from the residual melt and cooling the crystal: If the

diameter of the end cone is small enough, the crystal can be detached from the melt

without dislocation formation in the crystal body. Now, a rather high velocity is used to

withdraw the crystal from the melt region, but not too fast, in order to avoid a thermal

shock causing plastic deformation in the lower part of the crystal. The importance of

appropriate control of the cooling conditions (temporal behavior of withdrawing speed

and heater power) in this phase of the growth process was investigated in Ref. [26]. In the

considered case, a reduction in the cooling time by approximately 30–50% is possible

during cooling down of an Si crystal with a 200-mm diameter in comparison to the

reference case under optimized conditions.

Opening of the growth vessel and removal of the crystal: The crystal is finally pulled

into the upper chamber, where it cools down. It can be removed from the puller by

opening the main vessel (1) if it is cooled down to room temperature. If the upper

chamber (2) can be separated from the main chamber by the gate valve (2a), the crystal

can be removed in an earlier phase of the cooling process, even if it has still a tem-

perature around 100 �C.
Habitus of the as-grown crystal: Figure 2.6 shows a photograph of an <100> oriented

Si crystal with a 300 mm diameter grown by the Cz method. The neck and crystal

shoulder can clearly be seen. On the crystal shoulder, there are four (111) facets along the

four <110> directions. Along the crystal body, the facets are also visible but smaller; they

are reduced to lines, which are called ridges or habitus lines. The different sizes of these

Facets
Habitus line

© Siltronic

FIGURE 2.6 <100>-oriented Cz-grown Si crystal with a 300 mm diameter. On the shoulder, four (111) facets are
visible along the four <110> directions. On the cylindrical surface, the facets shrink to the so-called habitus lines.
Courtesy of Siltronic.
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facets are caused by the different temperature gradients and pulling speeds during

growth of the shoulder and body.

The observation of the presence of facets and ridges on the crystal surface can be used

during growth as a distinct sign that the crystal grows as a single crystal and dislocation

free. The formation of the facets and ridges can be explained by considering the growth

kinetics of the different crystal faces. For an atomically rough interface (which are most of

the Si faces), the growth rate V is proportional to the supercooling with a proportionality

kinetic coefficient a of approximately 0.1 cm/s K [27]. As the growth ratesV in Cz growth of

Si are on the order millimeters per minute, a rough interface like the (100) face grows with

a supercooling DT of less than a millidegree. Thus, the solid–liquid interface can be

assumed to be identical to the melting point isotherm. However, for atomically smooth

interfaces, such as the (111) faces (called facets), the growth mechanism is different.

Growth on atomistic smooth faces needs the formation of a two-dimensional nucleus,

which grows laterally until the layer is completed. The formation of this nucleus needs a

supercooling of a few degrees [27]. In the case of Cz growth of<100>-oriented Si crystals,

four (111) faces occur in the four<110>-directions. Only at the periphery of the crystal the

conditions are fulfilled so that a supercooling of the melt in the vicinity of the (111) planes

can occur. Here the Gibbs–Thomson effect plays a certain role by reducing the melting

temperature at regions of the interface with a strong curvature [28]. In <111> oriented

crystals, there are six (111) facets along the [211] directions. From the six facets three can

typically clearly be seen on the crystal surface. In addition, a central facet can easily form

in the case of <111>-oriented crystals if the interface is bent downwards to the melt (see

also Section 2.3).

The facet effect does not occur if dislocations are present in the (111) plane. In this

case, a two-dimensional nucleus and the corresponding supercooling are not necessary

because the growth kinetics at dislocations are more like that at a rough interface. This

also explains the fact that the occurrence of facets and ridges can be used as a criterion

for dislocation-free growth.

2.3 Global Heat Transfer and Convective Flow
The Cz growth process is like other melt growth processes governed by heat transfer

phenomena. Of special importance are the convective flows in the Si melt, which have

a strong influence on the shape of the solid–liquid interface, on the growth process

itself via the shape and stability of the melt meniscus, on the concentration and dis-

tribution of intrinsic point defects (by their impact on the temperature gradient in the

growing crystal at the solid–liquid interface), and on extrinsic point defects in the

crystal.

In this section, the basics of heat transfer mechanisms in relation to the Cz process

are introduced. For an extensive treatment of the mechanisms of heat transfer in crystal

growth, the reader is referred to textbooks [29] as well as to Chapter 20 in Volume IIB of

this handbook.
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2.3.1 Growth Kinetics and Interface Shape

Si crystals grow with a so-called rough interface, except the (111) faces, which grow with

an atomically smooth interface—a “faceted” interface. Therefore, the shape and position

of the solid–liquid interface can be considered to be identical to the melting point

isotherm Tm (1413� 2 �C [16]) if the facet formation is negligible.

However, for an atomically smooth interface like on (111) faces, the kinetic growth

mechanism is totally different from that of the rough interfaces. As a consequence, on

(111) facets, the shape and position of the interface is actually not identical to the

melting point isotherm. Also, the incorporation of dopants and impurities differs from

growth with a rough interface. In the case of convex interface shapes (i.e., bent down-

wards toward the melt), facets can form in the vicinity of the crystal surface close to the

triple point. In case of the <111>-oriented growth direction, a central facet can addi-

tionally form. However, convex shapes are commonly not used in industrial Si Cz growth

for economic reasons because of the less efficient transfer of the heat of crystallization

away from the growth interface.

The most common interface shape in Si Cz growth for typical pulling speeds used in

industrial production is concave (i.e., bent upwards toward the crystal). In this config-

uration, no central facet should actually occur, even for the <111>-orientation.

However, it should be mentioned that the appearance of a central (111) facet was

reported in the literature if the interface was not convex. In such a case, faceting may

form by a partial remelting of the curved solid–liquid interface [30]. However, the au-

thors could not fully explain this effect, which seems to contradict the growth mecha-

nism with supercooling on a facet.

2.3.2 Heat Transfer and Growth Rate

The previous section on growth kinetics has shown that the growth rate of a Si crystal in

the Cz process is controlled by the supercooling DT at the growth interface—that is, it is

controlled by the transfer of heat via the crystal–melt interface into the crystal. The heat

balance at the solid–liquid interface during crystal growth can be formulated in one

dimension (z) as follows:

ls

�
vT=vz

�
s

¼ ll

�
vT=vz

�
l

þ rVL (2.2)

where ls and ll are the thermal conductivity of crystal (s) and melt (l), V is the growth

rate, r is the density, and L is the latent heat and the temperature gradients along the

growth direction z in the crystal (s) and melt (l) at the interface position. This equation

also explains why the temperature gradient in the crystal must be much larger than in

the melt (consider llw 3$ls). The heat flux through the crystal (left side of Eqn (2.2))

must dissipate the heat flux arriving from the melt (first term of the right side of Eqn

(2.2)) and the heat of crystallization, which is proportional to the growth or pulling rate

V (second term of the right side of Eqn (2.2)). The heat is transported away from the
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interface through the crystal by heat conduction to the crystal surface, where the heat is

transferred by radiation to cooler parts in the Cz pulling chamber.

From this consideration, it follows that the growth rate V itself is not limited by

growth kinetics, but rather by the rate of heat transfer. This can be illustrated by a

simple mathematical model that allows one to estimate the maximum growth rate

Vmax in dependence from the crystal radius R [31]. Although the model strongly

overestimates Vmax, it hints that, with increasing crystal diameter, the maximum

growth rate decreases because the cooling of the crystal becomes less efficient.

According to this simplified model, two measures can be used to achieve high growth

rates. First, the radiative heat flux at the crystal surface must be increased. As

described in Section 2.2, the crystal has to be efficiently shielded from the hot crucible

wall and the hot heater surface to achieve efficient cooling of the crystal by radiation

from its surface. The flow of the cool argon gas also supports the cooling of the crystal,

because the flow is guided from the inlet on the top of the puller to the crystal (see

Figure 2.1). However, the cooling effect of the gas at the crystal surface is of minor

importance compared to radiation because the gas pressure and flow rates are rela-

tively low [32]. The second approach is to keep the heat flux from the melt to the

interface as small as possible. The heat flux in the melt is mainly determined by the

convective flows inside the melt.

However, in industrial Cz pulling, there are other important constraints that limit the

growth rate in the Cz growth of Si crystals besides the heat transfer. For example, as

discussed in Section 2.6, the growth rate may also be limited by the requirement to

achieve certain types and concentrations of intrinsic point defects. In Section 2.7, it will

be shown that the dislocation-free growth of Si crystals with large diameters may also be

limited by the growth rate related to thermal stress in the growing crystal, which may

cause plastic deformation in the material. In addition, a too-high growth rate may flatten

the radial temperature gradient at the melt surface in the vicinity of the triple point,

which will distort the cylindrical shape of the growing crystal.

Figure 2.7 gives a schematic representation of the mechanisms of heat transfer in a Cz

growth configuration. The radiative heat transfer occurs in all cavities of the whole

growth facility between the surfaces of the various materials, which are at elevated

temperatures (T> 800 �C). This holds true especially for the heat transfer from the

heaters to the crucible support, cooling of the crystal, and heat loss from the melt

surface. The latter two effects are the main reasons for installing a heat shield. In the

crystal and melt. Internal radiative heat transport is negligible [16].

It is also important to note that the radiative heat transfer often changes during a Cz

growth run and/or from one growth run to the other. First, the geometry changes due to

the growing crystal, the decrease of the melt level, and vertical movements of the cru-

cible. Furthermore, a part of the radiating materials, such as graphite, typically changes

its emissivity due to aging effects, mainly by adsorption of SiO, which evaporates from

the melt and deposits locally in form of different chemical products on certain graphite

parts, resulting in nearly whitish to greenish films [33,34].
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2.3.3 Convective Flow in the Silicon Melt

In Cz configurations, convection is the dominant mechanism of heat transfer within the

Si melt, although it is a small Prandtl-number (Pr) fluid (see Eqn (2.3)) in which the ratio

of viscosity to heat diffusivity is small. The reason is that the forces driving the flow are

very strong.

Pr ¼ n=k (2.3)

where k is the thermal diffusivity and n is the kinematic viscosity. The material properties

of Si are compiled in Table 2.2. For the Si melt, Pr¼ 0.01.

In a Cz melt, there are typically three different mechanisms that drive convective

flows: buoyancy-driven convection, capillary convection, and forced convection

(compare to Figure 2.7). Buoyancy and capillary convection are both driven by tem-

perature and concentration gradients; therefore, they are sometimes called natural

convection. Forced convection is always driven by external forces, such as rotational

movements of the crystal and crucible, by the shear stress at the free melt surface

generated by the argon flow, or by Lorentz forces induced in the melt (e.g., by applying a

magnetic field).

Convective flows and their contribution to the heat and species transport can be

calculated by solving the corresponding system of transport and conservation equations.

Radiation of heat

Heat conduction
in the crystal

Mechanisms of heat transfer in a Si Cz set-up and its modeling

• Heat conduction in all solid parts, melt and gas: Fourier law

• Radiation of heat in all gas filled regions: Stefan-Boltzmann law

• Convection in the melt: Navier-Stokes equations

Mechanisms
Buoyancy driven convection
Forced convection by crystal and crucible rotation
Capillary convection
Shear flow by argon gas

• Heat sources
Heater: Source term
Crystal-melt interface: Stephan problem

• Heat sink 
Cooled vessel walls: Boundary conditions

Heater

Vessel

Interface

FIGURE 2.7 Sketch of a Si Cz setup with the basic physical mechanisms of heat transfer: conduction, radiation,
and convection and their mathematical descriptions. The melt flow is driven by buoyancy, capillary effects,
rotation of the crystal (interface) and crucible, and shear stress at the surface due to the argon flow. The
corresponding equations are given in Section 2.3.4. Important for the solution of the equations are the internal
heat sources and sinks and the boundary conditions. Heat is generated in the heaters and at the crystal–melt
interface (heat of crystallization). Heat is dissipated into the cooled walls of the growth vessel.
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A short comprehensive treatment is given in Section 2.3.1. For a more detailed

description of this subject, the reader is referred to Chapter 21 in Volume IIB of this

handbook.

Buoyancy convection occurs in Si Cz due to the temperature differences within the Si

melt as the melt density decreases with temperature (b in Table 2.2). Hotter (lighter) melt

portions rise from the hot crucible walls and bottom to the coldest melt region below the

growing crystal, where the heavier (colder) melt portions are descending, as shown by

the red arrows in Figure 2.7. The melt density can also be changed by its composition.

However, this effect is negligible for Si, with the exception of germanium-rich SiGe

melts [35].

The vigor of buoyancy convection is typically described by the Grashof number (Gr):

Gr ¼ g $ b $DT $ l3

n2
(2.4)

where g is the gravitational constant, b is the volumetric thermal expansion coefficient,

l is the characteristic length, and DT is the characteristic temperature difference.

The definition of the Gr number relates to fluid layers, which have theoretically an

infinite extension in the dimension perpendicular to the temperature gradient.

Nevertheless, it can be used for the Cz melt geometry. In a Si Cz melt, both lateral and

vertical temperature differences are present. Therefore, the Gr number can be defined

either by choosing a characteristic radial temperature difference DTr for DT and the

radius of the crucible rc as characteristic length l or by choosing a characteristic vertical

temperature difference DTh and the height of the melt h. As the aspect ratio (h/rc) of the

Table 2.2 Properties of Silicon at the Melting Point Tm that Are Important for
Heat Transport

Interface Melting Point Tm 1686 K
Latent heat, L 1.8 $ 106 J/kg
Growth angle 11�

Liquid Density, r 2570 kg/m3

Thermal conductivity, ll 60–66 W/(m K)
Heat capacity, C 915 J/(kg K)
Electrical conductivity, s 1.2 $ 106 S/m
Emissivity, εl 0.3
Kinematic viscosity, n 3 $ 10�7 m2/s
Thermal expansion coefficient, b 1.4 $ 10�4/K
Surface tension, g 875 $ 10�3 N/m
Marangoni parameter, dg/dt 2.2 $ 10�4 N/(m K)

Solid Density, r 2300 kg/m3

Thermal conductivity, ls 96017/T1.149 W/(m K)
Heat capacity, C 1000 J/(kg K)
Electrical conductivity, s 1.2 $ 10�4 S/m
Emissivity, εs 0.7

A detailed compilation of the physical-chemical properties of liquid and solid silicon can be found in Ref. [16].
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Si melt changes during growth, one has to consider that Gr¼ f(h/rc). The most important

conclusion that can be drawn for a Cz setup from a consideration of the Gr number is its

dependence on the third power of the characteristic length l. In other words, the larger

the crucible, the stronger the buoyant convection becomes. Therefore, the control of

melt flow for growing Si crystals with diameters of 300 mm or more is much more

difficult than for smaller crystal and crucible diameters. Therefore, the influence of

buoyancy convection decreases considerably for shallow melt levels. This phenomenon

is used in the continuous Czochralski (CCz) technique, for which a flat crucible can be

used (see Sections 2.4.6 and 2.7).

It was shown in the literature that flows in fluids with a low Pr number, such as Si, are

time-dependent and even turbulent [36,37] at higher values of the Gr number (about

Gr> 106). For the typical parameters used in the field of Si Cz growth, the resulting Gr

numbers are far above such values (see Table 2.3).

Capillary convection: At the free surface of the Si melt adjacent to the Ar atmosphere,

convective flows are generated by a capillary phenomenon called Marangoni effect. It

originates from the temperature (and concentration2 [40]) dependence of the surface

tension g. Because g is larger for lower temperature and vice versa, the so-called ther-

mocapillary flow is directed at the melt surface from the hotter crucible wall to the colder

crystal, as sketched by the blue arrow in Figure 2.7.

The strength of capillary-driven convection can be expressed in terms of the

dimensionless Marangoni number Ma. For thermocapillary convection:

Ma ¼ �ðdg=dTÞ $DT $ l

n $ k
(2.5)

with surface tension g, characteristic temperature difference DT, and characteristic

length l (e.g., distance from crucible wall to crystal periphery at the free surface).

Typical values of the thermal Ma number in Si Cz are given in Table 2.3. The influence

of the thermocapillary flow is mainly restricted to the melt region close to the free

Table 2.3 Typical Charge Sizes and Crucible Diameters Used for Industrial Production
of Si Crystals with Different Diameters [38]

Crystal Diameter (mm) Charge Size (kg) Crucible Diameter 23 rc (mm) Gr Ma

100 28–32 356 2.Eþ 09 2.Eþ 08
125 28–50 356–457 4.Eþ 09 2.Eþ 08
150 42–70 357–457 4.Eþ 09 2.Eþ 08
200 65–120 457–610 1.Eþ 10 3.Eþ 08
300 200–400 711–914 3.Eþ 10 5.Eþ 08

The fourth and fifth columns contain the corresponding Gr and Ma numbers, assuming a typical temperature difference DT of 40 K

and using the maximum of the crucible radius rc as the characteristic length l [39].

2It is especially discussed that the oxygen concentration in the Si melt can affect the capillary flow.

Therefore, near the silica crucible wall where the gradient of the oxygen concentration is high, a certain

influence on capillary flow might be expected.
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surface (blue arrow in Figure 2.7). However, its influence on the regions at the

melt–crystal meniscus and melt–crucible meniscus can be very important. An appro-

priate consideration is only possible by using numerical simulation. For a more detailed

treatment of thermocapillary flows, the reader is referred to Chapter 19 in Volume IIB of

this handbook.

The following external forces also generate convective flows, called “forced

convection.”

Crystal rotation: In a Cz melt, forced convection is induced by the rotation of the

crystal with a certain rotation rate ux. The Si melt sticks to the crystal interface, which

transfers its rotational movement to the melt region below the interface by the viscous

forces in the melt. The centrifugal forces of this rotational motion cause an outward flow

(compare the green arrows in Figure 2.7). This radial flow induces, by continuity, an axial

flow back to the interface. This effect results in a very important flow phenomenon, the

formation of a stable boundary layer in front of the solid–liquid interface. This boundary

layer enables a uniform incorporation of dopants (see Section 2.4) while counteracting

the deleterious influences of nonuniform and unsteady buoyancy and capillary-driven

flows. Therefore, the formation of this boundary layer by crystal rotation is one of the

strengths of the Cz method.

Crucible rotation: Similarly to the crystal rotation, the crucible rotation generates a

contact force at the melt–crucible interface, leading to forced convection in the form of a

primary azimuthal flow. The rotational movement of the crucible is typically in the

opposite direction as the crystal (i.e., counterrotation). In analogy to the crystal rotation,

a boundary layer is formed along the interface between the melt and crucible wall. This

boundary layer has some importance with respect to the transport of oxygen, which

comes from the surface of the dissolving silica crucible.

The crucible rotation has a stabilizing influence on the melt flow. As shown in

Figure 2.8 temperature fluctuations caused by unsteady melt flow can be damped by

Experimental data:

Amplitude ΔΔT
of temperature
fluctuations (K)

Overheating of
crucible wall

T –Tm (K)
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Crucible rotation rate ωc (Hz)
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FIGURE 2.8 Amplitude DT of temperature fluctuations obtained from in-situ measurements in a 20 kg Cz Si melt
versus rotation rate of the crucible uc. The dashed line shows the trend of the dependence of the overheating
T – Tm measured at the crucible wall versus the crucible rotation rate. Tm¼melting point. Adapted from Ref. [41].

64 HANDBOOK OF CRYSTAL GROWTH



increasing the crucible rotation rate, which reduces its deleterious influence on the

growing crystal. However, rotational movements that are too strong can cause over-

heating of the crucible wall because the forced azimuthal flow suppresses the convective

heat transfer in the radial direction [42] (compare also Figure 2.9). Overheating of the

crucible reduces its mechanical and chemical stability; therefore, it has to be controlled

carefully. In addition, the crucible rotation has a strong impact on the oxygen concen-

tration, which is incorporated in the growing crystal.

The counterrotation of the crucible and crystal has a certain influence on the overall

convective flow in the melt volume, mainly by interacting with the buoyancy-driven

flow. This interaction of different convection phenomena causes typically rather

complex flow structures in the melt, which have a mostly unsteady character. For

example, several authors [45,46] observed flow structures in Si Cz melts with azimuthally

moving patterns of varying multiplicity depending on the crucible rotation rate,

including the meteorological phenomenon of baroclinic waves.

ω = –20 rpm, ω = 2 rpm

ω = –20 rpm, ω =  5 rpm

Experiment 3D - Simulation

1100
Temperature (°C)

700 1500
0

100

200

300

D
is

ta
nc

e
fr

om
m

el
t s

ur
fa

ce
(m

m
)

With shield

Without shield

Crystal

Melt

Shield

Thermocouples

Thermocouple

Reading points

(a)

(b)

FIGURE 2.9 (a) Left: Measurement of temperatures inside a specially prepared Si crystal (diameter 100 mm) with
thermocouples in four axial positions. The crystal is positioned in contact with the melt in an industrial Si Cz
puller with and without heat shield. Right: Measured (symbols) and simulated (solid lines) temperatures in the
crystal with (triangles) and without (dots) heat shield. (Adapted from Ref. [43].) (b) Left: In-situ temperature
measurement in the melt of an industrial Si Cz puller (crucible diameter¼ 360 mm and crystal diame-
ter¼ 100 mm) by specially designed thermocouples covered by a silica tube and stabilized by glassy carbon. The
black dots mark the reading points of the stepwise measurement (mapping) in the bulk melt and at the
crucible wall during the Cz growth process. Right: Comparison of the experimental (left) and three-dimensional
numerical simulation results (right) for two different crucible rotation rates (uc). ux¼ crystal rotation rate.
(Adapted from Ref. [42,44].)
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The rotational movement of the crucible not only affects the heat transport, but it also

has an influence on the oxygen transport. That means the crucible rotation rate can be

used as a parameter to control the transfer of oxygen from the crucible wall into the bulk

melt and from here into the crystal. This effect is demonstrated in Figure 2.10, which

shows that the axial oxygen concentration in the crystal can strongly be influenced by

the combination of crucible and crystal rotation rates [47].

Forced convection by argon flow: The argon gas is guided by the aid of the radiation

shield, almost parallel over a big portion of the free melt surface (compare Figure 2.1).

This flow introduces a shear stress at the free melt surface, which counteracts the

Marangoni flow (see Figure 2.7). Therefore, the gas flow can have a certain influence on

the heat and oxygen transport in the melt.

2.3.4 Modeling of Heat and Species Transfer

Experimental studies prove that the flow in the Si melt is in a turbulent flow state for

large crucibles (>300 kg melt) [42]. Various approaches for turbulence modeling have

been tested in the past. Meanwhile, the modeling of heat and species transfer during the

Cz growth of large Si crystals has advanced to a point where it can be successfully

applied to optimize the puller setup and the crystal growth process; examples of the state

of the art can be found elsewhere [34,48–55]. However, until a model has reached the

state of a reliable tool, it needs several steps of development. One important step is the

experimental validation of the model. In this context, the role of Cz model experiments

should be mentioned, which provide temperature distributions in the crystal or at

various positions in the melt and hot zone, for example. Figure 2.9 gives examples of

such in-situ temperature measurements in Si Cz pullers. More details can be found

elsewhere [42–45].

0 0.2 0.4 0.6 0.8

11

13

15

17

19

21

23

Solidified fraction

O
xy

ge
n 

co
nc

en
tr

at
io

n 
(p

pm
a)

FIGURE 2.10 Oxygen concentration in Si crystals versus solidified fraction. Axial oxygen profiles of silicon crystals
grown by the Cz process are shown for several combinations of crystals and crucible rotation rates. Adapted from
Ref. [47].
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2.3.5 Magnetic Fields

In the growth of large Si crystals from crucibles with diameters of 80–90 cm, it is very

difficult to control the melt flow and the oxygen transport in the melt by using only the

parameters crystal and crucible rotation. Therefore, steady magnetic fields, mainly cusp

or horizontal configurations, are well established to damp undesired temperature

fluctuations [56], as well as to grow crystals with low oxygen concentrations (<5$1017

atoms/cm3) and improved axial and radial homogeneity [56,57]; they also are very

helpful for the production of so-called defect-free silicon. For a detailed treatment of

magnetic fields, the reader is referred to Ref. [58] and Chapter 23 in Volume IIB of this

handbook.

An external steady magnetic field can act on the melt motion because the Si melt

behaves like a metallic melt with a high electrical conductivity s (see Table 2.2). Thus, a

Lorentz force is generated in the melt due to the convective flow velocity. Usually,

relatively high values of the magnetic induction B, on the order of some hundreds of

milli-Tesla, are necessary for efficient control of the melt flow. The required magnetic

systems are either large electromagnets or expensive superconducting magnets [3].

Figure 2.11 illustrates how the flow velocity in the Si melt in a small-scale Cz puller is

reduced under the influence of a magnetic field [59]. In this case, both the experimental

and numerical results show that the fluid flow velocity and its oscillation amplitudes

(vertical bars in Figure 2.11) are efficiently damped by applying a cusp magnetic field.

Theoretically, for buoyancy convection, it can be shown that the damping influence of a

magnetic field on the flow velocity follows a reciprocal dependency of the square of the

magnetic induction B [60]. It should be also noted that for precise calculations of the

effects of steady magnetic fields on the heat and mass transport in Si Cz, the electrical

conductivity of the crystal must also be considered, although at high temperatures it is

one order of magnitude smaller than that of the melt [61,62].
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FIGURE 2.11 Flow velocity in molten silicon measured by tracer particles and X-ray radiography (symbols) in a
small-scale Cz puller and by numerical simulation (dashed line) as a function of the magnetic induction B.
Adapted from Ref. [59].
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However, steady magnetic fields are not only beneficial by damping convective flows.

They can also have detrimental influence on the shape of the solid–liquid interface

[56,58] and flow conditions. This has consequences for the lateral uniformity of the

distribution of point defects. For example, in the case of axial magnetic fields, flow in-

stabilities can occur in the melt, the radial dopant distribution becomes nonuniform,

and the crucible wall temperature rises strongly [56]. Therefore, the application of this

type of magnetic field was stopped early.

An externally vertical steady magnetic field was also used in combination with an

externally applied DC electric current through the melt and crystal in the so-called

electro-magnetic-field-Czochralski method (EMCZ) for growing Si crystals without

crucible rotation [63,64] (see also Chapter 23 in Volume IIB of this handbook). The

interaction of the vertical magnetic field with the radial current results in an azimuthally

oriented Lorentz force, causing a primary flow in the azimuthal direction. The EMCZ

process allows the control of the oxygen transport [63] as well as of the shape of the

solid–liquid interface [63,64]. However, no real industrial application was found. One

reason might be the graphite electrodes, which are inserted into the melt and may thus

cause a contamination of the melt with carbon, leading to particle formation.

The use of time-dependent magnetic fields in the growth of Si Cz crystals was also

studied. Much lower field strengths compared to steady fields, on the order of only some

milli-Tesla, are needed if time-dependent fields are applied. They do not damp the flow,

but they are well suited for establishing different flow regimes in the melt, depending on

the configuration of the magnetic field. The time-dependent magnetic field configura-

tions most frequently analyzed are the so-called rotating magnetic field (RMF), the

alternating magnetic field (AMF), and the traveling magnetic field (TMF) (see Ref. [58] or

Chapter 23 in Volume IIB of this handbook for more details).

For a RMF, it was demonstrated [65] that it is possible to grow Si crystals by Cz without

crystal and crucible rotation. However, because no clear advantage of using a RMF was

found, this approachwas not pursued further. The same statement holds also for the AMF.

The AMF improves the mixing in the melt and changes the flow pattern in such way that

SiO is transported directly from the crucible to the solid–liquid interface, with less evap-

oration at the free melt surface. Therefore, a high oxygen concentration is observed in

crystals grown in an AMF [56]. In contrast to RMF and AMF, the TMFwas demonstrated to

be advantageous for the SiCzprocess. The application of aTMF inCz crystal growth causes

a change of the flow pattern, which makes it possible to grow Si crystals with 300 mm

diameters in a TMF at field strengths of only approximately 2–6 mT, with low and axially

very uniform oxygen distributions [56]. However, the use of an external TMF requires the

replacement of a part of the steel vessel by a non-electrically-conductingmaterial in order

to efficiently couple the electromagnetic field into the melt. Otherwise, too-high currents

through the coils would be necessary [66]. Therefore, the use of an external TMF has not

become accepted in industrial Si Cz growth.

One elegant way to overcome the problem of the shielding effect of the vessel is to use

an internal heater magnet module, as proposed in [66]. The heaters are supplied with a
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superposition of a DC current for heating and an AC current for generation of the TMF.

Under optimized conditions, it was shown that silicon crystals grown in a TMF exhibit

radially and axially very homogeneous distributions of oxygen. Because the TMF allows

the achievement of Cz growth with a low and stable radial temperature gradient in the

order of 1–2 K/cm at the periphery of the crystal, the growth of four long (110)-facets is

stable, resulting in <100>-oriented Si crystals with almost quadratic cross-sections [67].

2.4 Transport and Incorporation of Dopants
and Impurities

2.4.1 General Considerations

The usual starting materials for the Si Cz process is the so-called electronic-grade

polysilicon, or for certain solar cell applications, the less pure solar-grade polysilicon.

The purity of these starting materials is defined by the specifications given by the

producer (see Table 2.1). The impurities in the feedstock have their origin in the basic

raw material (natural SiO2) and remain after the various steps of purification by the

Siemens process for the production of poly-Si (see e.g., Ref. [19]). A special group of

impurities that are intentionally added to the poly-Si before crystal growth are the

dopants. Further impurities can be added unintentionally during breaking of the poly-Si

rods. For that purpose, a wet-chemical cleaning step is used before the poly-Si chunks

are put into the silica crucible. An important unavoidable contamination of the Si by

oxygen occurs during the Cz process as soon as the poly-Si becomes molten in the silica

crucible, because oxygen is transferred into the melt by corrosion of the silica crucible.

All impurity atoms—whether they are added intentionally or not—follow the same

diffusive-convective mechanisms of transportation in the melt toward the growth

interface. At the melt–crystal interface, they are incorporated into the crystal according

to thermodynamics and growth kinetics. Within the as-grown crystal solid-state diffu-

sion, reaction with other defects, supersaturation, and eventually formation of pre-

cipitates occur.

The key for influencing the incorporation of species into the crystal lies in the

“species transport” in the melt. Therefore, the transport of impurity atoms in the melt is

of great importance. Its physical mechanisms, diffusion and convection, are the same as

discussed in Section 2.3 for the transport of heat in the melt. A very special phenomenon

of species incorporation into the crystal is segregation. Figure 2.12 schematically shows

the relevant mechanisms of the transport of species during the Cz process and their

incorporation into the growing crystal.

2.4.2 Segregation Coefficient k

In most cases, Si grows with the continuous kinetic mode of a rough interface. This

allows one to assume that the incorporation of foreign atoms (dopants and impurities)
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occurs at the growth interface according to the law of equilibrium thermodynamics. The

ratio of the solute concentration CS in the crystal to its concentration CL in the melt is

defined as the (equilibrium) segregation coefficient: k ¼ CS/CL (see Chapter 25 in Volume

IIB of this handbook).

In Table 2.4, the segregation coefficients k for various elements in Si are compiled.

The data were taken from Ref. [16]. Most metallic impurities in Si have a segregation

coefficient of k<< 1—that is, the feedstock is purified upon melting and solidification

during the growth process. Doping elements such as B, P, and As have segregation

coefficients closer to 1. Boron is a very favorable dopant because a k value of 0.8 allows

one to obtain very uniform electronic properties throughout the crystal. The special

case of oxygen with a segregation coefficient k close to 1 will be described in detail in

Section 2.4.7.1.

In practical crystal growth, it is useful to relate the dependence of the species con-

centration CS of the crystal on certain growth parameters, such as pulling rate, crystal

rotation, and crucible rotation rate, to the given concentration CL of the species in the

melt. Such a general relationship is possible if one considers the influence of the relevant

Cz parameters by the effective segregation coefficient keff. The oldest and most popular

model of an effective segregation coefficient keff was introduced by Burton, Prim, and

Slichter [68]. According to them, keff is defined as follows:

keff ¼ k

k þ ð1� kÞ $ expð�V $ d=DÞ (2.6)

• Species transport in the crystal occurs by diffusion
• In most cases it is neglected: the distribution of dopants and 

impurities is treated to be “frozen in,” i.e. as-grown-state
• In few cases species diffusion is important, like intrinsic 

points defects and gettering of fast diffusing metals (i.e. Fe) 
into precipitates

• Species transport in the growth vessel which is typically 
filled with inert gas (Ar) occurs by diffusion and convection 
(forced flows)

• Species transport in the melt occurs by diffusion and 
convection

• The mathematical treatment is the same as convective heat 
transport, i.e. difficult

• Additional complications by species sources
• growth interface (segregation)
• free melt surface (adsorption, evaporation)
• crucible wall (dissolution)

The segregation phenomenon occurs at 
the growth interface

FIGURE 2.12 Schematic representation of the relevant mechanisms of species transport (dopants and impurities)
during the Cz process and their incorporation into the crystal during growth.
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where d is a free fit parameter that is often approximated by a boundary layer thickness,

D is the diffusion coefficient of the solute in the melt, and V is the pulling rate. In the case

of Si Cz, the boundary layer thickness d at the melt-crystal interface can be calculated by

using the model of a rotating disk with infinite diameter in contact with a liquid [69]. In

the literature, more complex models exist in order to calculate the boundary layer

thickness d and thus the effective segregation coefficient keff more accurately (see

Chapter 25 in Volume IIB).

It follows from Eqn (2.6) that, in the practical range of growing Si crystals by the Cz

technique (i.e., for pull rates V< 2 mm/min), the effective segregation coefficient keff for

all species is not so much different from the equilibrium segregation coefficient k.

Table 2.4 Segregation Coefficient k, Maximum Solubility Cm
S ,

Diffusion Coefficient D in the Melt, and Evaporation Rate gev for
Various Impurities in Silicon

Solute k Cm
S (atoms/cm3) D (104 cm2/s) gev (cm/sec)

H 1.7e19
Li 0.01 6.5e19
Cu 4.0e-4 1.5e18 8.0e-5
Ag 1.0e-6 2.0e17
Au 2.5e-5 1.2e17
Zn 1.0e-5 1.2e17
Cd 1.0e-6 0.1–0.3e16
B 0.8 6.0e20 1.8 8.0e-6
Al 2.0e-3 2.0e19 5.3 1.6e-4
Ga 8.0e-3 4.0e19 3.6 2.0e-3
In 4.0e-4 0.4–2.0e18 5.2 8.0e-3
Tl 1.7e-4 8.8e17 5.9
Ti 3.6e-4 –

C 0.07 3.0e17 1.5
Ge 0.33
Sn 0.016 5.0e19
Ta 1.0e-7
N 7.0e-4 4.5e15
P 0.35 1.3e21 3.9 1.4e-4
As 0.3 1.8e21 2.5 8.0e-3
Sb 0.023 7.0e19 1.1 0.13
Bi 7.0e-4 8.0e17 0.76
Cr 1.1e-5 1.0e14
O w1 3e18 0.7–2 [70] 1.4e-3 [71]
S 1.0e-5 3.0e16
Se 7.0e16
Mn 1.0e-5 3.0e16 4.0e-4
Fe 8.0e-6 3.0e16 0.1 4.0e-5
Co 8.0e-6 2.0e16
Ni 8.0e-6 8.0e17

Adapted from Ref. [16].
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It should be mentioned that the growth of an Si crystal with a (111) facet results in

segregation with an effective segregation coefficient that is higher than the equilibrium

segregation coefficient. The reason canbe explainedby thediscontinuous stepwise growth

mechanism on a facet. Foreign atoms that are adsorbed on the growth facet are incorpo-

rated in a higher concentration compared to thermodynamic equilibrium due to the very

rapid lateral growth velocity. Obviously, the desorbed atoms are overgrown by the layer

[27]. This phenomenon can be formally expressed by a facet segregation coefficient kfac.

For example, kfac (P)¼ 1.4k (P) for phosphorous and kfac (As)¼ 1.2k (As) for arsenic [72].

2.4.3 Distribution of Species in the Crystal

The distribution of species, especially of dopants in the growing crystal in the axial and

radial directions as well as on the microscale, is of great importance. Therefore, pre-

diction of the influence of Cz growth parameters on the distribution of the various

species is of great interest.

2.4.3.1 Numerical Modeling of Species Transport
Figure 2.12 gives an overview of the processes of species transport in Cz growth of Si.

Species transport in the crystal is described by Fick’s laws of diffusion, while the species

transport in both fluid media, the gas atmosphere, and the melt is governed by the

equation of convective diffusive species transport. The convective flow in the “bulk”

fluid, either Ar in the gas space or Si melt within the crucible, is computed by the same

formalism that was shown in the previous section about melt flow. In the species case,

one has to consider a boundary condition for species incorporation at the crystal–melt

interface by the segregation coefficient. For oxygen transport, further special boundary

conditions exist: the inner crucible surface acts as a source, whereas the free melt surface

and crystal interface act as a sink (for details, see Section 2.4.7.1).

It should be mentioned here that the thickness of the species boundary layer is

smaller than the thermal boundary layer. Therefore, a finer numerical mesh—especially

near the crystal–melt interface, the free melt surface, and the melt–crucible interface—is

needed. The number of mesh points per unit area determines the accuracy of the nu-

merical solution. As a rule, one should have at least five grid elements within the width

d of the boundary layer [73]. Therefore, in practice, for an accurate resolution of the

boundary layer, a spatial resolution of the mesh points of less than 10 mm might be

required [54].

2.4.3.2 Longitudinal (Axial) Concentration Profiles
In the Cz pulling process, the starting material is completely molten at the beginning.

During crystal growth, the melt volume decreases continuously, which increases the

solute concentration in the melt due to the enrichment by segregated species. If the

system is conservative—that is, no component is lost or added during growth—and

assuming total mixing by convection, the solute concentration CS in the crystal can be
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described by Scheil’s equation (Eqn (2.7), [74]) depending on the solidified fraction g, the

segregation coefficient k, and the starting concentration C0:

CS ¼ k $C0 $ ð1� gÞk�1 (2.7)

Instead of k, one can also use keff. By using Eqn (2.7), it can be easily shown that the

variation of the species concentration from the seed to the tail end is smaller the closer k

is to unity. This is the reason why B with k¼ 0.8 is the preferred dopant.

The description of the longitudinal concentration distribution by Scheil’s equation can

be applied to nonvolatile and moderately volatile species, such as B, P, Ga, and Al. In the

case of volatile species such as As, In, and Sb, which have a vapor pressure that is

considerably higher than the vapor pressure of Si, their evaporation may compensate or

even overcompensate the enrichment of themelt due to the segregation effect. In fact, the

species concentration in themelt can be controlled by the pressure of the argon gas inside

the puller and the gas flow conditions over the free melt surface [14]. This effect of evap-

oration can be taken into account in Scheil’s equation by an additional parameter kev [75],

resulting in

CS ¼ k $C0 $ ð1� gÞkþkev�1
(2.8)

Several models for kev can be found in the literature [75–77], from which measures

can be determined to grow the crystal with a uniform species concentration in the case

of volatile dopants.

2.4.3.3 Continuous Czochralski
For nonvolatile elements, other measures are needed to overcome the problem of an

increase of the species concentration in the decreasing melt volume with increasing

solidified fraction (i.e., during pulling of the silicon crystal). One possible option is in-

situ replenishment of the melt by nondoped silicon material. For that purpose, special

feeder recharging systems were developed, which allow refilling of the melt by adding

undoped or properly doped silicon, either in form of chunks or by a polycrystalline

rod that is melted by immersing it into the melt. The technological development of

this approach is known as the CCz technique. Figure 2.13 shows a sketch of a CCz

setup with a feeder system for recharging of the melt with granules using a tube

typically made from silica. Often, an inner crucible is used to reduce the risk that solid

silicon particles are transported to the interface. The CCz hot zone usually consists of

a shallow crucible containing less melt volume in comparison to a conventional

“batch” Cz setup (see Figure 2.1). This has several advantages: the melt is less

turbulent, the hot zone can be made smaller, and the thermal budget and energy

demand is reduced. The main advantage of the CCz method is that the longitudinal

species distribution of the CCz grown crystal is very uniform because the melt volume

can be kept constant while feeding it with undoped silicon during pulling of the

crystal [78].
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However, the risk of structure loss caused by Si particles floating on the melt surface

and arriving at the melt meniscus is high. It was also observed that the use of granular

feeding material caused the formation of holes within the growing crystal, with di-

ameters up to several micrometers [79]. A further disadvantage of the CCz technology is

the fact that a crystal usually cannot be dumped back into the melt and the growth

process cannot be restarted if a structure loss occurs. These problems caused a shut-

down of the CCz technology, even after a longer period of development. Most companies

that are growing microelectronic-grade Si crystals gave up this technology due to the

above-mentioned yield problems. Recently, interest in the CCz method has increased for

growing n-type Si crystals for solar cells. For solar cells, the requirements for the Si wafer

are not as strict as for their use in microelectronics; therefore, the above-mentioned

problems might not be as harmful.

2.4.3.4 Lateral (Radial) Nonuniformity
Lateral (radial) nonuniformity in the Si crystal during Cz growth can be caused by the

following mechanisms: curvature of the growth interface (1), nonuniform species

transport within the melt to the growth interface and away from it (2), and growth with a

faceted interface (i.e., in the <111>-direction) (3).

(1) The growth interface in Si Cz is typically bent with a concave shape. Thus, the

center of the growing crystal is solidified at a later time, t2, than the rim of the

crystal which was grown at a time t1< t2. As the solute concentration in the melt

increases with increasing time for nonvolatile species with k< 1, the solute

concentration Cs is higher at the center (grown at t2) than at the rim (grown at t1)

on a wafer which is cut perpendicular to the crystal axis. This effect is smaller for

Si crystals with larger diameters because of the relatively lower bending of the

solid–liquid interface.
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FIGURE 2.13 Sketch of a Cz setup with the crystal (1) and melt (2). Continuous recharging (CCz) of poly-Si chunks
(5) by a feeding tube (6) into the silica crucible (3) surrounded by the support crucible (4) is shown. The silica cru-
cible (3) has a second inner wall, with openings (7) to prevent the transport of floating solid Si particles to the
growth interface.
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(2) The solute transport in the melt is controlled by diffusion and convective flow. In

the vicinity of the growth interface, a solute boundary layer is formed with a

thickness dc. Due to radial nonuniformity of convective flows, dc(r) can vary radi-

ally. Considering the dependence of keff on the thickness of the boundary layer

(see Section 2.4.1) and Eqn (4.6) (Scheil’s law) for the segregation with a radially

varying dc(r), one has to expect “transport-induced” radial nonuniformity with the

incorporation of dopants and other impurities.

(3) A further cause of nonuniform incorporation of the solute is the presence of (111)

facets. When pulling a <111>-oriented silicon crystal, a (111) facet may form in

the center. In this case, the faceted core region of the crystal exhibits a higher

doping concentration than the nonfaceted periphery, which grows with an atomi-

cally rough interface. Therefore, the radial doping nonuniformity of faceted crys-

tals (i.e., the resistivity nonuniformity) can be drastic and much higher than for

nonfaceted crystals (e.g., <100>-oriented).

2.4.4 Constitutional Supercooling in Heavy-Doping Cz Growth

Typically, the Si melt in a Cz run contains at least one doping element in the concen-

tration range of 1017–1020 atoms/cm3, meaning that the melt is a binary or, generally

speaking, multicomponent system. In such cases, the enrichment of the solute in front of

the interface results in a locally dependent liquidus temperature; in combination with

the diffusion boundary layer, this can lead to the phenomenon of constitutional

supercooling—a morphological instability of the melt–crystal interface (cellular struc-

ture, in Si with microfacets). In Cz growth with heavy doping (i.e., concentration

>1019 atoms/cm3), the phenomenon of constitutional supercooling is the main reason

for an increased probability of the formation of dislocations. Such high doping con-

centrations are needed for certain applications of Si crystals in power electronics [80]. In

Ref. [81], a detailed review of the impacts of constitutional supercooling on the Cz

growth of heavily doped Si crystals is given.

Tiller [82] and Hurle [83] derived a stability criterion for growth with a stable inter-

face. According to these authors, constitutional supercooling and interface instability

can be avoided for k< 1 if

GL

V
>

ð1� kÞ $ ð�mÞ $CL

k $D
$ keff (2.9)

where GL is the axial temperature gradient in the melt at the interface, V is the growth

rate, m is the slope of liquidus line, k is the segregation coefficient, D is the diffusion

coefficient, and keff is the effective segregation coefficient.

From this criterion, one can conclude that the following measures should be

considered to avoid constitutional supercooling in the Cz growth of heavily doped Si

crystals: (1) Optimization of the hot zone of the puller, such as by introducing additional

heat shields in order to establish a higher temperature gradient GL. (2) Decrease of the

pulling speed V, which has the effect of an increase of GL as less heat of crystallization is
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produced; additionally, it decreases the pileup of doping atoms in the melt in front of the

growth interface. (3) Increased convective melt transport to decrease the pileup of

doping atoms in the melt in front of the growth interface (i.e., to match keff/ ko< 1).

However, it is not desirable to decrease the pulling rate V for economic reasons.

Furthermore, an increase of the temperature gradient GL in the melt results in an in-

crease of the temperature gradient in the crystal GS, mostly leading to an increase of the

thermal stress and, thus, formation of crystal defects, such as dislocations. Therefore, an

increase of the convective species transport in front of the melt–crystal interface might

be the best measure to prevent instability of the interface.

It is also discussed in literature that the occurrence of structure loss during Cz growth

of heavily doped silicon crystals can be affected by oxygen or intrinsic point defects, e.g.,

[80,84]. High doping concentrations of B, P, and As can have considerable influence on

the formation of voids, oxygen precipitates, and the position of the oxidation-induced

stacking fault (OSF) ring [84]. However, no clear picture exists so far. Currently, it

remains difficult to prove whether constitutional supercooling is responsible for a

structure loss or whether other phenomena are limiting the dislocation-free growth of

heavily doped Si crystals.

2.4.5 Microsegregation: Striations

It is a well-known phenomenon that melt-grown crystals often exhibit a microscopically

nonuniform incorporation of dopants (impurities), which display the shape of the

solid–liquid interface at certain time steps of growth. Longitudinal sections of such

crystals reveal the patterns of these nonuniformities as striations (see Figure 2.14).

In general, the occurrence of striations in melt growth is mainly caused by fluctua-

tions of the growth rate V, which influences the incorporation of the solute according to

the segregation effect. Formally, the striation effect can be deduced from the depen-

dence of the effective segregation coefficient keff(V) from the growth rate V (compare to

Eqn (2.6)). At this point, it must be noted that the actual growth rate on the microscopic

level can significantly deviate from the pulling speed. Fluctuations of the growth rate are

the result of unsteady (fluctuating) heat transfer. Generally, unsteady heat transfer in

melt growth is caused by the unsteady characteristics of convective flows, which are

10 mm

<100>

FIGURE 2.14 X-ray topography of a longitudinal section of a silicon Cz crystal grown under the influence of a
cusp magnetic field. The nonuniform incorporation of dopants causes the occurrence of growth striations
displaying the shape of the solid–liquid interface. Reprinted from Ref. [85] with permission from Elsevier.
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therefore a typical reason for the occurrence of striations (e.g., Ref. [29]). However, in the

case of the Cz process, the origin of striation formation is mostly the rotation of the

crystal [86]. Because the temperature field of the hot zone in a Cz puller is never ideally

axi-symmetric, the rotation of the crystal causes the interface to move periodically from

a region of higher temperature to a region of lower temperature. The effect of this

fluctuating temperature adds to the constant pulling rate and results in a time-

dependent growth rate. Therefore, the distance of the striations on a longitudinal cut

(e.g., Figure 2.14) can be correlated to the crystal rotation period [87]. On a wafer cut

from the crystal perpendicular to the pulling direction, the striations exhibit a ring-like

structure (see Figure 2.15) and are therefore also called rotational striations. Other

sources of striations can be mechanical vibrations and fluctuations of the power control.

For a detailed discussion of the fundamentals of convection and inhomogeneities in

crystal growth from the melt, the reader is referred to a review article by one of the

authors [29].

2.4.6 Intentional Doping during the Cz Process

2.4.6.1 Donors and Acceptors
Any technical application of Cz-grown Si crystals needs a certain electrical resistivity

value with either n-type or p-type conductivity. This property is achieved in principle by

adding either donor (P, As) or acceptor elements (B, Al, Ga) to the feedstock. However,

10 mm

FIGURE 2.15 Visualization of rotational striations in a highly arsenic-doped silicon wafer (diameter approximately
100 mm) using a photoluminescence technique. Courtesy of Fraunhofer IISB.
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depending on the chemical properties and segregation coefficient, the doping process

can be rather sophisticated. For growing p-type or n-type silicon crystals with shallow

doping levels (<1019 atoms/cm3) by the Cz technique, the dopant atoms are added in

elementary form (e.g., B or Ga) to the silicon feedstock while loading the crucible.

For volatile dopants such as As, P, Sb, or In, doping is much more complex. In some

cases, As and P pre-doped silicon chunks can be used. However, the loss of such volatile

dopants during the homogenization and seeding phases must be considered. For

example, in the case of a repeated seeding process, additional doping is necessary to

compensate for the losses by evaporation. Particular care is needed in the case of heavily

doped material. Special sophisticated techniques were developed, in which the dopants

are added only after the silicon becomes completely molten in order to prevent an

evaporation of the volatile elements during heating (e.g., Ref. [88]).

2.4.6.2 Other Intentional Doping Elements (Ge, N, H)
Germanium as doping element in Cz Si has attracted attention for microelectronic and

photovoltaic applications because it is isoelectronic and does not induce electrically active

levels in Si. If the Ge concentration is less than 1019 atoms/cm3, no significant influence on

the stability of the growth of Cz Si is observed. Ge is sometimes also added to the Si melt as

a co-dopant of B in order to compensate for the small atomic radius of B, which causes

stress in the Si lattice as a substitutional defect. Ge has a certain influence on the for-

mation of oxygen precipitates, intrinsic defects, and thermal donors. For a review of the

use of Ge as dopant in Cz Si crystal growth, the reader is referred to Ref. [89].

Nitrogen is also used to influence the nucleation and agglomeration of the intrinsic

point defects. It is introduced in the Si melt via the gas atmosphere by using a mixture of

argon and nitrogen or nitrogen-containing compounds (e.g., Ref. [90]). The partial

pressure of nitrogen in the gas mixture has to be well controlled to prevent the formation

of Si3N4 particles in the melt by keeping the nitrogen concentration in the melt below the

solubility limit.

Hydrogen can also be added via the gas atmosphere in order to modify the grown-in

microdefects [91].

2.4.6.3 Co-Doping of Solar-Grade Silicon
In the case of Si for photovoltaic applications, it was investigated whether a less-pure

feedstock can be used for the growth of Si crystals (e.g., Ref. [92]). Often, the less-

pure feedstock contains a higher amount of the acceptor B and the donor P. This

donor–acceptor compensation effect reduces both the mobility and the minority carrier

lifetime within the Cz Si crystals. However, even worse, it could result in a change of the

type of conductance from p-type to n-type after a certain crystal length due to the

different segregation coefficients of B and P. Therefore, several attempts were made to

co-dope Si with other p-type dopants, such as Ga, to avoid the conversion from p-type

to n-type material [92]. Another problem of the usage of B as a dopant for p-type Si for

solar cells results from the formation of the B–O complex, which causes the so-called
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light-induced degradation of solar cells [93]. The acceptor Ga does not have the property

of forming a deleterious oxygen complex. However, Ga doping has a severe disadvantage

because of its small segregation coefficient (k¼ 0.008). In this case, co-doping with

n-type dopants (especially with P) was investigated to properly compensate for the

segregation of Ga [92].

2.4.7 Unintentional Impurity Incorporation during the Cz Process

In addition to the intentionally added dopants and impurity elements of the Si starting

material that one has to consider in the Cz process for Si, the two major impurities—

oxygen and carbon—are inherently related to the Cz processing itself. The main source

of oxygen is the silica crucible, while the main source of carbon is the graphite parts of

the hot zone. Details of the route of contamination are discussed in the following

sections. The behavior of these impurities in the Si crystal, especially its reaction with

intrinsic defects, is discussed in Sections 2.5 and 2.6.

2.4.7.1 Oxygen
The Si melt reacts with the silica crucible and dissolves its surface gradually. It is not

quite clear whether the oxygen in the melt has to be considered as dissolved SiO or just

as dissolved O. In any case, it is known that oxygen evaporates from the Si melt as (SiO)

vapor with a relatively high vapor pressure of 12 mbar at the melting point of Si [16].

Furthermore, it is known that oxygen has a segregation coefficient k that is close to 1. A

precise determination of k (oxygen) is difficult because it would need a conservative

closed system without supply and removal of oxygen.

Both effects—the high evaporation rate of SiO via the free melt surface and the

absence of segregation-induced pileup of oxygen in front of the growth interface—are

favorable. They avoid the occurrence of supersaturation and hence the formation of SiO2

particles in front of the growth interface, which would cause the generation of disloca-

tions followed by structure loss. Therefore, as a first target of Cz processing, one has to

avoid an increase of the oxygen concentration in the Si melt beyond the saturation value

of 2–3$1018 atoms/cm3 [16]. This means that the relatively high flux of oxygen coming

from the crucible dissolution rate has to be compensated for by the transport rate within

the melt to the free surface and the removal from the free surface by the flow of Ar. The

dissolution rate of the silica crucible wall was determined by several authors to be in the

range of 1 mg SiO2/h cm2 [17].

In the development of Cz silicon for the fabrication of integrated circuits, it soon

became clear that an oxygen concentration in the Si crystal in the range of about 3–9$1017

atoms/cm3 is very useful. Therefore, it is extremely important to adjust the concentration

of oxygen in the growing crystal to a nominal value given by the user of the wafers. It has to

be controlled by carefully considering all the phenomena and parameters that are influ-

encing the oxygen incorporation into the crystal. In Ref. [50], a commonly accepted nu-

merical model for simulating the oxygen transport during Cz growth of Si can be found.
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The following phenomena and parameters are important for the incorporation of

oxygen into the growing Si crystal:

• The input of oxygen by dissolution of the crucible wall is directly proportional to

the reaction rate, which depends exponentially on the absolute temperature of the

crucible wall [94].

• The transport of oxygen within the Si melt occurs via the diffusive-convective

mechanisms. Hence, the rotation rates of the crucible and crystal are important

parameters to control the oxygen transport and thus the oxygen distribution in the

crystal (see Figure 2.10). Static magnetic fields are very useful to decrease the

transport of oxygen from the crucible wall to the bulk melt. Typically, low oxygen

content (<4$1017 atoms/cm3) of the crystal is only achievable by the use of static

magnetic fields (see Figure 2.16). Therefore, in order to achieve a uniform axial dis-

tribution of the oxygen concentration at a certain level, an adjustment of various

process parameters is needed.

• Incorporation of oxygen into the growing crystal and segregation at the interface:

Most investigations of the incorporation of oxygen into the growing Si crystal come

to the conclusion that the segregation coefficient of oxygen is very close to 1 [14,16].

• Evaporation of SiO from the free melt surface: The oxygen that is transported to the

free surface of the Si melt is removed by evaporation as molecular SiO. The vapor

pressure of SiO is> 12 mbar for temperatures above the melting point of Si [14].

The flux of oxygen across the melt surface depends strongly on the conditions in

the region above the Si melt surface. Here, the flow of the Ar gas plays a very

important role. The Ar gas flow is guided within the Cz puller from the top region

down to the crystal and then tightly along the free melt surface by the aid of the

heat shield. The flux rate of evaporation can be strongly increased by a proper
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FIGURE 2.16 Oxygen concentration in Cz Si crystals with 75-mm diameters versus solidified fraction g (i.e., axial
position in the crystal) grown under a cusp magnetic field with different field strengths (Hz-axial component,
Hr-radial component.) Adapted from Ref. [95].
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design of the lower portion of the heat shield. Furthermore, it is important that the

Ar flow containing SiO is guided to lower regions of the Cz puller in order to avoid

a deposition of SiO at parts of the hot zone from where SiO particles could fall into

the melt.

• Oxygen is incorporated into the crystal, typically in an interstitial position. Its

properties and behavior during cooling of the crystal are extensively discussed in

Section 2.5.

2.4.7.2 Carbon
Many parts of the hot zone of a Cz puller are made from graphite. Therefore, carbon is a

potential candidate for contamination of the melt and hence the crystal. The main route

of contamination is via the gas phase by carbon monoxide (CO). CO reaches the free

melt surface, is absorbed there, and is transported through the melt. The solubility of C

in the Si melt is 5$1018 atoms/cm3 [15]. C is incorporated into the Si crystal with a

segregation coefficient of k¼ 0.07, which means that a strong pileup of C in front of the

growth interface takes place. Therefore, it is important to keep the C concentration in the

melt below the limit of homogeneous nucleation of SiC. Otherwise, SiC particles coming

to the growth interface could cause structure loss. Another reason to keep the C con-

centration low is the fact that C in Si can increase the leakage current of devices and

modify the properties of microdefects.

The presence of CO in the gas atmosphere is a result of chemical reactions between

SiO evaporating from the melt and graphite parts (at lower temperatures), as well as of a

reaction between the silica crucible with the surrounding support crucible made from

graphite (at higher temperatures) [33] and of residual oxygen that reacts with graphite.

These reactions also lead to the formation of solid Si or SiC on the graphite parts in the

hot zone. Fortunately, the formation of SiC needs very high temperatures. Therefore, it

preferentially takes place in the hottest parts of the heaters and not at the heat shield.

This is important because flaking SiC particles that fall into the melt and reach the

growth interface must be avoided.

Another problem is the different thermal expansion between graphite and SiC and Si

layers, which results in surface damage of the graphite parts. Graphite parts with highly

corroded surfaces can eject particles into the gas atmosphere, which may fall into the

melt and again cause structure loss. The hot-zone parts that have predominant

corrosion are the heat shield, the graphite susceptor that holds the silica crucible, and

the heaters.

A measure for keeping the carbon concentration in the Si melt low is to prevent

the CO from getting to the free melt surface. Furthermore, SiC and Si particles

should be prevented from falling to the melt surface. Both effects can be achieved

by a corresponding guidance of the Ar flow first along the crystal and melt surface,

then along the hottest parts of the hot zone, and by using the properly designed

heat shield.
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2.5 Oxygen in Silicon
2.5.1 Technical Relevance of Oxygen Effects in Silicon Crystals

Typically, Cz-grown Si crystals contain oxygen with concentrations between 3$1017

atoms/cm3 and 9$1017 atoms/cm3. Before 1970, this comparably high oxygen content in

Cz-grown Si crystals was considered to be a disadvantage because the formation of

oxygen-related precipitates could have a negative impact on device performance. To

avoid oxygen contamination, the crucible free floating zone (FZ) technique was devel-

oped, and silicon crystals were preferably produced by this technique until the 1970s.

Then, the importance and advantage of oxygen in silicon was recognized to obtain high

yields during device processing. Oxygen turned out to impede the mobility and multi-

plication of dislocations, which makes the silicon wafer more resistant to slippage during

device processing [96]. In addition, oxygen-related precipitates were found to be capable

of gettering fast-diffusing metallic impurities such as Fe, Ni, and Cu [97], which can

severely degrade device functionality. Furthermore, the development of the “denuded

zone” technique—that is, the outdiffusion of oxygen in the near-surface region to the

wafer surface and the diffusion of metallic contaminants into gettering centers in the

bulk of the wafer during the high-temperature process steps—remedied the oxygen-

related defect problem. The discovery of these favorable effects launched immense

research activities for further improvement of the wafer quality. It was particularly

important to overcome the negative effects of oxygen doping, namely wafer warpage and

the formation of thermal donors during device processing. The former is caused by

excessive oxygen precipitation [97]; thus, its remedy required a thorough understanding

of the aggregation of oxygen atoms. The latter is related to the formation of oxygen

complexes, of which its nature is still debated. A negative effect of oxygen is also the

stabilization of vacancy aggregates.

Today, the semiconductor industry has optimized the favorable effects of oxygen.

However, this is not true for high-power devices where the electric current is directed

through the wafer bulk. For these devices, oxygen precipitates in the bulk are usually

detrimental. Consequently, they are still produced on FZ wafers.

With regard to solar cells, oxygen usually is an undesirable impurity because it de-

grades the minority carrier lifetime in the wafer bulk by forming oxygen precipitates

[98,99] and B-O complexes [100].

2.5.2 Atomistic Configurations of Oxygen in Silicon Crystals

Oxygen atoms are incorporated in the silicon lattice on an interstitial position (denoted

by Oi), where the oxygen atom sits in an almost bond-centered position between two

adjacent Si atoms [101]. Several of the local vibration modes are infrared (IR) active. The

predominant IR line at 1104/cm (at room temperature) was calibrated with respect to

other analytical methods, such as gas fusion and several radioactive techniques, and is

used as the standard method for the quantitative determination of the oxygen content in
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as-grown silicon crystals (as-grown silicon usually contains only a negligible amount of

precipitated oxygen).

Oxygen can also form dimers. The dimer has a significant concentration at low tem-

peratures (<700 �C) which results in a drastic change in the oxygen diffusivity. More

recently, oxygen trimers have also been investigated [101], but their concentration is only

detectable in irradiated silicon. In irradiated silicon, oxygen on a substitutional position or

a vacancy–oxygen complex can also be produced [102]. The defect is known as A-center,

which can be detected by IRmeasurements because it has local vibration modes (LVM) at

835/cm and 885/cm [103]. It can be removed by annealing at approximately 300 �C.

2.5.3 Solubility of Oxygen in Silicon Crystals

The data on the solubility of oxygen as found in the literature over time are substantially

scattered, because the detection limit of Secondary Ion Mass Spectrometry (SIMS),

which is the mostly applied direct tool for the measurement, is only approximately

1$1017 atoms/cm3. Therefore, the 18O isotope is often used [104]. Reasonable data have

also been obtained from indirect methods, such as the monitoring of oxygen precipi-

tation [105]. More recent data yielded the following equation [106]:

CsðOiÞ ¼ 9:1� 1022 � expð�1:57 eV=kTÞ (2.10)

which is relatively close to previous data [107]. The maximum solubility is slightly above

1018 atoms/cm3. Below 800 �C, the data of many measurements are obscured by small

oxygen precipitates.

It should be noted that the oxygen solubility is increased if the sample is heat treated

in an oxidizing ambient. At low temperatures, this increase can reach up to almost an

order of magnitude [106].

2.5.4 Diffusivity of Oxygen in Silicon Crystals

The following value for the diffusion coefficient of the interstitial oxygen atom is

generally accepted [108]:

DO ¼ 0:13� expð�2:53 eV=kTÞ (2.11)

This value was mainly determined from SIMS measurements of diffused profiles (at high

temperatures) and of the relaxation of stress-induced dichroism (at low temperatures)

over a total temperature range of 250–1400 �C. The diffusion of oxygen does not involve

interactions with vacancies or Si interstitials.

Below 700 �C, however, interstitial oxygen atoms are more and more transformed into

dimers, which diffuse much faster than the single atom. From measurements of dislo-

cation unlocking, an activation energy of approximately 1.5 eV has been found for the

dimer diffusion coefficient [109].

It was reported that oxygen diffusivity notably slows down for heavy B and As doping

(>1018 atoms/cm3), whereas heavy Sb doping has no effect [110]. However, in the
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temperature range of 350–550 �C, the opposite effect was found for heavy B doping [111].

The diffusivity was almost a factor of 50 higher than for low B doped samples.

2.5.5 Formation of Oxygen-Related Thermal Donors in Silicon Crystals

Oxygen can form so-called thermal donors. In the temperature range of 300–500 �C
(most pronounced near 450 �C), the well-known double donors are generated [112].

Depending on the annealing time and the oxygen content, the concentration of these

donors can reach more than 1016/cm3, which corresponds to a resistivity of 0.5 Ucm [14].

Thus, the resistivity of the silicon crystal can be considerably altered by the donor for-

mation and can even result in a change of the conductivity type. With respect to as-

grown crystals, the donor formation is much stronger at the seed end as compared to

the tail end because the seed end is higher in oxygen and the exposure time to 450 �C is

longer. The thermal donors can be easily destroyed by annealing above 500 �C and

subsequent rapid cooling to temperatures below 300 �C.
Usually, the donors are assumed to have a common core, onto which supersaturated

oxygen atoms are aggregated. The double donors represent a whole family of donors

with slightly different ground-state energies [113–115]. With regard to their impact on

minority carrier lifetime, it was found that the recombination activity of the donors is

rather small [116] in contrast to larger oxygen precipitates.

So-called new donors can be additionally generated in the temperature range of

550–800 �C, but their concentrations are usually much lower as compared to the “old”

(450 �C) donors. Although the old donors have distinct energy levels, the new donors

exhibit a continuous distribution of trap states [117]. Unlike the old donors, the for-

mation of new donors is significantly enhanced in the presence of carbon [118]. Their

structural nature has not been revealed yet.

2.5.6 Reaction and Aggregation of Oxygen in Silicon Crystals

When the growing crystal cools down, the solubility of oxygen in the silicon lattice de-

creases rapidly; hence, an increasing supersaturation of oxygen builds up, which will

eventually result in the formation of oxygen precipitates. The behavior of these oxygen

precipitates upon further heat treatment strongly depends on the grown-in size distribu-

tion and on the heat treatment itself. If the average size of the grown-in precipitates is too

small, the precipitates are dissolved during heat treatment and their technically important

gettering capability is lost. If the average size is too large, the precipitates can grow during

the heat treatment and reach a size where they exert enough stress on the silicon lattice so

that dislocations are generated. Therefore, the density and size distribution of oxygen

precipitates must be well controlled and adjusted during crystal growth.

Experimentally, the aggregation of oxygen can easily be monitored by measuring the

decrease of the concentration of interstitial oxygen upon thermal treatment. A standard

heat treatment for the formation of oxygen precipitates is a nucleation step at 780 �C or

800 �C (3–4 h), followed by a 1000 �C (16 h) growth step. The increase of the precipitated
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oxygen depends on the initial oxygen concentration and the thermal history, which is

different for the seed and tail end of the crystal. The morphology of the oxygen pre-

cipitates depends on the annealing temperature. Roughly, three temperature regimes

can be distinguished. Below 800 �C, ribbon or rod-like shapes are found [119]; in the

temperature range of 800–1050 �C, a plate-like morphology often accompanied by

prismatic dislocation loops occurs [119]. Above 1050 �C, a regular or truncated octahe-

dron is observed [119]. However, the three regimes considerably overlap.

The chemical composition of the precipitates appear to be SiO2, which replaces about

2.25 unit volumes of 1 Si atom in the silicon lattice. This enlargement of volume gen-

erates substantial strain energy in and around a precipitate. The minimization of the

strain energy is, therefore, the driving force for the different morphologies in the various

temperature regimes. At high temperatures, the lattice can easily reduce the strain by the

generation of dislocations. Thus, the minimization of the interface energy dominates; the

(111) plane, which has the lowest interface energy, is preferred as the interface of the Si

host matrix. At lower temperatures, the strain energy increasingly dominates over the

interface energy. Consequently, the precipitate has to minimize the strain by a favorable

shape, such as the ribbon geometry. The exact composition and morphology are still

being debated, except for the low-temperature regime, where coesite has been identified

[119]. Coesite only exists under high pressure (>25 kbar), which demonstrates that Si is

very brittle in this temperature range and cannot generate dislocations or move Si atoms

into interstitial positions in order to reduce stress.

Similar to intrinsic point defect aggregation, the aggregation of oxygen occurs if the

oxygen supersaturation is high enough for nucleation. However, due to the large volume

change that occurs when a precipitate is formed, the nucleation of oxygen precipitates

depends on additional parameters, such as the supersaturation of vacancies and Si in-

terstitials. In case of a vacancy supersaturation, the embryo precipitate can absorb va-

cancies; thus, nucleation can occur without the generation of stress on the surrounding

Si matrix. This favors nucleation, whereas a supersaturation of Si interstitials inhibits

nucleation because the precipitate cannot easily emit Si interstitials to reduce the

buildup of strain. In the literature, expressions for the critical precipitate radius, at which

the precipitate is stable, are given [120].

Until recently, the models for oxygen precipitation were based on the homogeneous

nucleation of incoherent SixOy clusters. These models yield reasonable results only if the

strain of the growing nuclei is relieved by the absorption of vacancies or by the emission

of Si interstitials. A more advanced kinetic model describes the nucleation at 800 �C, a
temperature at which most of the vacancies are bound in VO2 complexes and which are

thus the actual vacancy source [121]. More recent models of incoherent nucleation

consider the segregation of emitted Si interstitials to the precipitate nuclei [122] or the

direct participation of the VO2 complexes in the nucleation process [123].

The oxygen precipitate density, which is typically in the range between 1� 107/cm3

up to 1� 1010/cm3 after the heat treatment of the Si wafer, has a major impact on the

minority carrier lifetime [98,99]. It was found that the lifetime decreases by about one
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order of magnitude when the precipitate density increases by two orders of magnitude.

Thus, the inverse lifetime of minority carriers is roughly proportional to the square root

of the precipitate density. The precipitation of oxygen can be considerably enhanced in

the presence of certain impurities. Besides vacancies, nitrogen appears to have the most

pronounced impact [124]. The increase is already detectable at rather low nitrogen

concentrations on the order of 1014 atoms/cm3 and is particularly visible at low oxygen

concentrations (<4–5$1017 atoms/cm3), where precipitation is negligible without nitro-

gen doping. At higher oxygen concentrations, the effect is obscured by the strong ho-

mogeneous nucleation of oxygen clusters [125].

Carbon is also well known to enhance oxygen precipitation [126], but only at higher

concentrations (>1016 atoms/cm3). Because carbon predominantly resides on substi-

tutional sites, it is very unlikely that, as in the case of nitrogen doping, a higher residual

vacancy concentration is responsible for the stronger oxygen precipitation. On the other

hand, the small size of a carbon atom exerts a local tensile strain on the surrounding

lattice and attracts Si interstitials to form carbon–Si (interstitial) complexes. Thus, Si

interstitials ejected into the lattice by growing oxygen precipitates are effectively

removed and, in turn, further precipitate growth is not retarded by a buildup of Si

interstitial supersaturation. The origin of the enhanced oxygen precipitation may also be

related to heterogeneous nucleation at small carbon aggregates [127]. A significant

enhancement of oxygen precipitation is also observed for crystals that are highly doped

with boron [128], for germanium doping [129], and metal contamination [130].

2.5.7 Formation of Oxidation-Induced Stacking Faults

A well-known defect structure in Cz-grown Si crystals is the OSF ring, which marks the

boundary between the vacancy and the Si interstitial-dominated region (V/I boundary).

This famous ring is generated by oxygen precipitates with a platelet shape, which grow to

a particularly large size at the edge of the void region and, there, exceed a critical size

that is necessary to form stacking faults in a subsequent wafer oxidation [131]. The

critical size of these grown-in platelets is approximately 70 nm. The large oxygen pre-

cipitates then act then as the nuclei for the aggregation of Si interstitials generated by the

oxidation at the wafer surface. The aggregated Si interstitials form the actual extrinsic

OSF with the oxygen precipitate in its center [14]. OSFs usually cannot be detected on

(111) surfaces. It should also be noted that the formation and detection of OSFs is

strongly dependent on the temperature and time of the oxidation process. The standard

tests work with wet oxidation and temperatures between 1000 and 1200 �C for 2–3 h.

An illustration of the defect formation is given by the schematic representation in

Figure 2.17. The reason for the enhanced growth of oxygen precipitates at the edge of the

vacancy-rich region is a local maximum of the residual vacancy concentration, which

develops there after void formation has stopped (compare Figure 2.17, middle). The

absorption of free vacancies allows the oxygen precipitate to nucleate and grow without

building up notable strain energy.
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The qualitative explanation of this local maximum is fairly simple [38]: The original

radial vacancy profile decreases from the crystal center toward the crystal rim

(Figure 2.17, top). Therefore, the critical supersaturation for void formation is first

reached at the crystal center at relatively high temperatures, and the free vacancies are

quickly consumed in this area (Figure 2.17, middle). As the cooling of the crystal pro-

ceeds, voids are also nucleated in the regions of lower initial vacancy concentrations;

thus, vacancies are now also consumed further away from the center. Because the

removal of vacancies works better at higher temperatures, the concentration of free

vacancies finally turns into a minimum in the center, and the maximum of the residual

vacancies gradually moves toward the V/I boundary upon further cooling. Nevertheless,

the concentration at the maximum of residual vacancies continues to decrease. Thus,

the void nucleation temperature decreases, too.

As free vacancies favor the nucleation of oxygen precipitates upon further cooling, a

temperature is reached where the probability for the nucleation of precipitates is higher

than that for the formation of voids (Figure 2.17, bottom). Thus, oxygen aggregates are

formed at this local maximum close to the V/I boundary on the vacancy-rich side in

competition with the formation of voids. The relatively high nucleation temperature at

this radial position results in a larger size but lower density of the corresponding pre-

cipitates as compared to those nucleated at lower temperatures away from the V/I

boundary. Consequently, they preferably reach the critical size for OSF formation in a

subsequent wafer-oxidation process. At sufficiently fast cooling rates of the growing

crystal, the oxygen precipitates are formed with a higher density but a smaller size and

cannot grow until they reach the critical size. Thus, OSF formation is prevented in

agreement with experimental findings. The same density/size effect is obtained if the

oxygen content is lower; thus, the OSF formation is suppressed. The size of oxygen

precipitates can also be reduced by carbon or hydrogen doping, which also reduces the

Center r Edge

Before void nucleation
(T > 1100 °C)

Cv

After void nucleation
(T ≤ 1100 °C)

(T ≈ 1100 °C)Large O-precipitate OSF

FIGURE 2.17 Schematic representation of the concentration of vacancies Cv versus radial position r in Si crystals at
three different temperature regimes during cooling. The sequence illustrates the evolution of the radial vacancy
profile and the accompanying formation of voids (diamond symbols) and large Oi-precipitates (shaded rhomboid)
at decreasing temperatures. Adapted from Ref. [132].
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OSF formation. On the other hand, strongly enhanced generation of OSFs is observed in

the presence of some metallic impurities, such as copper and, in the case of nitrogen,

even at rather low levels (1013–1014 atoms/cm3) [132].

2.6 Intrinsic Point Defects and Their Aggregates
2.6.1 The Importance of Intrinsic Point Defects and Their Aggregates

For thermodynamic reasons, even a highly ordered material like a silicon single crystal

must have some disorder. It has to contain a certain amount of vacancies (V) and Si

atoms on interstitial positions I (called interstitials) in order to minimize its Gibbs free

energy. In silicon, the equilibrium concentrations of these intrinsic point defects are

rather low (�1015/cm3) at growth temperatures. In the 1970s, it was found that

aggregates of Si interstitials, creating local networks of dislocation loops as secondary

defects, cause severe problems for device performance. When the interstitials begin to

aggregate during the cooling of the growing crystal, they first form a stacking fault [133].

If the stacking fault reaches a critical size, the strain exerted on the crystal lattice is

relaxed by the generation of dislocation loops of several micrometers in size around the

stacking fault. This defect is the so-called A-swirl or L-pit [134,135] (see Figure 2.18). Self-

interstitial clusters with a size below the critical limit [137] are called B-swirls [138,139].

A- and B-swirl defects often coexist in the same crystal region. L-pits/A-swirls are

extremely stable and cannot be destroyed by high-temperature processes, whereas

B-swirls can be dissolved by wafer annealing at temperatures above 1000 �C.
Another defect type, which started to puzzle the manufacturers of memory devices in

the 1980s, is the aggregation of Si vacancies, which results in the formation of voids in the

crystal [140] (see Figure 2.19). Although the voids are much smaller than the A-swirl/L-pit

defects, they generate an early breakdown of the gate oxide of MOS transistors [142].

FIGURE 2.18 Transmission electron microscopy (TEM) picture of an L-pit in a Cz-grown Si crystal. Reprinted from
Ref. [136] with permission from Trans Tech Publications.
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The void defect can be delineated by different detection methods. Originally, the

defect was discovered on cut and acidic-etched (polish-etched) wafers by an additional,

agitated Secco etch [143]. It was denoted as a flow-pattern-like defect [144] or D-defect

[145]. Later, the void defect was also observed as a light point defect on the surface of

polished wafers. Because the defects could not be cleaned off, they were called crystal

originated particles (COP) [146]. Voids can also be detected by laser light scattering

tomography (LST), which is the only method to measure them in the wafer bulk. In this

case, they were called LST defects. Using atomic force microscopy, the void defect at a

polished surface can be measured as a dimple with a certain depth that relates rather

well to the size of the void. Furthermore, the voids were analyzed in detail by trans-

mission electron microscopy (TEM) investigations.

Voids are bound by (111) planes and usually exhibit an octahedral morphology, as

shown in Figure 2.19. However, voids can change their shape to a platelet- or even rod-

like habitus if the crystal is doped with nitrogen [147]. They can also appear as twins or

triplets. In contrast to A-swirl/L-pits, a strain field around the void is generally not

observed. Due to the relatively high content of oxygen in Cz-grown crystals, the sidewalls

of the void are lined with an oxide layer of approxmately 2–5 nm [148]. This oxide layer

stabilizes the void defect and prevents its dissolution in thermal processes up to tem-

peratures of 1200 �C.
The size of the voids is considerably smaller (70–150 nm) compared to A-swirl/L-pit

defects. In modern devices with design rules well below 100 nm, the voids can signifi-

cantly affect the device performance. A-swirl or L-pits are always detrimental to devices

because they always destroy a relatively large area.

FIGURE 2.19 TEM picture of a void/COP in a Cz-grown Si crystal (left). The inner surface of the void is covered by
an oxide layer (right). Reprinted from Ref. [141] with permission from Trans Tech Publications.
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The performance of solar cells is not so much affected by A-swirl/L-pits and voids

because these defects have only a weak influence on the minority carrier lifetime, which

is the most important material parameter of solar cells. A stronger effect is observed from

the grown-in oxygen precipitates in Cz Si, which notably decreases the minority carrier’s

lifetime [99].

2.6.2 Incorporation of Intrinsic Point Defects into the Growing Crystal

By comparing atomistic simulations with the different available experimental data, a

parameter set was established over the years that seems to be rather accurate and allows

one to predict defect aggregation well in agreement with the experimental observations

[149]. It is now widely accepted that the uncertainty of the current data set of thermo-

physical properties is in the order of 50% or less.

The driving forces for the incorporation of intrinsic point defects at the interface of a

growing crystal were first analyzed by Voronkov [10]. To understand the defect behavior in

silicon crystals within the Voronkov model, it is important to note that the vacancy equi-

librium concentration is slightly higher (approximately 30%) than the respective Si inter-

stitial concentration at the melting point, while the vacancy diffusivity is significantly

smaller than the Si interstitial diffusivity [150]. Based on this knowledge, Voronkov

considered two competing fluxes—one of the vacancies and the other of the interstitials.

Each flux, in turn, consists of two terms, originating from Fickian diffusion and from

“convection.” The Fickian diffusion is proportional to the temperature gradient (G) of the

growing crystal at the growth interface, whereas the convection term is proportional to the

growth rate (V) of the crystal. The origin of the Fickian diffusion is the recombination be-

tween vacancies and interstitials. Both equilibrium concentrations strongly decrease with

decreasing temperature. Thus, the Fickian diffusion is directed from the interface into the

crystal, where the equilibrium concentrations C
eq
V and C

eq
I are lower. The convection term,

on the other hand, is related to the advancing growth interface.Mathematically, themoving

growth interface is set to be the origin of the coordinate system, which establishes a

“convective” speciesflow into thecrystal, in the samedirectionas theFickiandiffusiveflows.

At the growth interface, the vacancy concentration is always higher than the self-

interstitial concentration. Consequently, the vacancy flux will dominate over the self-

interstitial flux if the growth rate V is sufficiently fast. In the other extreme case, if the

growth rate V is very low, then the Fickian diffusion dominates; that is, the concentration of

the interstitials exceeds thatof the vacancies, owing to themuchhigher interstitial diffusivity

DI. If the vacancy and interstitial fluxes are equal, neither of the two species can survive the

recombination process. Hence, the concentrations of both species decrease when the as-

grown crystal cools down. As shown by Voronkov, this situation occurs if the parameter

V/G is equal to a critical value, which was later determined to be xtr¼ 1.38$10�3 cm2/min/K

[150]. For V/G> xtr, vacancies dominate, whereas V/G< xtr favors self-interstitials. It should

be noted that G has to be calculated directly at the interface [151]. If G is calculated as an

average value over a certain range from the interface, incorrect results are obtained.
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Surprisingly, it turns out that the V/G values of standard Si Cz growth processes are

rather close to the critical value xtr. As a consequence, Si crystals often contain two

regions with different dominating intrinsic point defects—V-rich and I-rich, which are

separated in radial direction as schematically shown in Figure 2.20. This behavior is

explained by the radial variation of the axial temperature gradient G(r). Usually, G in-

creases from the center toward the crystal rim due to the heat loss through the crystal

surface by radiation. Thus, V/G(r) decreases accordingly, and a crossover from vacancy

to self-interstitial type defects occurs. The small ring-shaped transition region between

the two defect areas where the vacancy and the self-interstitial fluxes are equal and,

hence, V/G(r)¼ xtr, usually contains oxidation-induced stacking faults (OSF) (for details,

see Section 2.5.7). A variation of the growth rate V significantly shifts the radial position

of the transition region according to V/G(r)¼ xtr. It is therefore possible to grow crystals

that are either fully vacancy or interstitial rich, respectively, by adjusting the pulling rate

V. This situation is peculiar for silicon and is not found in other materials such as

germanium, where the crystals are always found to be vacancy rich.

It should be noted that the Voronkov model has been challenged [152]. However, the

proposed alternative approach has not found wide acceptance. A further theoretical

discussion focuses on the influence of thermal stress on the transition value xtr [153,154].

However, a final conclusion has not been reached.

2.6.3 Influence of Crystal Growth Parameters on the Intrinsic Point
Defect Behavior

It was noticed early that the void region together with the OSF-ring expands with an

increasing pull rate while the width of the outer A-swirl/L-pit region shrinks, and vice

versa [135]. If the pull rate V is sufficiently high, the void region finally extends to the

cylindrical crystal surface and the entire crystal volume contains only voids. On the other

Center
r

Edge

Vacancy
excess

Interstitital
excess

Voids
Defect free area

L-pits

V/G

ξtr

Vacancy rich Interstitial rich

FIGURE 2.20 Schematic representation of V/G versus radial position r. The radial variation of the dominating
defect type is given. The occurrence of the vacancy aggregates (voids) and interstitial aggregates (L-pits) is
explained in Section 2.6.4. Adapted from Ref. [132].
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hand, if the pull rate V is sufficiently low, the void region shrinks to zero and only

A-swirl/L-pits are observed. This experimental observation is now well understood

within the model of Voronkov. It was also found that the critical pull rate, at which the

void region shrinks to zero and A-swirl/L-pits remain as the only defect type, is pro-

portional to the axial temperature gradient G of the growing crystal at the growth

interface [155], which is exactly in accordance with the Voronkov model [10]. It should

be emphasized that it is of great technological importance that a complete change of the

defect type can be achieved within the regime of technically feasible pull rates V. It is

also economically very favorable that crystals containing only the less harmful voids can

be grown at high pull rates and, thus, at lower cost.

The aggregation of intrinsic point defects was intensively experimentally investigated by

transient growth experiments. The results of such experiments demonstrate that the

nucleation and growth of voids occurs between 1070 and 1100 �C. At lower temperatures,

the growth stops due to the strong decrease of vacancy diffusivity and the oxidation of the

inner void surface. L-pits seem to nucleate in a similar temperature range as voids [156].

It was experimentally found that the void density increases with an increasing cooling

rate by following a 2/3power law [132]. The void size decreaseswith increasing cooling rate

and vice versa [157]. A characteristic change in the defect density and size distribution is

alsoobserved across the crystal diameter [158].While in the crystal center large voids of low

density prevail, the distribution gradually shifts to small sizes and high density toward the

boundary of the crystal or the void region, respectively. Because the cooling rates of the

crystal center and rim are nearly the same, this remarkable variation of the density and size

distribution cannot be related to the cooling rate. The effect must be a consequence of the

radial variation of the point defect concentrations due to the radial dependence of V/G(r).

2.6.4 Calculation of the Aggregation of Intrinsic Point Defects

The aggregation of a species is driven by the gain of Gibbs free energy due to the

agglomeration of the species. For vacancies, the Gibbs free energy change then reads as:

Fn ¼ n $ k $T $ log
CV

C
eq
V

þ l $n2=3 (2.12)

for an aggregate of size n (number of vacancies in the aggregate). The first term is the

volume energy, whereas the second term represents the surface energy, with l as the

specific surface energy of the aggregate. The critical size beyond which the aggregate is

stable is found by setting the derivative of Fn to zero (maximum of Fn).

The nucleation of aggregates can be visualized as follows. At a high temperature, a

distribution of aggregates with size n exists. However, almost none of the aggregates are

stable because the critical size nmax is very large as supersaturation is negligible.

Therefore, no nucleation occurs. When the temperature is lowered and supersaturation

becomes appreciable, the critical size significantly decreases; now, a measurable part of

the larger aggregates is above the critical size (see Figure 2.21). These stable aggregates

act as nuclei and can further grow in size.
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Most aggregation models have focused on the nucleation and growth of voids

because they are technologically most relevant. A model for the aggregation of vacancies

was first derived by Voronkov and Falster [159]. This theoretical model predicts a q3/2

dependence of the void density on the cooling rate q, which is in excellent agreement

with the experimental data. Furthermore, the model also predicts that the void density is

proportional to CV
�0.5. As for a fully vacancy-rich crystal, the vacancy concentration

decreases from the center toward the crystal rim due to the decrease of V/G(r) (as shown

in Figure 2.20); the void density should increase toward the crystal rim while the void size

decreases, which is again well in accordance with the experimental findings [132].

In principle, a similar approach should also be applicable to the aggregation of Si

interstitials, but the details of interstitial nucleation are different.

2.6.5 Impact of Impurities on the Intrinsic Point Defect Aggregation

Impurities can dramatically alter the point defect aggregation. The impurity with the

most pronounced effect is nitrogen, particularly in oxygen-lean materials such as

FZ-grown crystals (oxygen concentration< 1017 atoms/cm3) [160]. In this case, voids as

well as A-swirl/L-pits are suppressed simultaneously at rather low N concentrations

(<1014 atoms/cm3). The suppression effect was attributed to a reaction between nitro-

gen and intrinsic point defects [161]. For the oxygen-rich Cz crystals, the desirable defect

suppression by nitrogen is not observed. However, a notable effect on the defect size

distribution is still detectable. With increasing nitrogen concentration, the void size is

reduced, but its density is increased [162]. It was also found that nitrogen systematically

changes the void morphology [147]. Furthermore, nitrogen doping strongly enhances

oxygen precipitation [124], which, however, can also have an undesirable effect on the

OSF formation [125]. Both the reduction of void size as well as the stronger oxygen

precipitation can be technologically useful [163], but the enhanced formation of OSFs

must be avoided.
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FIGURE 2.21 Number of aggregates Cn with size n versus the size n for a temperature T above (left) and below
(right) the aggregation (nucleation) temperature Taggregation.
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There were many attempts to explain the effect of nitrogen on point defect aggre-

gation [164–166], but a final model is still under discussion, particularly for Cz material.

It should also be mentioned that, in FZ-grown crystals, the OSF ring is replaced by a ring-

like area where no defects are observable [167] because of the comparatively very low

oxygen content of FZ-grown crystals.

At high concentrations (1018–1019 atoms/cm3), doping elements suchas boron, arsenic,

andphosphorus exhibit similar effects on the intrinsic point defect aggregation as nitrogen

[84,168,169]. In the case of boron, itwas found that the void regionaswell as thediameter of

the OSF ring starts to shrink when the boron content exceeds a level of 5$1018 atoms/cm3.

At approximately 1019 atoms/cm3, the voids and theOSF ring disappear in the center of the

crystal. Despite the disappearance of the void region and the OSF ring, no L-pits are

observed. Originally, it was suspected that the high dopant content results in a change of

the equilibrium concentrations and diffusivities of intrinsic point defects, which would

modify the transition value xtr of the parameter V/G as a function of the boron content

[170]. Although this model can explain the shrinkage of the void region with increasing

boron content, it would entail a simultaneous appearance of L-pits in the outer crystal

region, which is in conflict with the experimental results. Another attempt [171] considers

reversible reactions between boron and intrinsic point defects, particularly Si self-

interstitials. The situation is more complex for highly arsenic- or phosphorus-doped

silicon. With increasing doping level, the void density first rises gradually and then

sharply, before it abruptly collapses to very low values at a certain dopant concentration

(1–3$1019 atoms/cm3). One study tried to explain this behavior by the formation of

vacancy-dopant and Si interstitial–dopant complexes [170].

The impact of carbon doping (>1017 atoms/cm3) on intrinsic point defect aggregation

differs from the behavior of the above-mentioned impurities. It was found that the void

region in the crystal center disappears upon carbon doping [172], while the region of

L-pits/A-Swirl is widened. Furthermore, it was reported that carbon doping reduces the

void size in Cz-grown crystals [173].

A slight effect on void size is also reported for germanium doping of Cz crystals [174].

With increasing doping levels (1015–1018 atoms/cm3), the void density is shifted to higher

values, while the average void size continuously decreases. Unlike carbon, germanium

doping is not known to enhance the formation of L-pits/A-swirls.

Hydrogen doping in the Cz growth of Si crystals induces the formation of very large

voids with sizes of several micrometers [79]. The mechanism for the formation of these

defects is poorly understood.

2.7 Economic Aspects of Cz Growth
2.7.1 General Remarks

In the progress toward better economic capability of the Cz process, the biggest chal-

lenge is the improvement of the good-for-order yield [175]. This includes not only the
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minimization of losses due to structure loss, but it also considers useless crystal portions

that do not meet the material requirements of the customer. Yield has the most notable

impact on the cost of ownership for Cz crystal growth processes, mostly due to the cost

of the feedstock material. All measures, even if they are costly at first sight, usually pay

off if they result in a higher yield.

2.7.2 Factors that Impact the Yield of Dislocation-Free Cz
Grown Crystals

Quality of silica crucibles. Improvements in the crucible quality are of great importance

for the economy of the Cz process. Due to pitting corrosion, the cristobalite layer formed

on the inner side of the crucible becomes a source of particles, which are released into

the melt and may stop dislocation-free growth. The formation of cristobalite islands is

strongly dependent on the original cleanliness of the inner crucible surface. Another

corrosion effect that eventually results in the release of particles into the melt is the

existence of tiny bubbles below and near the inner crucible surface [176]. During

the growth process, the bubbles grow in size and can also form bubble clusters. Due to

the progressing dissolution of the inner crucible surface, more and more bubbles are

opened and silica particles can be released into the melt. Today, most high-quality

crucibles are equipped with an additional lining of the inner crucible surface by a

synthetic silica layer [177]. This layer is very clean and dense and contains nearly no

bubbles. However, it substantially increases the manufacturing cost of such crucibles;

consequently, the yield improvement must be notable in order to justify the higher

crucible costs. In particular, large-diameter growth processes (e.g, 300 mm) that have a

rather high thermal budget achieve higher yields with these crucibles.

Quality of polysilicon. The reasons for the impact of polysilicon on the generation of

dislocations during growth are significantly less known as compared to crucible effects.

The general belief is that polysilicon may contain particles, such as silicon nitride or

silicon carbide, that dissolve very slowly in the silicon melt; hence, they can exist long

enough to drift to the growth interface. It also seems that the rough, popcorn-like surface

of the polysilicon chunks has a negative effect. This is probably due to their increased

surface and related difficulties in cleaning them. If granular polymaterial is used, the

formation of microholes (several micrometers) in the growing crystal is observed. This

holds true especially for the CCz-process [79]. The actual cause for this effect may be the

introduction of notable amounts of hydrogen into the melt, which results in the for-

mation of the well-known hydrogen-induced defects (see e.g., Ref. [79]).

Particles in the gas ambient. A common source of particles in the gas ambient is

corroded graphite parts on which a SiC layer has formed. From this layer, SiC particles

tend to flake off the graphite. Another source is condensed layers of SiO on hot-zone

parts, which can be detached from the surface. In general, the particle issue can be

well handled by an appropriate design and management of the gas flow, and a careful

maintenance of the hot zone and vessel.
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Temperature fluctuations. Abrupt temperature changes significantly increase the risk

of structure loss. The origin is often instabilities in the melt flow pattern, such as the

formation of hot plumes drifting from the crucible bottom to the growth interface [178].

Process parameters. The set point curve and control of the heater power has to match

with the desired pull rate scheme as a function of crystal length. A particular critical

process phase in this regard is the shoulder growth and rollover to the body growth

phase. During this period, large changes in the deflection of the growth interface as well

as in the pull rate and power can occur (see Figure 2.3), which must be well balanced.

Out-of-specification losses. Materials for the semiconductor industry usually have to

meet rather tight specifications. The most important parameters are resistivity, oxygen

concentration and grown-in oxygen precipitates, size/density distribution of intrinsic

point defect aggregates, and oxidation-induced stacking faults. The real challenge is to

find a suitable compromise for the growth parameters as, with the exception of

resistivity, all other material parameters depend on the same process parameters, but

their dependencies are quite different and often contrary to each other. Owing to the

problematic shoulder and rollover phase, the first few centimeters of body growth

usually has to be scrapped because at least one material parameter (e.g., oxygen con-

centration) is out of specification. For solar applications, the situation is more relaxed

because nearly all specifications are comparatively wide.

Other losses. Unavoidable losses are the seed and tail end cones as well as the residual

melt, which is needed to grow the end cone. These losses obviously depend on the

diameter/length ratio of the grown crystal. Typical values are in the range of 20–40%,

with 450 mm crystals representing the higher value. Additional losses occur by grinding

the as-grown crystals to a precise diameter and cylindrical shape.

2.7.3 Factors that Impact Cycle Time and Other Costs

Pull rate. With the introduction of heat shields in the 1970s, the pull rate V could be

greatly increased. A further substantial increase was obtained by water-cooled heat

shields in the 1990s. The challenge of this technology was the safety issue. Today, they

are used in mass production and severe malfunctions have not been reported. For Cz

growth with water-cooled heat shields, the upper limit of the growth rate is determined

by the increasing thermal stress in the growing crystal, which must not exceed a critical

value [179]. For certain growth processes, the pull rate may also be limited by a desta-

bilization of the growth process, which manifests itself by a loss of the cylindrical shape

of the growing crystal [56].

Thermal budget. The thermal budget of the growth process is predominantly deter-

mined by the crystal diameter. Besides the pull rate, the thermal budget of the hot zone

has the biggest impact on the cycle time because it determines the duration of the warm-

up, melt-down, stabilization, and cool-down phases of the process. For large diameter

processes (e.g., 300 mm), these process phases can add up to more than 1 day and, in

the case of 450 mm, they reach up to several days. The thermal budget can be reduced by
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using thinner CFC material instead of graphite for the hot zone parts. However, CFC is

much more expensive than graphite.

Other process times. Further actions that add to the cycle time are the insertion of the

charged crucible into the hot zone, the evacuation of the vessel after process start,

the removal of the grown crystal and the silica crucible with the residual melt, as well as

the cleaning of the hot zone and vessel at the end of process. The latter is necessary in

order to remove SiO deposits, which stick to the surface of various hot-zone parts and

the walls of the upper vessel section. The major fraction of evaporated SiO is collected in

certain areas or containers, where it must be removed for disposal after every run.

Besides the cost for the feedstock material, the next largest contribution to the cost of

ownership is usually the silica crucibles. In particular, 300 mm and 450 mm growth pro-

cesses require rather expensive crucibles with long lifetimes owing to their long cycle

times. The graphite parts for a complete hot zone are a substantial investment, which can

reach a price of more than V100,000 for large diameter processes. However, only those

parts that are exposed to excessive SiO vapor during the process time have to be replaced

after a certain number of runs and, thus, add to the operating costs. The major part of the

hot zone has a lifetime of many years and can be considered as part of the initial

investment.

The initial investment, which is mainly the puller, is usually the third largest

contribution to the cost of ownership, followed by the cost for personnel. The reason for

this can be attributed to the high level of process automation.

Energy and argon consumption often have a minor impact in comparison to the

above-mentioned cost factors. However, the prices for energy and argon can vary

considerably depending on the location of a factory, which may change the ranking of

the expenses.

Finally, it should be mentioned that the costs per kilogram of grown ingot strongly

increase for larger diameters, such as 300 mm and, in particular, 450 mm [180]. The

main reason is the significantly higher cycle time. In addition, the occurrence of struc-

ture loss has dramatic consequences for larger diameters. As nearly a length of one

diameter of already dislocation-free grown material has to be scrapped upon structure

loss, which means almost half a meter in the case of 450 mm, the yield is lowered.

Furthermore, the ratio of diameter to crystal length, which also impacts the yield, be-

comes more and more unfavorable. It is therefore expected that 450 mm, which is

currently being introduced into mass production as the next standard crystal diameter,

will be the largest diameter for the time being.

2.7.4 Special Issues of Cz Growth of Silicon Crystals for Solar Cells

The share of expenses of a Si wafer in electronic devices is probably only a few percent

[181]; in a solar cell, however, it is about one third [181]. Therefore, the main targets in

optimization of the Cz process for the growth of photovoltaic (PV) Si are (1) a reduction
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of costs by improvement of crystal yield and increase of material throughput and

(2) tailoring the material quality for the PV application.

The cost reduction must be achieved without a decrease in the solar cell efficiency.

On the other hand, it might not be necessary to grow Si crystals for PV applications with

the same high material quality as needed for microelectronic devices. This is true for

wider radial variations of oxygen and dopants. On the other hand, the minority carrier

lifetime is a rather critical parameter for solar applications, which must not drop below a

specific value depending on the solar cell concept. Therefore, one must carefully analyze

which defects in which concentration can be tolerated in a “solar-grade” Cz-grown Si

crystal.

To optimize the Si Cz process for PV applications, all single process steps, except the

growth of the cylindrical crystal, should be reduced in time. In principle, this latter step

could also be shortened by an increase of the growth rate beyond the present rates of

1–2 mm/min. However, an increased growth rate means an increase in heat transfer and

increased thermal stress in the crystal, which was previously discussed. A considerable

shortening or even saving of the time period for certain Cz process steps is possible by

using the multiple Cz growth technology (also called multipulling, multiple charge

technique, and multiple batch technique), which was described in Section 2.2, and the

CCz method, which was introduced in Section 2.4.3.3. As explained in Section 2.7.2, the

poly-Si charge and the crucible represent a considerable amount of the expenses of a Cz

growth run together with the consumption of energy, argon gas, and graphite parts for

the hot zone. Therefore, the use of cheaper feedstock material is one further option to

reduce costs [182] Also, proper design of the hot zone can lead to cost reduction by

reducing heat losses and thus energy [4].

The continuous optimization of the Cz technology for PV applications has contrib-

uted to the fact that almost every second solar cell made today is based on a Si Cz wafer

[4]. It could be expected that the future use of Si Cz for solar cell applications will in-

crease even further compared to competing technologies, if a further cost reduction is

possible.

In conclusion, the growth of silicon crystals by the Czochralski method has developed

into a highly sophisticated industrial production technology that has achieved high

reproducibility and good yield results. However, the ongoing demands for further

improvements in productivity and yield at a high material quality for device applications,

including solar cells, require further progress in the optimization of the Czochralski

process. This progress will only be possible by continued growth of the knowledge base

on the relevant physicochemical phenomena.
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3.1 Introduction
It is now more than half a century since the pioneering work on the semiconducting

properties of germanium, with its potential device applications stimulated a curiosity to

investigate the related properties of silicon and those of the III-Vs, II-Vs, and other

potential semiconductors. The explosion of knowledge of these and related materials has

fueled the evolution of our current technological age, an age that can be compared in its

importance to the Industrial Revolution. The literature on the semiconducting com-

pounds is vast, and this review will be limited to the evolution of some key developments

of our knowledge on the growth of those significant compounds, which have been grown

by liquid-encapsulated Czochralski (LEC), pressure balancing (PB), or vapor

pressure–controlled (VCz) Czochralski-related techniques. The primary focus of the

chapter will be on those compounds that dissociate at melting point, especially the

compounds of major commercial importance (GaAs and InP), but also InSb, GaSb, GaP,

and CdTe are considered.

It is significant that, although the development of semiconductor grade Ge took

approximately a decade, the comparable research and development effort to produce

single crystal compounds suitable for high-performance devices of the readily disso-

ciable III-V compounds has followed a much slower evolution and is still in progress.

But, as a result, the detailed scientific studies required to solve the problematic growth

problems limiting the development of these materials have created a vast wealth of

crystal growth knowledge.

3.1.1 Historical Background

One’s vision of the context of the evolution of any technology is a personal one. The

author is no exception and would apologize for any lack of appreciation of a more ac-

curate appraisal.

The early development of the application of Czochralski (Cz)–related growth tech-

nologies to the growth of semiconducting compounds has been reviewed by Hurle and

Cockayne in volume 2 of the first edition of this handbook [1]. A less accessible review on

III-V compounds by the author in 2004 [2] provides the background for this review.

Other reviews [3–7] provide additional background information to early work on com-

pound semiconductors.

However, to provide a framework for this review, it is appropriate to highlight and

revisit some of the key characteristics of the Czochralski-related pulling technique to the

growth of these compounds.

The essence of the original method is the use of a small, single, crystal seed that acts

as a nucleus on which to propagate a larger single crystal from a melt. Czochralski [8]

used the method to pull metal crystals from a molten metal source. But, it was the work

on germanium and the search for knowledge and understanding of semiconductors that

brought about literally a revolutionary development. Teal and Little [9] applied

controlled rotation to the seed during the pulling process [see review Teal [10]]. Rotation
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helped to bring about a more controllable environment in the melt and a more uniform

deposition of layers of crystal from the melt. But, to fully understand its significance, one

needs to understand the scientific environment that produced this technology. Our

knowledge of the science of semiconductors has required the relentless pursuit of two

key requirements: first, there is an imperative need for high purity material; and second,

there is a need to grow the material having an exceptionally high state of crystalline

perfection to achieve effective semiconductor behavior.

Both of these factors are key considerations driving the development of the

Czochralski-related pulling technique and will be reviewed in the analysis of the various

developments. Device applications involving commercial exploitation are now a major

driving force in the development of the technology of crystal growth. Roughly, the

market is divided into two similarly sized fields of application, essentially the electronic

field driven by high-frequency application and optoelectronics, which is driven by op-

tical applications. They require differently specified material, which has affected the

evolution and relative importance of different growth technologies.

Here, one must recognize that our knowledge from the commercial world is restricted

and detailed knowledge of evolving technology is limited not only by commerciality but

by the escalating cost of the increasingly large and costly crystal growth systems. Also, it

is important to appreciate that crystal growth is a multivariant process, so that, for

example, growth of a particular semiconductor by one technology may require a

different technology, even for growth of material having the same specification if larger

crystals are required to be more cost-effective.

First, then, the growth techniques themselves will be considered and, second, the

growth phenomena that can impair crystalline perfection and potential device perfor-

mance are examined.

3.1.2 Significant Semiconductor Properties

The key properties of the semiconductors that have to be taken into account in the

development of a crystal growth technology are their melting points and the vapor

pressures at their melting points. In addition, other critical properties for the semi-

conductors considered in the following review are listed in Table 3.1.

The benign properties of InSb enabled it to be developed as a semiconducting com-

pound readily in the era before the introduction of LEC technology. Thus, semiconductor

behavior was demonstrated in InSb in a matter of months. This was a consequence of its

negligible vapor pressure, 4� 10�8 bar [2], at its low melting point (525 �C). However, it

has taken several years to achieve an equivalent state of development for GaP. This is a

consequence of its relatively high vapor pressure of 32 bar at its correspondingly high

melting point of 1465 �C. Micklethwaite [11] has reviewed the Cz growth of InSb from a

commercial aspect, highlighting the critical growth aspects in meeting device specifica-

tions, especially for infrared detector applications; they are still a major driving force in its

use. Here, the material requirements are dominated by the commercial need for large
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uniform crystals. Micklethwaite et al. [12], in 1996, reported the growth of 3-inch-diam-

eter wafers using a conventional non-LEC pulling technology. More recently, Martinez

[13], of Galaxy Semiconductors, now part of the IQE group, has reported the production

of 125-mm (5-inch)-diameter InSb and 100-mm (4-inch)-diameter GaSb.

3.2 Pressure-Balancing Czochralski Growth
Before the introduction of the LEC technology to the growth of InAs and GaAs, a PB

technology was developed at the Royal Radar Establishment (RRE) subsequently renamed

Royal Signals and Radar Establishment (RSRE) the author’s laboratory [14]. The technol-

ogy is illustrated in Figure 3.1. Here, the crystal was grown in a hot pulling chamber, which

prevented continuous loss of As vapor. The walls of the pulling chamber were sufficiently

hot to prevent condensation of As, a hot wall concept. The versatility of the system is

discussed herein, where the ability to form the III-Vs in situ and by implication the ability

to control the group V pressure independently from a separate source are discussed. A

novel feature of the system is the use of a liquid seal of B2O3, which allowed one to

equilibrate the pressure in the system; one could pressure balance the evaporative As

pressure. The problem anticipated in the system was the prevention of As escaping from

the pulling chamber between the pull rod bearing and the pull rod. This was achieved by

means of a thread on the BN (boron nitride) bearing, which acted as an Archimedes’ screw

and prevented the B2O3 from running down the pull rod as it rotated.

A detailed account of the design and application of the technique to the growth of

crystals of InAs and GaAs is given in the publication [14]. The technique worked effec-

tively well and demonstrated the system’s potential.

Some 10 years later, in 1983, Azuma [15] patented a related technology for the growth of

InP. The design incorporated a separate source of phosphorus. The phosphorus could be

deposited on the heated walls of the upper part of the chamber. The temperature of the P4

source could be adjusted to maintain a balancing vapor pressure of P4 that prevented

evaporative loss from the crystal as it emerged through the surface of the B2O3. In addition,

the pull rod was pulled through a cup-shaped reservoir of B2O3 that acted as a liquid seal.

Table 3.1 Semiconductor Properties: Potential Constraints to Crystal Growth

Semiconductor
Melting
Point (�C)

Dissociation Pressure
at m.pt. (bar)

CRSS (Mpa)
Near m.pt.

Thermal Conductivity
k (W/cm k) Near m.pt.

Si 1420 6–9 0.21
InSb 525 4� 10�8 0.04
GaSb 712 1� 10�6 0.09
InAs 943 0.33 0.08
GaAs 1238 2.2 0.3–0.5 0.07
InP 1062 27.5 0.6 0.09
GaP 1465 32 0.8
CdTe 1092 0.07 0.2 0.009
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3.2.1 Vapor Pressure–Controlled Cz Growth

Tada and Tatsumi [16], in a review, reported a similar concept but omitted the B2O3

upper seal (see patent in 1984). This type of technology was initially reviewed by Neubert

and Rudolph [3]. They assessed the advantages and disadvantages of the technique and

compared the technique to the then known status of LEC. A significant problem in the

growth of LEC GaAs is the thermoelastic stress, which can readily cause slip and dislo-

cation formation in the newly formed crystal. Crucially, the critical resolved shear stress

(CRSS) for GaAs at the growth temperature is sufficiently low for slip and dislocation

Relay
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BN bearing
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FIGURE 3.1 A schematic diagram showing the principle of pressure balancing. The walls of the inner quartz envelope
are maintained at temperature to prevent group V condensation. The inert gas pressure P in the outer chamber is
maintained at a pressure to balance the dissociation pressure of the group V component, which is sensed by the
surface position of the B2O3 liquid seal. Original after Mullin et al. [14] schematic [2] with permission of Elsevier.
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production to occur: it is w0.5 MPa for GaAs compared with 6–9 Mpa for Si, a stronger

group IV semiconductor. This CRSS problem is exacerbated in the conventional Cz LEC

growth of GaAs because of the relatively high temperature gradients and the curvature

they impart to the growth surface. Even a small departure from planarity of the growth

surface can produce a stress greater than the CRSS. The ease of dislocation multiplica-

tion is enhanced with an increase in crystal diameter because the acting shear stress is

proportional to the crystal diameter. Interface shape is, therefore, a controlling factor. In

addition, the point defects can condense on cooling and initiate the formation of

dislocation loops and the formation of precipitates and microvoids. The higher the

concentration of point defects, the lower the CRSS. Jordan et al. [17]. have performed a

useful thermoelastic analysis of the effect of stress in LEC GaAs and InP and have shown

that dislocation multiplication is a result of glide caused by excessive stress. They

concluded that reducing the temperature gradient in the crystal during growth could be

beneficial, as could moderate appropriate doping. Neubert and Rudolph [3] also high-

lighted the need to reduce the temperature gradients and noted the difficulty in

achieving near-interface planarity as the crystal diameter is increased. In their VCz

design, they introduced an internal heater arrangement to the system in an effort to

reduce the temperature gradients. A carefully designed As source was used to maintain

an As pressure sufficient to prevent loss of As from the crystal growing under the lower

temperature gradient conditions as it emerged from the B2O3. Thus, it was possible to

dispense with or retain the B2O3 in their VCz growth system. They developed their

technique to commercialize its use for the growth of single crystals of GaAs. A diagram

showing the concept of their apparatus is shown in Figure 3.2. However, the lower
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FIGURE 3.2 Schematic diagram of the vapor pressure controlled (VCz) system. The As source is designed to
provide a controlled pressure of arsenic vapor sufficient to prevent As loss from the grown crystal. After Neubert
and Rudolph [3] with permission of Elsevier.
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temperature gradients that are a feature of this VCz technology have the potential to

create a stability control problem; the control of crystal growth can be more difficult than

with conventional LEC Cz technology. The need for careful thermal design has required

the development of ever more sophisticated thermal modeling, such as that reported by

Yakovlev [18], or the three-dimensional modelling, as shown by Vizman et al. [19], who

advocated the use of magnetic fields.

Despite its potential stability problem, the lower temperature gradients using VCz

technology provide a significant advantage over conventional LEC Cz technology. An

important gain is the production of crystals having significantly lower dislocation den-

sities than had been achieved by LEC growth. In their initial work, they reported high-

quality crystals 10 mm in diameter with etch pit densities <104 cm3. This is to be

compared with typical LEC crystals having an inhomogeneous radial distribution in the

range from 0.5 to 1� 105 cm2.

Kiessling et al. [20] used this VCz apparatus but dispensed with the use of B2O3 to grow

from Ga-rich melts. This was achieved by controlling the As vapor pressure during growth.

This needed a temperature-controlled source of As with access to the inner pulling

chamber, whose walls were separately heated. The low-temperature gradients were ad-

vantageous in minimizing the dislocation density of the GaAs crystals. The principle ad-

vantages with regard to the quality of the grown crystals were a much reduced boron

concentration and the ability to reduce and control the carbon content of the GaAs.

Kiessling et al. [21] have reported a further more detailed review of this work, highlighting

the reduction in the effect of As precipitateswith increase in themelt Ga content, although a

Ga-richmelt can enhance the probability of Ga inclusions. The ability to growGaAs crystals

that were twin free and without Ga inclusions has subsequently been reported in a later

study by Rudolph and Kiessling [22]. It is a clear example of the value of the VCz technique

without B2O3, where themelt composition can be independently controlled. The technique

highlights the importance of definitive studies on the chemistry of point defect formation.

In a more recent development of the VCz system, Neubert et al. [23] reintroduced the

use of B2O3 in a novel way to reduce temperature gradients. Their design (Figure 3.3)

incorporates a silica tube sealed against a flat upper platform. The silica tube or bell dips

into a layer of B2O3 covering the melt of GaAs contained in a heated crucible. A bearing is

joined to the top of the platform, allowing a pull rod to pass through so that a crystal

could be pulled from the melt. The bearing is attached to a separate pulling system,

which could adjust the position of the dipping position of the silica tube or bell in the

B2O3 at an appropriate level during growth. The crucible is surrounded with heaters. The

whole assembly rests inside the main outer chamber, which had bearings for both pull

rods. The silica tube isolates the growing crystal from the insulation and the cold cru-

cible walls, providing a more uniform temperature environment. The design reduced the

temperature gradients and the dimensions of any potential Bénard cells (Section 3.1)

and, hence, minimize convection and potential turbulence.

The significance and potential role of this development can be seen in the elegant

160-mm-diameter VCz GaAs crystal Figure 3.4 grown using this technology and reported

by Neubert et al. [23].
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FIGURE 3.3 Schematic diagram of a modified vapour pressure–controlled (VCz) system which provides a silica tube
or “bell” aimed to isolate the growing crystal from turbulent convection and provide a lower temperature
gradient environment. After Neubert et al. [23] with permission of Elsevier.

FIGURE 3.4 The 160-mm diameter GaAs grown by the modified vapour pressure–controlled (VCz) inside the diving
bell using As vapor pressure control. After Neubert et al. [23] with permission of Elsevier.
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3.2.2 Liquid-Encapsulated Czochralski

3.2.2.1 InAs and GaAs
The exploitation of the liquid encapsulation technique, [24] subsequently called the LEC

process, has made a decisive impact on the growth technologies for all the III-Vs. The

principle involved in liquid encapsulation was initially used by Metz, Miller, and

Mazelsky [25] for growing the volatile compounds PbTe and PbSe to prevent their

volatilization during Cz growth of these compounds. The essential feature of the B2O3 in

the LEC process is the role it plays in encapsulating the melt, but it can also coat the

crystal as it emerges from the melt surface with a film of B2O3 if there are appropriate

temperature conditions. The B2O3 also coats the silica crucible.

A typical low-pressure apparatus is illustrated in Figure 3.5. It was used for the growth

of both InAs and GaAs.

FIGURE 3.5 Cz liquid-encapsulated Czochralski (LEC) low pressure growth apparatus for InAs and GaAs. The silica
outer vessel or growth chamber N which is some 150 mm in diameter is held between end plates O and P. The
viewing port J is demountable. The induction heating coils couple into the graphite surround F mounted on Q.
The seed A is fixed in the chuck on the pull rod K that rotates and moves through the bearing and seal L. The
crystal C grows from the seed through a necking process at B, and on withdrawal pulls out a layer of B2O3 over
its surface. After Mullin et al. [2,24] with permission of Elsevier.
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Because the low-pressure system uses a silica growth chamber some 150 mm in

diameter, the inert gas pressure required to suppress evaporation of the group V

component must be limited to a few atmospheres on grounds of safety.

Examples of the original InAs and GaAs crystals grown by the LEC process are shown

in Figure 3.6 and the typical properties reported in Ref. [24]. Now, some 35 years later,

the LEC growth of GaA monocrystals with diameters between 75 and 150 mm is well

established in mass production. Because lower specific costs per die are the main driving

force in device manufacturing, the transition from laboratory scale to mass production

has followed the inevitable logic for an increase in crystal (wafer) diameter and length

exactly tailored to device-relevant properties. By 2009, the technology for industrial

transfer of even 200-mm diameter crystals had been developed as reported by Jurisch

et al. [27] (Figure 3.7).

3.2.2.2 InP and GaP
The growth and properties of the single crystals of both InP and GaP that were initially

grown by the LEC technique are discussed by Mullin et al. [28] At the same time, Bass

FIGURE 3.7 Diameter of SI GaAs single
crystals grown by the liquid-encapsulated
Czochralski (LEC) method. Taken from Jurisch
M, Eichler St. Extended abstract of
Czochralski-symposium 03. Torun/Kcynia,
Poland; April 26–27, 2003.

FIGURE 3.6 Two of the original crystals grown by
the liquid-encapsulated Czochralski (LEC)
technique (1965). Left InAs; right GaAs; note no
scale but maximum diameter w30/40 mm.
Courtesy of the author (original).
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et al. [29] reported the growth of GaP. The growth of group IV doped InP has also been

reported Mullin et al. [30]. Examples of the first single crystals of InP and GaP are shown

in Figure 3.8

Most of the phosphide publications concern InP and the need to prepare large-

diameter, dislocation-free doped InP because its principle application is its role as a

substrate material for laser fabrication. An example of a 3-inch LEC InP crystal is shown

in Figure 3.9.

An interesting feature of the development involved in the technology required to

grow such crystals, as reported by the authors, is the use of a magnetic field in a VCz

puller, which stabilized the temperature fluctuations and enabled twin-free growth

(Figure 3.9)

The principle problemwith the growth of InP and GaP is the need to design a system to

cope with dissociation pressures of w27.5 and 32 atm, which are generated at their

respective melting points of 1062 and 1465 �C. A really safe pressure vessel in a laboratory

working environment is essential. A fully developed apparatus for growing InP or GaP is

shown in Figure 3.10. The growth apparatus is fitted with a weighing machine, which

could be programmed to control the crystal diameter during growth. In addition, there is a

TV-viewing system. The theory of the weighing technique has been published as a

FIGURE 3.8 Examples of the first single crystals
of InP and GaP grown using the liquid-
encapsulated Czochralski (LEC) technique in a
high pressure puller. Reproduced from Ref. [6]
with permission of Elsevier.

FIGURE 3.9 A 3-inch liquid-encapsulated Czochralski (LEC) InP. Reproduced from Kawase et al. In: Proceedings of
international conference on InP and related Materials (Nara 2001). p.13.
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low-order mathematical model by Satunkin [31], but more recently, he has published a

seminal review [32]. The use of a custom-built pressure vessel is essential. The initial

design and development with automatic diameter control is reviewed in reference [2].

The development of the pressure vessel design (Figure 3.11) involved many

unexpected problems. The initial aim was to manufacture the pressure vessel as a

FIGURE 3.10 High-pressure liquid-encapsulated Czochralski (LEC) crystal puller developed at RSRE, showing water-
cooled steel pressure vessel and two optical ports for viewing, one fitted with a video camera. Below the steel
pressure vessel is a large chamber containing the weighing cell designed to provide data for controlling the
crystal diameter. After Ref. [2] with permission of Elsevier.
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casting, but the then current technology could not cope with the required size and

quality of the pressure vessel. The working system was machined from a specially

prepared high-quality steel ingot. The design was intended to grow crystals up to

200 bar. Flat silica windows were considered to be unsafe. A cone-shaped window of

silica was used. The cone was fitted into the inverse cone-shaped steel holder using a

thin In seal, which would be capable of strain relief at room temperature. The design

ensured that the gas pressure would subject the silica to compression; it would not be

safe under tension.

0 1 2 3 4 5 6

FIGURE 3.11 High-pressure liquid-encapsulated Czochralski (LEC) crystal puller developed at RSRE, showing water-
cooled steel pressure vessel and two optical ports for viewing, one fitted with a video camera. Below the steel
pressure vessel is a large chamber containing the weighing cell designed to provide data for controlling the crys-
tal diameter. After Ref. [2] with permission of Elsevier.
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There was an imperative need also to demonstrate that appropriately designed

pressure vessels could be safe to operate in the laboratory for the growth of these III-Vs.

The solution to this problem was relatively straightforward. A growth chamber was taken

to an experimental explosives establishment, completely filled with cordite (effectively

gun powder), and when suitably located in a safe bunker the charge was ignited.

The pressure in the chamber increased to some 10,000 atm in a few milliseconds. The

chamber bulged, but held the pressure. The silica windows were undamaged.

The experiment clearly demonstrated that the vessels offered a considerable margin of

safety. There were many other technical problems which I will not go into. The 200-bar

design was intended to grow II-VIs, but the development did not materialize because of

the relative incompatibility of II-VIs with B2O3.

3.2.2.3 CdTe, ZnTe, and ZnSe
The LEC procedure, although initially aimed at the III-Vs, has also attracted limited

application to some of the tellurides and selenides. The early studies identified some of

the difficult growth control problems. A study on its application to CdTe has been

reported by the author [33]. Crystals were pulled from the melt, but the quality of the

crystals was poor. The crystals were twinned and had many large grains and dislocations.

Hobgood et al. [34] have reported the growth of 1-kg crystals some 50 mm in diameter,

but they, too, experienced twinning and polycrystallinity. They were able to seed <III>

CdTe crystals of CdTe doped with Mn up to 0.20 mol fraction and this reduced the extent

of the polycrystallinity, but there were still grains and twins. They noted that the crystals

had a significant concentration of boron.

There are serious growth control problems. One of the design difficulties for

the growth is to deal with the poor thermal conductivity of CdTe (Table 3.1). Some of the

fundamental problems in the growth of CdTe have been reviewed by Rudolph [26].

The analysis was obtained during a study of the Bridgman growth of CdTe.

The LEC process has also been used by Hruban et al. [35] to prepare charges of ZnSe

and to pull Cz crystals. A floating Si3N4 matrix or plate, which floated on the B2O3,

substantially separated it from the melt. Immediately under the growing face of

the growing crystal, the angular matrix protruded into the melt in an effort to limit the

effects of the convecting melt. They also used the Kyropoulos procedure. This latter

Kyropoulos procedure, which involved an LEC process, was used by Ashi et al. [36] to

grow 80-mm-diameter single crystals of ZnTe.

In a review article on the melt growth of large-diameter elemental and compound

semiconductors, Thomas et al. [37] proposed the use of magnetic fields greater than

2000 G to limit the thermal fluctuations. They also contrast the growth of these

semiconductors together with their property-controlling properties that affect the

quality of the crystals. The review provided the then (1993) current knowledge for a

useful comparison of the growth of CdTe. It is evident that the knowledge being

gained from the advanced LEC growth of the III-Vs is benefitting the growth of these

materials.
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3.2.3 Magnetic Liquid–Encapsulated Kyropoulos

A novel alternative way of using an encapsulant has been reported by Bliss et al. [38]. The

technique, called magnetic liquid–encapsulated Kyropoulos (MLEK), involves the

growth of the crystal under the encapsulant. This ensures growth occurs under a

low-temperature gradient. The applied magnetic field dampens convection and poten-

tial turbulence. They were able to grow twin-free InP crystals with a convex growth

surface that minimized the formation of edge facets and twins.

3.3 Growth Constraints to Crystal Quality in LEC
and Related Technologies

3.3.1 Evaporative Group V Loss from the Crystal Emerging
from the B2O3

The development of the high-pressure technology, however, poses more problems than

simply designing a pressure vessel capable of withstanding the inert gas pressure.

Melts of the III-Vs rapidly lose their group V component, unless there is a pressure

higher than the melt at least equal to the equilibrium vapor pressure of the group V

component over the melt. This applies to all the arsenides and phosphides. As the

crystal emerges above the surface of the B2O3, it can lose its inert protective layer. The

inert gas pressure then cannot prevent group V evaporation from the exposed surface

of the crystal. In the case of GaAs, a problem can arise with the Ga, which is liberated.

It forms droplets that migrate under the applied temperature gradient into the crystal

by temperature gradient zone melting. Ultimately, because the crystal grows faster

than the droplet motion, the latter freezes in the solid. The resulting differential

contraction between the frozen liquid droplet and the surrounding GaAs causes

dislocation clusters.

The problem with InP is exacerbated by the relatively high inert gas pressure (in

excess of 28 atm). Pressures in excess of 50 atm were often used in the mistaken belief

that the higher the pressure, the greater the reduction in evaporative loss. Unfortunately,

the higher pressures can result in turbulent gaseous convection. This major problem

arises as a consequence of the additional potentially high-temperature gradients

resulting from the need to keep the walls of the pressure vessel at a low temperature for

safety reasons. This can generate large temperature gradients across the gas phase. The

high gas velocities are the result of Rayleigh convection, which is driven by the high

pressure, the large temperature differences, and the relatively large dimensions of the

Bénard cells.

The convection can be assessed by consideration of the dimensions of the Bénard

cells in the pressure vessel; its magnitude correlates with the value of the Rayleigh

number Ra given as follows:

Ra ¼ ðTh � TcÞg d3 P2
�½Tm k n� (3.1)
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where Th�Tc is the vertical temperature difference across the volume of the convecting

gas (the temperature difference between surfaces driving the Bénard cell), and Tm is an

average gas temperature, g is the gravity, d is the depth of volume of the convecting gas,

k is the thermal diffusivity, n is the kinematic viscosity, and P is the gas pressure. The

critical significance of Ra is that its magnitude depends on the square of the gas pressure,

the cube of d, and the temperature difference between surfaces driving the convective

Bénard cell. It is important, therefore, in the pulling systems, to avoid large free volumes

with large temperature differences between hot and cold surfaces. The judicious use of

baffles can reduce the dimensions of the Bénard cells and their associated temperature

gradients. Although turbulence may be reduced or avoided, convection can still be

present and its control is important. The problem of turbulence and excessive convec-

tion can be a significant problem as the size and diameter of crystals and their melts

increase.

3.3.2 Point Defects

Our knowledge of the source of defect-related problems in the growth of the III-Vs has

been stimulated by the drive to meet ever more demanding device specifications. It is a

major topic beyond the scope of this chapter. Nevertheless, it is worth highlighting some

of those significant aspects that are relevant to LEC-related growth. Each III-V and even

minor variations in the growth technology of the same specified III-V can result in

significantly different defect-related properties. Each specification could provide a re-

view on its own; hence, only a more generalized assessment can be given here.

Even in the case of Si, which has received a longer and more sustained period of

scientific study than any of the III-Vs, our knowledge is by no means complete.

As temperatures increase higher than absolute 0, the number and complexity of point

defects in materials increase. In the case of the III-V compounds, the process is

additionally more complicated than for Ge or Si by the two different lattice sites, which

can produce antisite locations for atoms, in addition to the interstitial and vacancy

opportunities for each atom. That the component atoms can also produce charged

species adds to the difficulties in understanding and controlling the properties of III-Vs

grown from the melt. In addition, for the III-Vs, the equilibrium concentration of

point defects at their melting points is generally significantly higher than is the case for

Ge and Si.

Most of the defect- and dislocation-related studies in the III-Vs concern GaAs and

InP, a consequence of their important device applications. For the crystal grower,

Kröger’s [39] fundamental study on defects in semiconductor compounds generally

remains a seminal study. In this regard, a useful overview of defect formation, segre-

gation, faceting, and twinning as a historical perspective to the melt growth of most

semiconductors, not just III-Vs, was published in 2004 by Hurle and Rudolph [40].

They highlighted the difficulties in identifying and controlling defects. They consider

that the identification of the various types and a knowledge of their concentrations
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under different growth conditions to be one of the most important challenges facing the

development of the III-Vs. Hurle pioneered a thermodynamic approach in 1995 [41] in

an attempt to quantify the behavior of the point defects controlling the properties of

GaAs. The model was able to relate to the concentration of As-vacancies or As-

interstitials in the resulting crystal as a function of melt composition.

More recently, he has published a seminal article [42] in which he has extended

his thermodynamic model to analyze all the binary zinc blended III-V compounds

(Ga–In)-(P, As, Sb) using all the known important defects for which there is reason-

able evidence in these materials. By using these data, he has been able to construct

solidus curves for GaAs, InP, InSb, GaSb, and InAs. The model identified the dominant

point defects in the arsenides and the phosphides to be vacancies and interstitials on

the group V sites, whereas in the case of the antimonides, the dominant defects are

vacancies on both lattice sites. Perhaps even more important, the concentrations of

the charged native defects significantly exceed the intrinsic electron hole concentra-

tion at the melting point for GaAs, GaP, and GaSb. This means that the Fermi level

in these materials at high growth temperatures is controlled by the native point de-

fects, principally the group V vacancies, not by electron hole pair generation. The

model provides a splendid framework for understanding what can happen not only

during growth, but also as the crystal is cooled down, and also if it is subsequently

annealed.

3.3.3 Facets and Twinning

Facet development during the melt growth of the III-Vs can be a significant limitation to

the growth of all single crystal III-V compounds. Early work on the growth of InSb

illustrated some of the main characteristics of facet behavior and provides a useful

framework for comparing the behavior of other III-Vs. The early studies on InSb showed

that the formation of facets was associated with two prominent phenomena, facet-

related solute incorporation and twinning.

The first of these phenomena, the Facet Effect [43], was discovered in the course of

initial studies during the crystal growth of pure InSb crystals. During their growth, an

enhanced carrier concentration correlated directly with growth in a region where (111)

facetted growth had occurred. The enhanced carriers were presumed to be due to a

residual impurity Te. A detailed study [44] on the Facet Effect was performed using

radioactive tellurium, 127Te, which served as a marker for the history of facet formation

and twinning behavior. The presence and relative concentration of 127Te in cross-

sectional slices of Cz grown 127Te InSb was recorded using autoradiographs. The study

revealed a significant difference in the behavior of (111) planes terminating in In

atoms and those terminating in Sb atoms so called (111)In and (111)Sb, respectively.

Twinning was more prevalent during the growth of (111)In planes. Figure 3.12 is a

composite diagram showing clearly the difference in behavior of the (111)Sb and the

(111)In facets.
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Twinning was so prevalent for growth in the (111)In direction that it was almost

impossible to grow single crystals in that direction. Growth in the (111)Sb direction was

less problematic with regard to twinning but not with regard to the uniformity of the

radial 127Te incorporation. It is evident that the central or principle (111)Sb facet, which is

normal to the growth direction, produces a significantly enhanced 127Te concentration.

The principle (111)In facet during growth in the (111)In direction also causes marked

radial nonuniformity. The development of edge facets can also cause radial nonunifor-

mity, but not to the same extent. The magnitude of the Facet Effect has been assessed as

the ratio of the concentration in the impurity or solute incorporated in a facetted region to

that in an adjacent region in the nonfacetted region of growth. Themagnitude of the facet

ratio for Te wasw6. Facet ratios for several solutes ranged from apparently 1 [45] for Ge to

w6 for Te. The residual impurities in high purity InSb also showed a marked Facet Effect.

FIGURE 3.12 Effect of {111} facet evolution during the growth of InSb crystals grown in different growth directions
as revealed by auto radiographic monitoring of the radioactive 127Te doping: left to right <110>, <100>, <111> Sb
and <111> In crystals. The bright regions reveal the presence of facets. In the <110> crystal, the (111)Sb edge
facets develop preferentially and are larger than the (111)In facets. This is also obvious in the <100> crystal where
the (111) Sb facets persist with growth in the fourth slice. Only the central or principle Sb facet can be seen in the
<111> Sb grown crystal. For the <111> In grown crystal (111)Sb edge facets develop in addition to the central
(111)In facet. In this crystal, the first two slices show regions of the principle (111)In facet. In the third section, three
(111)Sb edge facets can be seen, but in the fourth section twinning has occurred and eliminated one of the (111)Sb
facets. It is very rare to be able to grow twin free <111> In crystals. It was achieved by using an initially concave
growth surface. After Ref. [6] with permission of Elsevier.
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The presence of edge facets could be correlated with the incidence of twinning, where

the (111)Sb facet, not the principle facet, was the most twin prone. The avoidance of

edge facets enables the growth of twin-free, relatively radially uniform crystals. Facet

development appears to be a necessary, but not sufficient, cause for twinning.

An elementary explanation of the Facet Effect can be appreciated by considering

the nature of growth on the facetted surface compared with that at the edges adjacent

to the facet. The facet forms as a consequence of the difficulty of nucleation on the

smooth (111) surface. A region of supercooling thus develops adjacent to the facet

when the growth surface is convex or flat but not concave. Nucleation, when it does

occur under intense supercooling, produces a driving force, which causes rapid lateral

growth of atomic layers on the facet. An impurity, such as Te, which is chemically

adsorbed on the surface, can be trapped under nonequilibrium conditions by the rapid

advance of such growth layers. The adjacent edges of the crystal, however, provide

easy nucleation sites, where growth can occur under a condition of thermodynamic

equilibrium.

Thus, to minimize the nonuniformity caused by either the principle (111) facet or the

edge facets, it has been necessary to grow doped InSb crystals on a non <111> axis,

while maintaining as far as possible a near planar growth surface. Considerable success

was achieved by using the <311> Sb axis using a specially designed system involving

electromagnetic stirring [46,47]. This or similarly related growth orientations have been

used in the manufacture of large antimonide crystals. The problem appears to be no

longer a significant limitation with the availability of large diameter seeds that can

provide and maintain a flat or only slightly convex growth surface.

Twinning in relation to facet formation is a problematic, often controversial, growth

phenomenon. It can occur generally not just in pulling crystals but also during crystal

growth in any growth technology. In the case of the III-Vs, it involves a rotation of the

lattice structure by 60� in approximately a <111> direction, where the twin plane forms

on an orthogonal (111) plane. Chen et al. [48] examined GaAs, GaP, and InAs crystals,

and all the twins found were rotation twins in approximately a <111> direction, but not

all facets produced twins. Twinning can be a serious limitation to the yield of device

quality material. Another manifestation of this twinning phenomenon is the formation of

lamellar twins, where rotation of the lattice by 60� occurs repeatedly after a short period

of growth after each twinning event. The phenomenon has occurred during the growth

of InP, while increasing the diameter from a narrow seed [49]. Many factors have been

cited to enhance the probability of twinning and include facet size, seed orientation,

interface shape, temperature gradient, and temperature fluctuations at the three-phase

boundary (TPB), surface scum, and the quality of the B2O3. Both facet phenomena

and twinning can occur in any of the III-Vs, but twinning is most pronounced in

the In-containing III-Vs. The avoidance of facet development is clearly a significant

requirement in the growth of high-quality uniformly doped crystals.

As mentioned, it is important to maintain a planar interface during growth, a point

stressed by Bonner [49] in a study of the growth of twin-free InP. In addition, he claimed
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a need to limit the angle the sides of the crystal made with the principle growth direction

as the crystal was increased in diameter. He recommended limiting the angle to be

�19.68� during growth. This is the angle a twin would make with a <111> growth di-

rection. He identified laminar twin formation with growth widening through an angle

greater than previously described. Once the crystal had grown sufficiently long so that

the laminar formation no longer intersected the interface, larger-growth angles could be

used to achieve single crystals with increased diameters. Again, however, there is a need

to use a planar or weakly convex growth surface. Other factors were claimed to affect

twinning, such as the quality of the B2O3, especially its water content.

Although these various factors clearly were significant in influencing the twinning

behavior, there was no formal mechanism that could relate measureable control pa-

rameters to a scientifically assessable model. After an initial proposal and stimulated by

earlier studies of Voronkov [50], Hurle [51] modeled a potential mechanism for the

formation of twins during Czochralski-related growth and encapsulated vertical

Bridgman growth. In the thermodynamic model, it was argued that twinning occurred

at the TPB at a sufficiently large supercooling because the free energy of formation of a

twinned nucleus is less than that for nucleation on any other orientation. This will

occur only if a critical angle of conical growth presenting a portion of the surface

normal a <111> is sampled during growth; an experimental situation may be more

likely under poor growth conditions, where the melt is oscillating. It requires the edge

facet to intersect the TPB. In his landmark analysis, he was able to quantify the situ-

ation and apply it InSb, InP, GaAs, Ge, and Si. The model is a proposal and would

require more precise data to fully test the theory. The data have been reviewed sub-

sequently after a detailed crystallographic study involving the use of Synchrotron white

beam X-ray topography, together with chemical etching by Dudley et al. [52]. They

examined the presence of twin formation using cross sections of [001] S-doped LEC

InP, grown by an MLEK Czochralski technique [Bliss 38]. In a detailed statistical study,

Neubert, Kwasniewski, and Fornari [53] have argued that twin formation in LEC InP is

closely connected to the crystal growth rate and its fluctuations and that the angles

predicted by Hurle’s theory for twinning to occur are not statistically found. Hurle and

Dudley [54] have responded and argued that it is difficult to experimentally assess the

actual angle at which twinning occurs because of, for example, melt fluctuations; thus,

at this stage, the evidence does not invalidate the theory. Some more twinning and

faceting features are given in Chapter 27 in Vol. IIB.

3.3.4 Growth from Nonstoichiometric and Alloy Melts

The growth of III-Vs from nonstoichiometric melts can result in constitutional super-

cooling, a well-researched phenomenon in crystal growth, which is discussed in Chapter

9 in volume IIb of this handbook. Some of the earliest work in the case of the III-Vs was

reported for InSb [55], where, as shown in Figure 3.13, one can see that growth from a

slightly nonstoichiometric melt can cause severe nonuniformity.
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It can occur in the case of any of the III-Vs when growth is attempted from non-

stoichiometric melts; the greater the deviation from the stoichiometric composition of

the melt and/or the faster the growth rate, the more likely it is to occur. It appears not to

be a problem in the case of the growth of SI-GaAs from the usual slightly As-rich solu-

tions, provided high growth rates are not used. However, Kiessling et al. [21] found, for

growth from Ga-rich melts, using VCz without B2O3, a method used to minimize the

formation As precipitates, that the ratio of the grow rate to the temperature gradient may

need to be carefully controlled if one is to avoid Ga inclusions.

Dutta [56] has reviewed the growth of bulk ternary alloy III-Vs for substrate appli-

cations from alloy melts. Even in the case of the growth of the lower vapor pressure III-V

alloys by non-LEC techniques, lack of singularity and nonuniformity appear to be a

significant limitation to quality. However, an encouraging development was the use of

quaternary melts at low growth temperatures. In a more recent article, Gennett, Lewis,

and Dutta [57] have used low-temperature quaternary solutions for bulk alloy growth. In

the case of Ga1-xInxP, they grew from InSb rich Ga1_xInxPySb1_y melts and so avoided the

technical difficulty of growth at high group V vapor pressures. Bulk alloys were grown

but were not single and showed evidence of multiphase microstructure. Tsaur and Kou

[58] have also achieved some success with the growth of Ga1-xInxSb using a floating

crucible technique. Here, the aim was to maintain the composition of the growth melt by

replenishing it with a second alloy melt of appropriate composition via a narrow

capillary. The capillary size and design length were chosen to avoid back diffusion. They

were able to grow relatively uniform single crystals of 2 mol% InSb. But hydrodynamic

instability appears to be a problem. Constitutional supercooling is still an unfortunate

(a)

(b)

FIGURE 3.13 Effects of nonstoichiometric
growth on InSb crystals. (a) A photo
showing the effect of the cellular growth
on the edges and bottom of the crystal.
(b) Crystal end and results from adjacent
slices of a <100> grown InSb crystal from
an In-rich melt. The left photo shows the
(111) facetted cellular structure of the
127Te-radioactively doped crystal. The
middle photo shows an autoradiograph
image of a cross sectional slice showing
the enhanced 127Te incorporation on the
{111} facetted cells. The right hand photo
shows an etched slice which was cut
adjacent to the middle slice. After (a)
Ref. [4]; (b) Hurle et al. [55] with permis-
sion of Elsevier.
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limitation to the bulk growth of single crystal alloys of the III-Vs. Overcoming the

problem represents a major challenge for the crystal grower.

3.3.5 Role of B2O3

The role of B2O3 on the growth and properties of III-Vs has attracted significant research

with the development of devices with enhanced device specifications. A useful

perspective view of the role of manufacturing III-Vs up to 2001 has been published by

Grant [59]. He drew on the experience of his company’s (Wafer Technology Ltd) expe-

rience in the development of III-Vs for device applications. He drew attention to the

importance of controlling the water content of the B2O3 because it plays an important

role chemically in the composition and purity of the III-Vs grown by LEC. Subsequently,

Yamada et al. [60] reported a study in which they considered the potential reactions of

the B2O3 with the gaseous atmosphere and the crucible containers. They equilibrated

GaAs and InP melts with a B2O3 flux in a silica crucible with and without a BN crucible.

The boron content deceased with increasing nitrogen pressure in both melts equili-

brated with B2O3 and BN. In the case of the equilibration with the silica crucible, the

boron content was much larger than the equivalent with the BN crucible. It was pro-

posed that the Si introduced into the melt from the silica crucible was responsible for

increasing the boron content of the melt. A detailed account of existing knowledge of the

chemistry involved in the LEC and VCz related growth technologies due to the B2O3 is

complex and beyond the scope of this chapter, but the role of the significant sources of

information will be considered.

One of the more demanding materials grown by LEC requiring property-specific

properties is GaAs. The Freiberger Compound Materials Group [61] has published a

truly illuminating review of the problematic aspects of not only the role of the B2O3 on

the quality of SI-GaAs but also the role of the complex environment issues that beset the

manufacture of specific device quality crystals and by implicating other related III-Vs. In

the case of SI GaAs, the resistivity is controlled by the deep donor As antisite EL2 and the

concentration of the shallow acceptor C if the latter dominates any effect from residual

impurities. The source of the impurities can be the B2O3, the crucible materials, such as

pyrolytic BN [62], silica, and the gaseous environment. The chemical reactions of the

water in the B2O3 with the GaAs melt can produce relatively high B contents in grown

GaAs crystals.

Both B and Si on As sites act as acceptors, whereas Si on a Ga lattice site acts as a

donor. The latter can include the CO due to its formation by reaction of the graphite

components with the boron oxides present in the B2O3 due to its water content.

High-resistivity GaAs requires the concentration of the EL2 to be greater than

the concentration of the shallow acceptors, principally C: also, the total of all shallow

acceptors needs to be in excess of the shallow donors. Device specifications for SI-GaAs

can require specific closely controlled resistivity properties involving precise control of

the C concentration. The water content of the B2O3 is required to be appropriately

126 HANDBOOK OF CRYSTAL GROWTH



controlled. But, control of the CO and O2 levels in the growth environment is essential.

Oates and Wenzl [63] reviewed the thermodynamic aspects of the growth environment

with a view to establishing more effective models for growing property-specific GaAs.

They highlighted an extremely important consideration. Because the growth process is a

dynamic one, it is inappropriate to attempt a full equilibrium analysis using standard

chemical reactions. Their thermodynamic analysis involved the use of a Gibbs mini-

mization procedure to provide graphical representations of the behavior of C, B, Si, and

O at the growth temperature. They also advocated the use of initially equilibrating, in

effect dominating, the starting conditions using known concentrations of CO or H2/CO2,

thereby reducing the thermodynamic degrees of freedom to 0 and simply consider the

thermodynamic behavior of the C, B, Si, and O components as functions of the intensive

properties of the system. In a related, but more detailed, thermochemical analysis, Korb

[64] developed the chemistry and, by implication, the chemical role of B2O3 on the

properties of LEC grown GaAs and showed additional insights into the complexity of

defect-related phenomena in GaAs. The starting material for LEC growth was, as noted,

equilibrated initially during its period of formation so that it was possible to consider the

status of boron, oxygen, nitrogen, hydrogen, and carbon during crystal growth. Their

concentrations were effectively controlled by the chemical potentials of the carbon and

oxygen, which were determined by the initial water content of the B2O3, the nitrogen

fugacity, and the carbon as the controlled input of carbon (as CO). By using a working

knowledge of the C and O concentrations/activities in the B2O3 and the melt, one can

establish a working model for controlling the C incorporation in the crystal during

growth. In modelling the growth of GaAs to provide a uniform crystal, Eichler et al. [65]

took into account the transport of C, which has a segregation coefficient of Cw2 through

the B2O3. They also needed to make use of a modified Scheil equation by considering the

diffusivity of C through the B2O3 in terms of its height and surface area. The use of the

empirical model was reported to be effective and became a reliable manufacturing

technology. The effectiveness of the LEC technology in this respect, together with its

comparison with VGF technology, has been reviewed by Jurisch et al. [27]. It is now

abundantly clear that to prepare closely specified properties of Cz III-Vs, it is essential to

take into account not only the environmental contents of the growth system and the

growth conditions but to understand and control the complex behavior of the crystal

defects involved during growth and subsequent treatment.

3.4 Summary
The growth of the III-Vs, but particularly GaAs and InP, by LEC-related growth

technologies continues to provide an important route to the preparation of a range of

material specifications for an ever-increasing device market. The demand for higher-

quality material has stimulated a vast increase in the number and range of funda-

mental scientific studies aimed at understanding the role of the property controlling
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factors involved in the growth of crystals and their subsequent preparation. The role of

point defects and their quantitative behavior is an essential requirement for our un-

derstanding, as is the total chemical environment involved in crystal growth. It is evident

that the chemical and physical role of B2O3 encapsulant plays a significant role in

determining the properties of the grown crystals. One result continues to be the devel-

opment of vapor-controlled Cz technologies both with and without the use of B2O3.

The importance of modelling for the total physical and chemical environment in

aiding the design and improvement of these crystal growth technologies will continue to

be a critical requirement for future development.

Whether by LEC or an alternative technology, the ability to grow high-quality single

crystal alloys would open up a major source of valuable materials for device

development.
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[61] Jurisch M, Börner F, Bünger Th, Eichler St, Flade T, Kretzer U, et al. J Cryst Growth 2005;275:283–91.

[62] Fischer L, Lambertb U, Nagelb G, Riifer H, Tomzig E. J Cryst Growth 1995;153:90–6.

[63] Oates WA, Wenzl H. J Cryst Growth 1998;191:303–12.
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4.1 Introduction
Oxide and fluoride crystals are useful in many practical applications, ranging from

smartphone components, semiconductor substrates, optical materials, and light

sources to scintillators and radiation detectors. Many growth methods are available to

produce these oxide and fluoride crystals. Techniques include Czochralski, Stepanov,

EFG, Bagdasarov, VHGF, Bridgman–Stockbarger, and Verneuil methods to name a few.

Among all of these techniques, Czochralski (CZ) promises high production efficiency

for highly oriented and sufficiently large crystals. The crystals grown by the CZ tech-

nique have promising characteristics that make them useful in their respective appli-

cations. Given the advantages of the CZ method, large and high quality oxide and

fluoride crystals such as sapphire (Al2O3), calcium fluoride (CaF2), colquirite (LiCaAlF6),

scheelite (LuLiF4), bismuth germinate, and silicates among others are produced. The

actual growth implementation has some modifications depending on the material and

on the technical challenges and desired output. For example, high frequency heaters

and resistance heaters are used for sapphire single crystals. On the other hand, the

double-crucible system and annealing are done for the growth of CaF2 crystals. Details

on these growth procedures as well as the material applications are discussed in this

chapter.

4.2 Sapphire Single Crystals
Sapphire (Al2O3) exists naturally as corundum. As a well-known gem, sapphire is either

colored blue or red. The red sapphire has some impurities and is commonly known as

ruby. An artificial sapphire with 2040 �C melting point can be grown by the Verneuil

method using oxyhydrogen flame [1]. Sapphire is doped with titanium (Ti) as impurity,

and ruby is doped with chromium (Cr). By using high purity starting materials, a

colorless and transparent single crystal called “white sapphire,” now also referred to as

sapphire, can be grown. This sapphire has a high Mohs hardness of 9, next to diamond

among naturally existing materials. White sapphire has been used for applications such

as mechanical bearings, watch windows, and phonograph needles.

132 HANDBOOK OF CRYSTAL GROWTH



After the developments of ruby (Cr-doped Al2O3) lasers and Ti:sapphire tunable la-

sers, the CZ method has been implemented for the growth of high purity sapphire.

Sapphire has been used in various applications because of its thermal and chemical

stability around 2000 �C. Focusing on the insulation properties of sapphire, the semi-

conductor silicon on sapphire (SOS) devices have already been put to practical use in

smartphone electronic components. The raw materials of sapphire occur widely

throughout nature. Sapphire is also used for optical components because of mechanical

strength and of high transmittance in a broad spectral range from the ultraviolet (UV) to

infrared (IR) regions. These properties are suitable for smartphone panels. The chemical

and physical properties of sapphire are shown in Table 4.1.

Many growth methods for sapphire were reported for various applications. Stepanov

and EFG methods were used to make single crystal fibers, tubes, and rod-shaped sap-

phire [2,3]. Thick, broad-shaped sapphire was prepared by Bagdasarov and VHGF

techniques [4]. Kyropoulos and heat exchange methods were utilized to grow huge

sapphire crystals [4,5]. Molybdenum (Mo) or tungsten (W) crucible was being used in all

cases.

In recent years, sapphire served as substrate for gallium nitride (GaN) light-emitting

diodes (LED). GaN LEDs are widely used for illumination though the price optimization

and new markets for their used are still being explored. Figure 4.1 shows the applica-

tions, market trends, and predictions of the wafer sizes of sapphire. Mostly the c-plane

wafers are used for GaN LED substrates. Two-inch diameter wafers were mainly pro-

duced in 2008 by EFG, Kyropoulos, and CZ methods with the a-axis as the pulling di-

rection; two- to four-inch-diameter wafers were used as the standard in 2013. Looking

toward 2020, six- to eight-inch wafers are now being developed in response to the

expanding markets. In addition, new growth techniques such as VHGF, VB, heat ex-

change, and arc-energy methods are being developed [6,7]. The c-plane wafers are

Table 4.1 Properties of a Single Sapphire Crystal

Crystal System Hexagonal

Space group R3c
Crystal habit Massive and granular
Lattice parameters a ¼ 4.675

c ¼ 13.001
Melting point 2053 �C
Reference density 3.97 g/cm3

Thermal expansion 9.0 � 10�6 along c-axis
Thermal conductivity at 20 �C 42 W/m K
Mohs hardness 9
Index of refraction No ¼ 1.768

Ne ¼ 1.760
Cleavage None
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basically made by cutting the a-axis grown crystals with CZ or arc-energy methods for

LED substrate applications. The a-plane, m-plane, and r-plane substrates are also being

increasingly studied. The r-plane wafers are scaled up from six to eight inches in size for

semiconductor SOS device application. In the decade ahead, anticipated developments

of the CZ method include high quantity output of large size grown crystals and on-axis

growth for high frequency devices, power devices, and SAW device substrates.

4.2.1 Growth Apparatus

The demand for sapphire crystals of six to eight inches in diameter has gradually

increased. There have been few reports of the mass production by CZ method of crystals

with over 2000 �C melting point, and as yet there are no reports of the growth of crystals

of over four inches in diameter.

Sapphire crystals were grown by CZ method utilizing either a high frequency

(inductive) heater or a resistance heater. Figure 4.2 shows the schematic diagrams of the

FIGURE 4.1 Market trends and applications of sapphire substrates. After Ref. [83] with permission of the publisher.
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two types of CZ growth apparatuses. In a high frequency heater, sapphire is melted in an

iridium (Ir) or iridium–rhenium (Ir–Re) crucible. On the other hand, in a resistive heater,

the crystal is melted in a Mo, W, or Mo-W alloy with carbon (C) in argon (Ar) atmo-

sphere. Figure 4.3 contains the photographs of actual CZ growth setups.

4.2.2 Growth Technique

4.2.2.1 High Frequency Heater
Figure 4.2 illustrates the crystal growth with a high frequency heater in terms of the

furnace structure. For GaN LED substrate application, a c-plane grown crystal is used. As

compared to the a-axis direction, pulling along the c-axis causes subgrain and dis-

placements because of the high thermal gradient. For the currently available two- to

four-inch-diameter wafers, the a-axis is standard in EFG, Kyropoulus, and VHGF

FIGURE 4.2 Schematic diagrams of Czochralski growth apparatuses implementing (a) inductive heating and (b)
resistive heating.

(a)(a)(a) (b)(b)(b) (c)(c)(c)

FIGURE 4.3 Czochralski growth setups with high frequency (inductive) heating pullers for (a) 600 4 to 800 4 crystals
(courtesy of Nissin Gikenn) and (b) for 800 4 to 1000 4 crystals (courtesy of Daiichi Kiden) and with resistance
heating puller for (c) 600 4 to 800 4 crystals (courtesy of Nittetsu Sumikin Fine Tech).
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methods. The c-plane wafers are hewed out from the a-axis grown crystals. In most

cases, crystals by CZ method are grown parallel to the a-axis. The low concentration

gradient is required for a high quality crystal in any growth direction. The growth rate of

four-inch-diameter crystals pulled along the c-axis is about 1–2 mm per hour (mm/h).

The growth rate along the a-axis is five to ten times faster than the growth rate along the

c-axis. Figure 4.4 compares the growth of sapphire crystals along different pulling

directions.

A low thermal gradient decreases the defects such as cracks, thermal strain, sub-

grains, and displacement in CZ-grown sapphire crystals. Figure 4.5 presents some

crystals grown in larger crucibles. Using a larger crucible lowers the thermal gradient.

The grown crystal has curves and small bubbles because of supercooling effects.

Bubbles, discoloration, holes, and light scattering also exist in sapphire. These problems

can be solved by controlling the natural and forced convections in the crucible by

optimizing the growth temperature and rotation speed.

Figure 4.5 shows the photographs of sapphire crystals grown by high frequency

heating using Ir crucible. Large diameter crystals, from four to ten inches, are grown

along the a-axis, c-axis, and even r-axis. The CZ growth technique can utilize different

growth directions.

4.2.2.2 Resistance Heater
The CZ growth with a resistance heater is basically similar to that with a high frequency

heater as shown in Figure 4.2. The main difference between the two methods is the high

vacuum condition and Ar atmosphere requirement for the resistance heater because of

the use of carbon components and Mo or W crucible. In addition, the natural convection

and thermal gradient are low in CZ growth with resistance heating because the crucible

itself is not a heater. A major drawback of this technique is that the growing crystal gets

through the melting area. Figure 4.6 shows the sapphire crystals grown by resistance

heating.

FIGURE 4.4 Comparison of the Czochralski growth of sapphire crystals with c-, a-, and m-axis pulling.
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4.3 Calcium Fluoride Crystals
Calcium fluoride (CaF2) crystal is a natural fluoride having transparency over a wide

wavelength range. Being chemically and physically stable, it has been used in optical

equipment windows, lenses, and prisms. Highly crystalline and pure CaF2 single crystals

are particularly required for apparatuses using an excimer laser light source, for example,

a lithographic exposure apparatus using F2 and ArF excimer laser. High quality crystals

have been produced using various growth techniques such as CZ, vertical gradient

(a) (c)

(b)

FIGURE 4.5 Sapphire crystals grown by Czochralski method with high frequency (inductive) heating using large
crucibles with different pulling directions: (a) 400 4, 600 4, and 800 4 crystals along the c-axis; (b) 800 4 crystals along
the r-axis; and, (c) 1000 4 crystal along the a-axis and 400 4 crystal with 500 cm length along the c-axis. Courtesy of
Fukuda Crystal Lab Co., Ltd.

(a) (b)

FIGURE 4.6 Distinctive sapphire crystals grown by Czochralski method with resistance heating pullers: (a) grown
into crucible and (b) square-shaped shoulders. Courtesy of Fukuda Crystal Lab Co., Ltd.
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freezing (VGF), and Bridgman-Stockbarger (BS) methods [8]. Among these techniques,

the BS method was the first to successfully produce high quality CaF2 for industrial

applications.

There has been active development of F2 lithography since 2001 when we started

developing a CaF2 single crystal. Low cost and large CaF2 crystals were required as

optical materials for a F2 excimer laser because CaF2 is transparent up to 157 nm. The

mass production technology had not yet been established, and the supply shortage was a

concern [9]. Because the crystal system of CaF2 is cubic, the intrinsic birefringence is

almost negligible when CaF2 is used as a conventional optical component. In a F2
excimer laser stepper, the intrinsic birefringence is not negligible because the laser

operates at a very short wavelength (157 nm) [10]. To compensate for the intrinsic

birefringence of optics in a F2 excimer laser stepper, the combination technique of CaF2
lens with <100> plane orientation was then proposed [11].

In conventional techniques such as VGF and BS methods, the crystal growth is greatly

influenced by the dominant growth direction. Establishing a growth method for a large

lens block with <100> surface orientation is a problem. Since CZ method is capable of

producing orientation-controlled crystal in large quantities, the authors have developed

a manufacturing technology for a large single crystal of CaF2 by modifying this method.

4.3.1 Growth Technique

CaF2 shows a melting point of around 1420 �C, and it has high reactivity in a molten

state. For these reasons, only a high purity carbon can be used for the constructional

elements of a hot zone in a furnace. Since the solarization and transmittance are

significantly deteriorated by oxygen and water in the growth atmosphere, it is necessary

to pay careful attention to the moisture desorbed from the furnace wall and from the

leakage into the furnace. As previously mentioned, CaF2 single crystals are conven-

tionally produced using the VGF and BS methods. In these methods, the molten raw

material is filled in the crucible with a scavenger such as lead fluoride (PbF2) and slowly

crystallizes afterward. The permeability of the crucible is adjusted by changing the size

and number of vent holes on the crucible’s upper lid. Changing the crucible’s perme-

ability enables maintaining a vacuum state inside the furnace during crystal growth. This

is also very effective in preventing impurities from being incorporated into the crystal.

The VGF and BS methods can produce crystals as large as the crucible and, in principle,

can be considered as growth techniques for large size single crystals. However, since the

crystal grows in contact with the crucible, problems with crystallinity arise.

Polycrystalline samples are grown because of the formation of crystal nuclei in the

crucible wall and of the increased residual strain due to the difference in the expansion

rate of the crystal and the crucible material. By these methods, large crystals with a

desired orientation are difficult to produce.

CZ method is a typical production technology for large silicon single crystals for the

semiconductor industry. The control of crystal orientation is relatively easy because the
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state of the seeding process can be easily observed by eyesight and by weight mea-

surement. On the other hand, since the convection and temperature fluctuation of the

molten material become violent as the crucible size increases, the incorporation of voids

and the stabilization of growth at the interface are challenging problems. In addition, the

CZ furnace configuration is more complicated than other conventional methods because

the precise mechanisms of crystal pulling and rotation, of crucible raising and rotation,

etc. are necessary.

In the 1960s [12], a CaF2 single crystal with one-inch diameter was reported to be

grown by CZ method. In the following years, CaF2 grown by CZ method was rarely re-

ported until Fukuda et al. in the 1990s [13]. From their results, the authors started to

study the industrialization of large, high quality CaF2 single crystals by CZ method.

Figure 4.7 shows the entire manufacturing flow of a large CaF2 single crystal ingot using

CZ method. It takes about 4 days to produce a purified block raw material and 10 days to

grow a single crystal. These two processes are carried out by different furnaces from

viewpoints of throughput of the entire process.

4.3.2 Starting Materials

Crystals are used as optics for vacuum ultraviolet (VUV) applications, for example, a lens

material in semiconductor lithography. Since rare earth elements contain natural fluo-

rides causing an emission or absorption center, it is necessary to use high purity CaF2
produced by chemical synthesis. In producing high purity CaF2 raw material, the

method to react the high purity hydrogen fluoride (HF) and high purity calcium

FIGURE 4.7 Process flow for the purification of raw materials for CaF2 lens block crystal growth.
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carbonate (CaCO3) is generally used. A synthetic CaF2 is a white powder with several

micrometer particle sizes. The powder material has large specific area and easily absorbs

moisture, so it cannot be used as raw material for crystal growth. The powder material

also has low bulk density, so it cannot be set in large quantity in a crucible, leading to the

decrease of production efficiency. It is thus necessary to place purified block materials in

a crucible in order to efficiently grow a high quality crystal. Raw powder materials are

purified by mixing CaF2 with a few percent of fluorine agent such as a scavenger. As

described in the following chemical equations, the scavenger works to remove impurities

such as moisture and oxygen [14]:

CaOþ PbF2/CaF2 þ PbO (4.1)

H2Oþ PbF2/PbOþ 2HF[ (4.2)

2PbOþ C/Pb[þ CO2 (4.3)

The raw powder material is perfectly dried by keeping the furnace at high vacuum

pressure while increasing the temperature to 200–300 �C. This procedure is necessary

because CaF2 reacts with fractional moisture, thus forming stable oxides at 300 �C or

higher. The unwanted reaction leads to deterioration of the crystal quality such as

clouding. Carbon-related foreign materials also adhere to the surface of block-like ma-

terials after solidification. The foreign materials have to be removed by a diamond

grinder before setting into the crucible puller.

4.3.3 Growth Apparatus

Figure 4.8 shows a CZ apparatus used for the growth of large CaF2 single crystals. The CZ

apparatus is composed of a water-cooled chamber, a hot zone, resistive heaters, and a

pulling mechanism, among others. The basic configuration is similar to that of the

semiconductor silicon’s puller. A vacuum exhaust system is installed, and gas tightness is

ensured to maintain a high vacuum less than 10�4 Pa in the growth furnace. These are

necessary to make the hot zone and raw material dry prior to the melting process so that

CaF2 would not react to moisture at high temperatures. High performance vacuum

pumps, such as a cryosorption pump, are recommended to efficiently remove the

moisture in the furnace. The hot zone structure is designed considering the low

distortion of the crystal and the resulting optimal temperature gradient during growth by

computer simulation.

4.3.4 Technical Challenges

The growth of a large CaF2 crystal, like a 300-mm-diameter boule (Figure 4.8(C)), is faced

with various technical challenges as illustrated in Figure 4.9.

For lithography lens material applications, the optical absorption in the VUV region

induced by laser irradiation must be inhibited, and incorporation of oxygen impurities

must be prevented as much as possible [15]. The change in the VUV light transmittance
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with the introduction of oxygen or moisture to the CZ furnace is investigated. As

compared to oxygen, moisture has more impact on the deterioration of the trans-

mittance in the VUV region. The moisture contamination happens when the raw ma-

terial is contaminated, when carbon members are desorbed, and when there is leakage

from outside the furnace. A furnace with excellent airtightness, baking, and furnace

FIGURE 4.8 The (a) actual photograph and (b) schematic diagram of a Czochralski apparatus for (c) large (e.g.,
300-mm diameter) CaF2 single crystals.

FIGURE 4.9 Technical issues from the growth of large CaF2 crystals by Czochralski method.
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member management and with thorough water removal using a hydrofluoric agent

before melting the raw material is required in order to produce a high quality CaF2 single

crystal.

In addition, stress birefringence and refractive index homogeneity are important for

lithography lens material applications. The stress birefringence of the crystal can be

reduced by high temperature annealing. On the other hand, refractive index homoge-

neity is closely related to low angle grain boundaries, so it is hardly improved by post-

growth processes such as annealing.

The most troubling problem of the CZ growth of large CaF2 crystals is the formation

of light scattering centers (SCs) in the crystal. Most SCs are small octahedral negative

crystals that scatter irradiated light depending on the incidence angle. A scanning

electron micrograph and schematic diagram of a sample SC are shown in Figure 4.10.

4.3.5 Double-Crucible System

Complex flows are generated in the melt within the forced convection brought upon by

the rotation of the grown crystal and the natural convection from the melt’s temperature

gradient. These complex flows generate negative crystals inside the crystal. To reduce the

fluctuations of the temperature and melt flow, an original double crucible method was

developed. By utilizing this procedure, SCs and bubbles are significantly reduced. The

Grashof number is an index of intensity of the buoyancy in the convection. It is pro-

portional to the cube of the depth of the melt and can be expressed as:

Gr ¼ g $ b $DT $d3
�
V 2 (4.4)

where g is the acceleration due to gravity, b is the volume expansion coefficient, DT is the

temperature difference between the crystal and crucible, d is the depth of the melt, and v

is viscosity.

In growing a large crystal, a large crucible is often used to contain a lot of raw ma-

terials. Figure 4.11 shows the differences of the CZ growth of a large CaF2 crystal using

different types of crucibles. A crystal grown using a normal crucible filled with a lot of

molten material exhibits many SCs, while the crystal grown from shallow molten ma-

terial exhibits fewer SCs. The double crucible method can constantly keep the shallow

(a) (b)

FIGURE 4.10 The (a) SEM image and (b) schematic diagram of a scattering center (SC) in a Czochralski-grown CaF2
single crystal.
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depth of the melt. As a result, when the double crucible method is applied, the amount of

the SCs is substantially reduced. The SCs are further decreased when the double crucible

method implementing an inner crucible with V-type cross-section is used. It is also

possible to reduce the downward flow in the melt just below the double crucible, and the

supercooling and solidification at the bottom of the crucible can be inhibited. With these

possibilities, the stable crystal growth for an extended period of time and the production

of large-diameter, long body crystals can both be realized. The double crucible system is

advantageous in removing carbon matter suspended on the melt before the start of the

crystal growth. The double crucible system is also employed for the growth of large

halide scintillation crystals in both radial and axial directions [16].

Figure 4.12 shows the analytical results of the melt flow in the crucible calculated by

using commercially available software. Figure 4.12(A) shows the case of a single crucible

with inner diameter of 360 mm and filled with melt of 250 mm depth. Figure 4.12(B)

shows the case of a double crucible system with V-shaped inner crucible and with the

inner crucible filled with melt of 100 mm depth. The melt flow rate obviously becomes

slower for the double crucible system. The average flow rate is about one-tenth of the

conventional crucible system. The fluctuation of melt temperature is also much lower,

thus the double crucible method can provide a very stable environment for crystal

growth.

Figure 4.13 shows the optimization of the shape of the inner crucible and of the

arrangement of the holes. By optimizing the shape and the arrangement, the tempera-

ture fluctuation of the melt can be further suppressed. In the case depicted in

Figure 4.13(B), small holes are distributed all over the crucible, and the hole size and

placement are optimized by computer simulation to minimize the melt flow rate.

FIGURE 4.11 Effects of an inner crucible’s shape on the diminishing scattering centers (SCs) of a Czochralski-grown
CaF2 single crystal.

Chapter 4 • Czochralski Growth of Oxides and Fluorides 143



A schematic diagram of the growth process in a double crucible system for large CaF2
single crystals is shown in Figure 4.14. A similar illustration can also be found in Ref. [16]

with specific details on the technological hardware facilities. The crucible system is

composed of a movable outer crucible and a fixed inner crucible. The small holes at the

bottom of the inner crucible allow the exchange of molten material between the two

crucibles.

First, the outer crucible is filled with purified block material and a small amount of

fluorinating agent serving as a scavenger (Figure 4.14(A)). Since residues cause ab-

sorption peaks in the VUV region, the raw materials should be perfectly removed before

reaching the melting temperature of CaF2. Lead fluoride (PbF2) has long been used as a

scavenger for the growth of CaF2 crystals. Zinc fluoride (ZnF2) has a lower vapor pressure

at high temperatures compared to PbF2, so ZnF2 can serve as a better scavenger at higher

temperatures. Trace amounts of ZnF2 do not affect the optical properties of the grown

crystal. ZnF2 is then considered as a more suitable scavenger for the CZ method. For the

CZ method, unlike other techniques such as the BS method, the crucible has no lid that

prevents the evaporation of raw material. The crystal growth is thus performed in an

atmosphere of inert gas near the vapor pressure. After placing the raw material, the

temperature is raised slowly while keeping the vacuum atmosphere in the furnace to

(a) (b)

FIGURE 4.12 Melt surface flow in (a) conventional single crucible and in (b) inner crucible of the developed
double crucible system. The arrows indicate the flow direction and melt velocity.

(a) (b)

FIGURE 4.13 Optimization of the hole arrangement of an inner crucible with (a) several large holes around the
bottom of the crucible and (b) many small holes distributed all over the crucible. The arrows indicate the flow
direction and melt velocity.
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efficiently remove moisture adsorbed on the raw material itself, the carbon members,

and the furnace wall. High purity argon gas is introduced into the furnace at a tem-

perature just below the CaF2 melting point. The raw material is perfectly melted after

heating to over the melting temperature (Figure 4.14(B)). Once the temperature of the

molten material is stabilized, the outer crucible is lifted near the inner crucible. The

molten material enters through holes and fills the inner crucible. In most situations,

film-like carbon forms on the surface of the molten material. Although the cause is still

unclear, the carbon floats are attributed to fine powders from the surface of the graphite

crucible or to products of some chemical reactions. It is necessary to completely remove

the carbon floats because they will cause polycrystallization that will interfere with the

seeding process. Charging and discharging molten material are repeated several times to

remove carbon floats. Charging and discharging are done by raising the outer crucible

near the inner crucible (Figure 4.14(C)) and by lowering the outer crucible

(Figure 4.14(D)), respectively. Since the carbon floats tend to move to the periphery due

to the surface tension of the molten material, the carbon floats can be removed from the

inner crucible by repeating the charging and discharging procedures. A seed crystal is

dipped on the surface of the molten material (Figure 4.14(E)) and is then rotated and

pulled upward (Figure 4.14(F)). The seed crystal is connected to a load cell via a pulling

shaft, and the crystal’s weight is measured every minute during the growth process. The

weight data from the load cell are transferred to a computer system to control the crystal

diameter. The diameter of the growing crystal is calculated from the change in weight,

FIGURE 4.14 Czochralski growth process using double crucible system for large CaF2 single crystals: (a) setting and
baking raw materials; (b) melting; (c and d) cleaning melt surface; (e–g) growing a crystal; and (h) cooling down.
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and the computed value is fed back to the heater control system, thus attaining an

automated diameter control (Figures 4.14(G) and (H)). Moreover, the rate of lifting the

outer crucible is calculated from the consumption rate of the molten material and is

determined to keep a constant amount of molten material in the inner crucible. The

possibility of maintaining a stable temperature and convection during a growth process

leads to the possibility of producing large and high quality single crystals with fewer

voids and scattering centers. At the end of the procedure, the crystal is removed from the

melt and cooled slowly (Figure 4.14(H)). This prevents heat shock and strong strain on

the newly formed crystal. Requisite cooling time depends on the size of a crystal. As-

grown crystals with a diameter of 200 mm or more need at least 24 h to avoid cracks

when cooling and cutting.

4.3.6 Annealing Process

During growth or cooling, a large temperature distribution is created, and large thermal

strain can remain in the as-grown crystal. If the residual strain is very large, such as when

an ingot cracks when cutting, it is necessary to perform annealing. The residual strain

causes stress birefringence even if the residual strain is relatively small and does not

require the ingot to be annealed. The crystal cannot then be used for VUV light lithography

applications. Slip planes are commonly generated in as-grown crystals, and these planes

can be removed by annealing. Because CaF2 has a transition point at around 950 �C [17],

the residual strain and the slip plane can be reduced by annealing at 1000 �C or more.

A crystal with small stress birefringence (<0.5 nm/cm) can be used as a lens material

for VUV lithography. The as-grown crystal should be heated to a temperature (>1300 �C)
close to the melting point. Removing the residual strain in a large crystal with a diameter

exceeding 200 mm by annealing is more intricate. The cooling program should be

optimized, and the hot zone in an annealing furnace should be designed to avoid a

temperature distribution in the crystal during cooling. A technique to calculate the

relationship between the birefringence generated by the thermal annealing history of

CaF2 was developed and used to optimize the annealing conditions [17]. The birefrin-

gence distribution of CaF2 discs with a diameter of 300 mm is shown in Figure 4.15. The

upper and lower parts indicate the states before and after annealing, respectively. Before

annealing, various strong patterns of stress birefringence can be identified. After

annealing, stress birefringence has become very weak, and the requirements for a lith-

ographic lens material are satisfied. It takes about a month or more to complete this

annealing process.

4.4 Large Fluoride Crystals
Ultraviolet (UV) light sources are useful in many practical applications in medicine,

material processing, optical communications, and remote sensing [18]. Although exci-

mer and tunable color-centered lasers have been used as UV sources, their utilization
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has been limited due to low temperature operation and to material deterioration.

Fluoride-based LiCaF6 and LiLuF4 crystals have been investigated as efficient and

convenient solid-state UV laser media [19–22]. It is difficult however to obtain a high

energy output from cerium ion (Ce3þ)-doped crystals due to a limited crystal size. The

growth of these crystals has been known to be challenging. A fluorination process using

gases like HF [23] is usually performed to purify both the precursor materials and the

resulting crystals.

The growth of fluoride crystals as potential UV light sources is hereby presented. The

CZ method is used to grow large-size crystals to about 120 mm in diameter. The crystals’

optical properties and laser applications are also discussed. The CZ-grown large crystals

have high potential as optical materials not only in the UV range but also in the vacuum

ultraviolet (VUV) region.

4.4.1 Growth Technique

Fluorides such as LiCaAlF6 (LiCAF), LiSrAlF6 (LiSAF), LuLiF4 (LuLiF), KMgF3 (KMF), and

BaLiF3 (BLF) were prepared by the CZ growth method [24–28]. Stoichiometric and/or

excess amounts of high purity and commercially available fluoride compounds served as

the precursors. The powders were mixed and placed in a glassy carbon or platinum (Pt)

crucible. The growth chamber was equipped with an automatic diameter system and

with resistive heater and thermal insulators made from high purity graphite. Vacuum

thermal treatment was performed on the chamber prior to the actual growth. The

chamber was evacuated to about 10�2 to 10�5 Torr using rotary and diffusion pumps.

This procedure ensured elimination of water and oxygen from the chamber and pre-

cursor materials. Subsequent heating from room temperature to 550–850 �C for 12 h was

FIGURE 4.15 Stress birefringence distribution maps of a 300-mm diameter CaF2 crystal. Upper and lower pictures
indicate states before and after annealing, respectively.
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then performed. Argon (Ar) or carbon tetrafluoride (CF4) gas was slowly introduced to

the system. The mixture was then melted to the glass melting temperature. The growth

direction was controlled by an oriented seed crystal. The procedure was implemented

with 0.5–1.5 mm per hour pulling rate and 10 rpm rotation rate. The fluoride crystals

were grown without the use of hydrofluoride (HF) gases and without the hydro-

fluorination of raw materials. Table 4.2 summarizes the preparation parameters used for

the CZ growth of fluoride crystals.

4.4.2 As-Grown Crystals

Figure 4.16 shows the CZ-grown fluoride crystals. For the preparation of Ce-doped LiCAF

and LiSAF, high purity CeF3 and NaF were used with a concentration of 1 mol% [30].

Na3þ was co-doped with Ce3þ to maintain charge neutrality. For Ce-doped LuLiF, the

starting composition was enriched with 1 mol% LiF and mixed with 1 mol% Ce3þ [26].

The KMF precursor was also enriched with 4 mol% KF to compensate for the vapor-

ization of KF from the melt [27]. Since BLF melts incongruently, the starting material was

composed of 43% BaF2 and 57% LiF [28]. Previous samples exhibited white foreign

substances on their surfaces. The growth parameters have been optimized to avoid this

formation along with inclusions and cracks. Several modifications were also imple-

mented to enable reproducibility. As a result, cracks, bubbles, or inclusions have not

been observed. Large crystal boules have also been realized. Table 4.3 shows the sum-

mary of the dimensions of CZ grown fluoride crystals.

4.4.3 Transmission Properties

Fluoride crystals are ideal optical materials in the UV and VUV regions. They are also

nonhydroscopic and have better mechanical processing properties. The transmission

characteristics of 1-mm-thick LiCAF and LiSAF crystals were investigated using the

Ultraviolet Synchrotron Orbital Radiation (UVSOR) facility of the Institute for Molecular

Science (IMS) [31]. The Seya-Namioka monochromator with 1-m focal length and the

photo multiplier with 290 nm band-pass filters were used. The monochromator, crystal,

and photo multiplier were aligned inside a chamber evacuated to 10�9 Torr by an ion

pump. The monochromator set the excitation wavelength, while the photo multiplier

detected the transmitted signal from the sample. The beam flux incident to the sample

was approximately 1010 photons per second around 200-nm wavelength with 0.1-mm

slit width. The transmission edge was defined by the 1% transmission point on the

transmission spectra. A 1% transmission is dark enough to use a material not only for a

laser crystal but also for a practical window in the UV and VUV regions. Figure 4.17

shows the transmission spectra of the LiCAF and LiSAF. The transmission edges of LiCAF

and LiSAF are located at 112 and 116 nm, respectively [31]. A new excitation channel

around 112 nm is discovered for Ce:LiCAF crystal originating not from the cerium ions

but from absorption around the band gap of the host crystal. On the other hand,

transmission properties of KMF and BLF were analyzed by a VUV 5530
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Table 4.2 Preparation Parameters for Fluorides by the Czochralski Growth Technique

Fluoride
Crystal

Precursor
Powders

Vacuum Thermal Treatment

Background
Gas

Melting
Temperature
(�C)

Pulling
Rate
(mm/h)

Rotation
Rate
(rpm)

Seed
Crystal

Temperature
(�C)

Time
(h)

Pressure
(Torr)

LiCaAlF6 LiF
CaF2
AlF3

700 12 10�2 [24]
10�5 [25]

Ar [24]
CF4 [25]

825 [24]
820 [25]

1 10 Cr3þ:LiCAF

LiSrAlF6
[25]

LiF
SrF2
AlF3

700 12 10�5 CF4 820 1 10 Cr3þ:LiSAF

LuLiF4 [26] LiF
LuF2

700 12 10�4 CF4 N/A 1 15 LuLiF

KMgF3
[27]

KF
MgF2

850 12 10�5 CF4 1100 0.5–1.5 15 CaF2
KMgF3

BaLiF3 [28] BaF2
LiF

550 12 10�3 CF4 N/A 1 10 BaLiF3

C
h
a
p
ter

4
•
C
zo

c
h
ra
lsk

i
G
ro
w
th

o
f
O
xid

e
s
a
n
d
F
lu
o
rid

e
s

1
4
9



spectrophotometer at room temperature under vacuum. KMF wafers with <111>

orientation were cut and polished from grown crystals. A BLF wafer with <100>

orientation and 2-mm thickness was cut and polished from a BFL boule. The trans-

mission edges for KMF and BLF are determined to be at 115 nm and 123 nm, respectively

[27,28]. Table 4.3 also lists the transmission edges of each fluoride crystals. The samples

grown by the CZ technique have superior transmission properties and high potential as

optical materials in the UV and VUV regions.

4.4.4 Solid-state Lasers

Ce3þ-doped fluorides have been identified as efficient and convenient UV solid-state

laser media [32]. Since large fluoride crystals have been made available by the CZ

(a) (d)

(e)

(f)

(g)

(b)(b)(b)

(c)

FIGURE 4.16 As-grown fluorides by Czochralski method: (a) 12-cm diameter LiCAF boule with growth direction
along the axis (after Ref. [29] with permission of the publisher); as-grown 18-mm diameter Ce-doped (b) LiCAF
and (c) LiSAF single crystals pulled along the a-axis (after Ref. [25] with permission of the publisher); (d) undoped
and (e) Ce-doped LuLiF (after Ref. [26] with permission of the publisher); (f) 20-mm diameter KMgF3 single pulled
along the <111> direction (after Ref. [27] with permission of the publisher); and, (g) BaLiF3 single crystal pulled
along the <100> orientation. After Ref. [28] with permission of the publisher.

Table 4.3 Dimensions and Transmission Edges of Fluorides
Prepared by the Czochralski Growth Technique

Fluoride Diameter (mm) Length (mm) Transmission Edge (nm)

LiCaAlF6 120 [29] 100 [29] 112 [25]
LiSrAlF6 [25] 18 60 116
LuLiF4 [26] 18 50 N/A
KMgF3 [27] 20 90 115
BaLiF3 [28] 20 80 123
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growth method, it is then possible to obtain high energy output from a Ce:LiCAF and

Ce:LuLiF laser. High power pulses were generated from a Ce:LiCAF laser quasicoaxially

pumped by two Nd:YAG lasers [33]. The fourth harmonics of two simultaneously

Q-switched Nd:YAG lasers were used as the pumping sources. Three beams were focused

on the Ce:LiCAF crystal using a 40-cm focal length lens. The beams were incident to the

crystal’s surface with approximately 6-mm spot size. The Ce:LiCAF crystal with 15-mm

aperture and 10-mm length doped by 1.2 mol% Ce3þ was placed between a flat high

reflector and a flat output coupler. The reflector and the coupler with 30% reflection

were separated by 4 cm and were used to establish a laser resonator. With 85% of the

total 230-mJ pumping energy being absorbed, the Ce:LiCAF laser produced 60-mJ pulses

with 10-Hz repetition rate and 289-nm wavelength. This output power is twice as high as

what we have previously demonstrated [34]. No significant power decrease was observed

due to thermal effects for the 10-Hz operation compared to that of 1-Hz operation.

LiCAF’s negative change of refractive index with temperature [35] contributing to the

thermal lens tends to cancel the positive effects of thermal expansion. Thermal lensing

tends to be very low in LiCAF crystals. Moreover, a 27-mJ pulse was generated from a

Ce:LuLiF oscillator pumped transversely by a KrF excimer laser [36]. The 10-mm

Ce:LuLiF crystal was obtained by cutting an as-grown boule in the middle along its

axis and by cutting the side window and end surfaces. The side window and end surfaces

were not coated with dielectric materials. The laser resonator was established by using a

flat high reflector and a flat output coupler. The laser cavity has a length of 6 cm. A

randomly polarized KrF excimer laser operating at 248-nm wavelength and 1-Hz fre-

quency served as the pump laser. The laser pulses were softly focused on the side

window of the Ce:LuLiF crystal using a 50-cm focal length spherical lens under a normal

incidence side pumping condition. The crystal absorbed almost all of the pumping pulse

energy with 230 mJ maximum. The maximum output pulse reached 27 mJ with the

FIGURE 4.17 Transmission characteristics of LiCAF and LiSAF at room temperature. After Ref. [31] with permission
of the publisher.
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230-mJ pumping pulse energy and corresponding 0.6 J/cm2 pumping fluence. The

highest output energy was obtained with the coupler with 45% transmission. The free-

running Ce:LuLiF laser operated with 309-nm wavelength.

4.4.5 Chirped-pulse Amplification

We have also successfully demonstrated chirped-pulse amplification in the UV region

using a broadband Ce:LiCAF laser medium [37]. Figure 4.18 illustrates the schematic

diagram of the experimental setup. The femtosecond seed pulses with 290-nm

wavelength and 1-kHz repetition rate from the third harmonics of a Ti:sapphire

laser. The seed pulse has a duration of 210 fs and a spectrum bandwidth of 1.0 nm.

Seed pulses without any dispersion compensation were guided to an eight-pass

quartz-prism pulse stretcher with reflective optics. This expanded the pulse dura-

tion to 2.6 ps and avoided spatial chirping and aberration. Stretched seed pulses of

2.6-ps pulse duration, 290-nm wavelength, and 33-mJ energy were guided to a

modified bow-tie-style four-pass Ce:LiCAF amplifier after being selected by a me-

chanical shutter [38]. The 100 mJ, 266 nm, 10 Hz, 10 ns pump pulses from a syn-

chronously operated Q-switched Nd:YAG laser were softly focused with a 70-cm focal

length lens. The diameter of the seed beam was approximately 1.5 mm for the first

and second passes and was expanded to 3 mm for the third and fourth passes to avoid

deep gain quenching and possible damage to the amplifier optics. The maximum

output energy was 6 mJ with a net gain of 180 for the 33-mJ input pulse. The corre-

sponding fluence was approximately 90 mJ/cm2, which was near the saturation flu-

ence of the Ce:LiCAF crystal. The amplified spontaneous emission was below the 20 mJ

detection limit when no seed pulse was input into the amplifier. The energy-

extraction efficiency for the absorbed pump power reached 7.3%. The total gain

factor was 370 for the transmission pulse when the output energy was 4.5 mJ. After

dispersion compensation, the output pulses are compressed to 115 fs.

4.5 Scintillator Crystals
Since its discovery by Hofstadter in 1948, NaI:Tl scintillators have been widely used as

detectors for radiation [39,40]. With the development and market penetration of medical

equipment such as X-ray computed tomography (X-ray CT) in 1973 [41] and positron

emission tomography (PET) in 1975 [42], dense scintillator oxide crystals have been

developed as alternatives to NaI:Tl. These include bismuth germinate (Bi4Ge3O12 or

BGO), cadmium tungstate (CdWO4 or CWO), lead tungstate (PbWO4 or PWO), cerium-

doped gadolinium silicate (Gd2SiO5:Ce or GSO), and cerium-doped lutetium

silicate (Lu2SiO5:Ce or LSO). These scintillators have good radiation sensitivity because

of their density and their constituent elements with high atomic numbers. They are

used in nuclear and high energy physics research as well as detectors for the above-

mentioned medical equipment to downsize the radiation detector, resulting in better

image quality.
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A scintillator crystal must produce luminescence from an incident radiation and serve

as a guide to transfer the scintillation light efficiently to a detector such as a photo-

multiplier tube (PMT) or photodiode. To be able to do so, many scintillators are made

from high purity single crystals with great performance because of few defects and fewer

grain boundaries to avoid light scattering.
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FIGURE 4.18 Experimental setup of the Ce:LiCAF CPA laser system with SQ as synthetic quartz. After Ref. [37] with
permission of the publisher.
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This section reviews crystal growth technology and the scintillation characteristics of

germinates such as BGO, tungstates such as CWO and PWO, and rare earth silicates such

as GSO and LSO. These crystals have distinguishing features and are applied to radiation

detectors especially for medical equipment and high energy physics. The scintillators are

grown by the Czochralski method with a large diameter for practical use. Triggered by

the rapid expansion of the PET market and by the plans of large accelerator experiments

in 1990s, new single crystal scintillators are being developed aggressively [43–45]. Table

4.4 shows the properties of typical scintillators grown by Czochralski method compare to

a standard scintillator, NaI:Tl. These scintillators are currently used as radiation de-

tectors because of their density and large absorption coefficients. For reviews of crystal

growth for other new inorganic scintillators, see Refs [45–47].

4.5.1 Bismuth Germinate

Bismuth germinate or BGO (Bi4Ge3O12) has the best sensitivity for gamma (g) rays with

511 keV for PET because it is composed of elements with high atomic numbers. The BGO

scintillator was discovered by Weber in 1973 [48]. Scintillation in BGO crystal originates

from the s-p transition in the Bi atom. Nestor and Huang revealed that BGO was the

most promising scintillator for high energy g-ray detectors because of its high absorption

coefficient, Z, and density [49]. BGO was initially used for X-ray detectors in X-ray CTs.

Since PET became available, BGO has been used for PET g-ray detectors [50].

A BGO single crystal was first grown by Nitsche to study its electro-optic effects [51].

After that, the BGO was grown by CZ method as host laser material [49,52].

Bridgman–Stockbarger and heat exchange methods were also implemented to grow BGO

Table 4.4 Comparison in Properties of Typical Scintillators

Scintillators NaI:Tl BGO CWO PWO GSO LSO LGSO LYSO

Density (g/cm3) 3.67 7.13 7.90 8.28 6.71 7.4 7.2 6.0
Decay time (ns) Fast 230 300 5000 w3 30–60 41 40–44 40–44

Slow <40 600
Light output (relative) Fast 100 7–10 30 0.26 18 40–75 w80 w80

Slow 0.04 2
Emission lem (nm) Fast 415 480 480 440 430 420 420 420

Slow 430
Refractive index at lem 1.85 2.15 2.25 2.2 1.85 1.82 1.82 1.82
Rad. hardness (gray) 103 102�3 104 >105 >106 >105 – >104

Effective atomic number 51 74 64 73 59 66 64 64
Radiation length (cm) 2.59 1.12 1.10 0.89 1.38 1.14 1.16 1.16
Hygroscopicity Yes No No No No No No No
Radioactivity No No No No No Yes Yes Yes
Melting point (�C) 651 1050 1272 1123 1950 2150 2100 2100
Growth method BR CZ,BR CZ,BR CZ,BR CZ CZ CZ CZ
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scintillators [51,53]. The stoichiometric composition of BGO with 1044 �C melting point

is a congruent composition that produces luminescence at room temperature. The

crystal structure of BGO is cubic with 43m space group. BGO has thermal expansion of

5 � 10�6/�C and Mohs hardness of 5. BGO is chemically stable in any solvent including

water but is soluble in acid. Figure 4.19 shows the typical CZ growth principle where a

platinum (Pt) crucible is conduction heated by radio frequency and heat insulated by

alumina-based refractories for BGO.

For the growth of BGO with good scintillation performance, raw materials of Bi2O3

and GeO2 with 99.999 (5N) to 99.9999% (6N) purity must be used. Decomposition by

vaporization of raw materials from the melt during the growth due to overheating or

insufficient oxygen in the atmosphere must be prevented. Figure 4.20 shows the

measured distribution of scintillation performance of light output as a function of lon-

gitudinal position in an ingot and as a function of the number of times of repeating

FIGURE 4.19 Typical Czochralski growth principle for BGO.

FIGURE 4.20 Effects of multipurification on light output of BGO. After Ref. [54] with permission of the publisher.
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crystallization. The growth parameter I, II, III denotes the number of repeated crystal-

lization [54]. Two sharp drop-offs in the light output of growth parameter I are caused by

voids.

Figure 4.21(A) shows a single crystal of BGO with a diameter of 7.5 cm and a length of

25 cm grown by CZ method. Voids usually form easily during crystal growth.

Figure 4.21(B) and (C) are the typical macroscopic and microscopic appearances of voids

in BGO, respectively [43]. Voids appear from a shrinkage hole caused by dendrite growth

particular to a BGO melt having large supercooling and high viscosity. These voids are

located in the center and bottom of the crystal because of large supercooling during

crystal growth in these areas.

During the shoulder growth of BGO, typical flow patterns of CZ growth (Figure 4.22)

can be observed. Natural convection (Figure 4.22(A)) can be seen in the flow pattern at

the initial stages of the growth. After a certain period and reaching a certain diameter,

forced convection can be identified as seen in Figure 4.22(B) and (C). The flow pattern

with forced convection seems to start to melt back at the solid–liquid interface of the

BGO crystal in the melt, which commonly occurs in some CZ-grown crystals.

A low-thermal-gradient CZ technique (LTG CZ) has been adapted for BGO growth by

Gusev et al. [55]. In this method, thermal conditions of the growth are selected to provide

(a) (b)

(c)

FIGURE 4.21 (a) Three-inch diameter BGO crystal grown by CZ method and the (b) macroscopic and (c) micro-
scopic appearance of typical voids in the crystal. After Ref. [43] with permission of the publisher.

(a) (b) (c)

FIGURE 4.22 Flow patterns during the CZ growth of BGO: (a) before melt; (b) start of melt; and, (c) after melt.
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a complete faceting of the crystallization front. LTG CZ allows the growth of BGO crystals

up to 130 mm in diameter and up to 400 mm in length [56].

4.5.2 Cadmium Tungstate

Cadmium tungstate or CWO (CdWO4) is one of the good candidates for X-ray detectors

because of its density and large light output. It is not used for g-ray detectors of PET due

to a long decay time. Kroger did the first systematic study on the luminescence char-

acteristics of various tungstate powders in 1948 [57]. Magnesium (Mg), calcium (Ca), and

zinc (Zn) tungstates also show good scintillation characteristics at room temperature.

Single crystals of CaWO4 and CWO were grown in 1950 by Gillette [58] employing the

Verneuil method and were evaluated as g-ray detectors. CWO was first used as X-ray

fluorescent intensifying screens and then as detectors for X-ray CT [59]. The detector

application has led to serious work on the development of CWO single crystals [57,58].

Studies were also made on ZnWO4 for the same purpose [60,61].

Robertson et al. reported the crystal growth of CWO by CZ method [62]. CWO has a

melting point of 1272 �C. Besides the minimization of impurities, control of the

composition of CdO/WO3 is important in growing high quality single crystals. CdO and

WO3 powders with impurities less than 10 ppm are used as raw materials. The precursors

are mixed and pretreated at 1000 �C for 12 h. CWO crystal has monoclinic structure of

the wolframite type, which can be considered as a distortion of the scheelite structure

spatial symmetry group P2, P2/c [63].

CWO single crystals are grown from the melt contained inside a Pt crucible. If the

melt has an excess of WO3, the grown crystals are colored green. On the contrary, if the

melt has 5 mol% excess of CdO, the grown crystals are colored light yellow, especially at

the top of the boule. When the melt composition has a remarkable excess of CdO over

the stoichiometric condition, precipitates similar to brown CdO can be observed in the

grown crystals. A CWO crystal grown from a stoichiometric composition has yellow-

green precipitates at the bottom of the boule [43].

Figure 4.23 shows a CZ-grown CWO single crystal having a diameter of 75 mm and a

length of 300 mm. Since CWO tends to have a faceted growth, the ingots may have an

FIGURE 4.23 CWO crystal grown by CZ method.
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elliptical cross-section or may become polycrystalline. Furthermore, CWO crystals tend

to crack easily. The cracks are mainly caused by large anisotropy in the thermal

expansion coefficient. Cracks may also be due to the existence of cleavage in (100) plane,

and to avoid such cleavage, the recommended growth axis of the crystal boule must be

parallel with (100).

Optimizing the starting melt composition is important to eliminate the composition

variation due to CdO vaporization and the occurrence of macroscopic defects such as

precipitates. Figure 4.24 shows the dependence of the light output and the optical

transmission on the longitudinal position of boules grown from the starting melt with

stoichiometric compositions and with 3 mol%, 5 mol%, and 7 mol% excess of CdO. In

most cases, both light output and transmission are high at the top of boule and slightly

decrease toward the bottom. The almost flat distribution of light output versus position

is consistent with that of the optical transmission at 540 nm, the peak of the emission

wavelength for X-ray excitation. The heat insulation improvement of the growth station

including the crucibles and the avoidance of overheating in melting are also important to

eliminate vaporization [43].

4.5.3 Lead Tungstate

Lead tungstate or PWO (PbWO4) has high density, nonhygroscopicity, low radiation

length, high efficiency in detecting ionizing radiation, fast response, and sufficient ra-

diation hardness. These properties have attracted much interest in PWO as an electro-

magnetic calorimeter scintillator. PWO was proposed as a promising scintillator for high

energy physics by Derenzo after observing scintillation from many kinds of powdered

oxides, fluorides, and chlorides containing lead (Pb), hafnium (Hf), ytterbium (Yb),

cadmium (Cd), and tungsten (W) metals [64]. In 1992, at Crystal 2000, the first

FIGURE 4.24 Distribution of (a) light output and (b) optical transmission in CWO grown from various melt
compositions. After Ref. [43] with permission of the publisher.
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international conference on inorganic scintillators in Chamonix, France, the PWO crystal

raised attention for the first time for its potential use in high energy physics calorimetry

[44]. After improvements in its crystal growth technology and scintillation performance,

PWO was employed as electromagnetic calorimeters for the Large Hadron Collider

(LHC) built by the European Organization for Nuclear Research (CERN) [62], which

recently contributed to the investigation of the Higgs boson.

PWO occurs in nature as tetragonal scheelite type as well as monoclinic respite.

Synthetic PWO crystal, however, grown from a melt is scheelite only. It belongs to the

I41/a space group and has a melting point of 1123 �C. PWO crystals can be grown by the

CZ and Bridgman methods using standard equipment. By the CZ method, PWO is grown

from the stoichiometric mixture of raw materials in a Pt crucible. Crystal ingots are

annealed in atmosphere inside nongradient ovens to minimize radial and axial stress of

ingots before mechanical treatment.

The first results on the optical transmission and radiation damages for CZ-grown

PWO crystals were obtained by Kobayashi et al. and Nagornaya et al. in 1992 [65,66].

Significant improvement in the transmittance of PWO by trivalent ion doping, with

lanthanum (La3þ) for example, was obtained [67]. The transmittance of PWO doped with

more than 85 ppm La improved in the near absorption range. The trivalent ion doping

also affects the scintillation decay of PWO as shown in Figure 4.25 [65]. Here, the radi-

ation damage mir is expressed as

mir ¼ ð1=dÞInðT0=T Þ (4.5)

FIGURE 4.25 Radiation damages of trivalent ion-doped PWO. After Ref. [68] with permission of the publisher.
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A CMS collaborative project began in 1994 for the search of the high energy particle

by LHC of CERN. Lecoq reports the development of the PWO crystal and its application

for EM calorimeter [66]. The crystals made by Bogorodisk Techno-Chemical Plant were

used for the CMS experiment. The 80,000 crystals weigh 90 tons and have a 23-cm

length, 2.5 � 2.5-cm2 cross-sectional area, and 11-m3 volume. From 1998 to 2007,

61,000 and 2000 PWO crystals were being produced by the CZ and Bridgman methods,

respectively, for the CMS electromagnetic calorimeter. Figure 4.26 shows CZ-grown PWO

ingots and two CMS barrel crystals.

4.5.4 Gadolinium Silicate

Gadolinium silicate or GSO (Gd2SiO5) is denser than NaI:Tl, faster, and emits more light

than BGO, hard for radiation damage, not hygroscopic, and nonradioactive. Among all

scintillator crystals, GSO has a good balance of every scintillator property. GSO was

discovered by Takagi and Fukazawa in 1983 [70]. It was initially used to detect oil well

loggings due to its good performance in high temperature [68]. It was then employed for

PET detectors because of its good energy resolution [69].

GSO is the only congruent material among the three compounds in a Gd2O3–SiO2

pseudobinary system. For this reason, a single crystal GSO can be grown by the standard

CZ method. The starting materials include Gd2O3, SiO2, and CeO2 with purity of 99.99%

or more. The iridium (Ir) crucible is induction heated to melt the starting materials at a

controlled temperature of about 1950 �C in a nitrogen or oxygen-containing atmosphere

[70]. The crystal is pulled slowly upward at a rate of 1–3 mm/h with a seed rotation rate

of 30–50 per minute. After the growth, the crystal boule is cut off from the melt and

gradually cooled. However, it has been difficult to grow even a small crack-free single

crystal GSO.

Figure 4.27(A) and (B) shows typical cracks in single crystal GSO. In a GSO crystal

boule, we typically observe cracks on the (100) cleavage plane (Figure 4.27(A)) and on the

FIGURE 4.26 Ingots of PWO crystal with
65-mm diameter and two CMS barrel
crystals cut per ingot. After Ref. [69] with
permission of the publisher.
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noncleavage plane close to (010) (Figure 4.27(B)) [73]. These cracks are related to an

anisotropic crystal structure of GSO. GSO has a monoclinic symmetry with P21/c space

group and has a (100) cleavage plane as shown in Figure 4.28(A) [74]. Figure 4.28(B)

shows the thermal expansion coefficients of GSO along different crystallographic planes

[74]. The coefficient of thermal expansion changes greatly with direction. The coefficient

of the [010] axis is two or three times as large as that along the other axes. These

anisotropic properties of the thermal expansion and cleavage are assumed to be the

main reasons for the existence of cracks.

In clearly identifying the causes of the cracks, we measured the fracture strength and

anisotropic elastic constants and calculated the thermal stress distribution in the boule

during growth. The analyses led to the conclusion that possible causes for cracking are

the stresses induced during the process:

1. Thermal stresses generated in the processes of “cutting off” and “cooling down”;

2. Stress due to the anisotropic thermal expansion in accidentally formed polycrystal;

and,

3. Residual stress due to defects in crystal boule created during crystal growth.

(a) (b) FIGURE 4.27 Typical (a) cleavage
and (b) noncleavage cracks in
single crystal GSOs. After Ref. [71]
with permission of the publisher.
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FIGURE 4.28 (a) Unit cell crystal structure and (b) thermal expansion coefficients of GSO. After Ref. [72] with
permission of the publisher.
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To eliminate causes (1) and (2), we reduced the temperature gradient in the growth

furnace. As a result, the natural convection of the melt decreased, which suppressed the

accidental polycrystalline formation. In realizing the temperature gradient reduction

during the crystal growth and cooling process, we used numerical simulation to design

the growth chamber with optimal thermal condition to obtain large GSO single crystals

without cracks. The calculated temperature distribution in the furnace is shown in

Figure 4.29. The optimal cooling condition, which can prevent cracks, was also calcu-

lated from the simulation results [74].

Growth conditions such as pulling rate, rotation rate, and gas atmosphere in the

furnace were optimized for getting defect-free large GSO crystals with uniform scintil-

lation performance. By applying the above techniques, we could enlarge the GSO crystal

without cracks. We are finally able to grow large GSO single crystals with 105-mm

diameter and 290-mm length weighing 19.5 kg as shown in Figure 4.30. The volume of

the GSO crystal corresponded to about 80% of melted raw material in the crucible.

Ce concentrations of GSO boule with 0.5 mol% Ce, 0.95 mol% Ce, and 1.5 mol% Ce

were measured by means of inductively coupled plasma (ICP) atomic emission spec-

troscopy [71]. The solidification fraction (g) and Ce concentrations were fitted to the

Scheil equation:

CS=C0 ¼ kð1� gÞk�1
(4.6)

where CS is the Ce concentration at g in the crystal, C0 is the Ce concentration in the

initial melt, and k is the effective distribution coefficient of Ce in GSO, and was deter-

mined by the curve fitting. The k value decreased with the increasing of Ce

Measured
position

Temperature
(K)

Extreme
temperature change

0.205E+04
0.183E+04
0.161E+04
0.139E+04
0.118E+04
0.955E+03
0.736E+03
0.816E+03

Insulation
RF coil
Crucible

FIGURE 4.29 Numeral simulation results for the temperature distribution inside the GSO growth furnace. After
Ref. [75] with permission of the publisher.
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concentration, resulting in the concentration variation in the crystal. The variation,

however, is small enough to give a good longitudinal uniformity in scintillation

performance.

4.5.5 Lutetium and Other Silicates

Cerium-doped lutetium silicate has a 75% light output compared to NaI:Tl, a decay time

of 42 ns, and a density of 7.4 g/cm3. LSO was discovered by Melcher and Schweitzer in

1992 [76]. Due to its good timing resolution for coincidence, LSO is used for PET de-

tectors, especially in time of flight (TOF) PET [75,77]. The only limitation for LSO is the

background signal originating from the admixture of the radioactive 176Lu isotope with a

2.6% natural abundance [76]. Modified LSO crystals such as LGSO (Lu2�xGdxSiO5:Ce)

and LYSO (Lu2�xYxGdxSiO5:Ce) are also applied to TOF-PET due to good timing reso-

lution with fast decay and high light output [78,79]. These Lu-based crystals are also

grown by Czochralski method [80,81]. The background noise from 176Lu in these specific

scintillators may not be a problem in PET application because of the coincidence

detection for g-ray in PET detectors.

LSO has a monoclinic structure with space group C2/c like other rare earth silicates

such as GSO. LSO has a melting point of around 2100 �C. Since Ce-doped LSO has a

significant good scintillation performance [72], it is used for detectors in PET, especially

in TOF-PET.

LSO-like crystals such as LGSO and LYSO have almost the same melting point of

around 2100 �C and can be grown by the typical CZ method [80,81]. Figure 4.31 shows an

LGSO single crystal with 90-mm diameter and 300-mm length for PET application.

4.5.6 Scintillator Applications

4.5.6.1 X-ray Computer Tomography
When X-ray computer tomography (CT) was developed by Hounsfield et al. in 1972 [41],

NaI:Tl was used in the detector. BGO [43] and CsI:Tl coupled to PMT were then used in

order to remove the image quality deterioration caused by afterglow. To achieve better

spatial resolution and higher speed, a multichannel detector array composed of CWO

FIGURE 4.30 Large GSO single crystal with
105-mm diameter and 290-mm length.
After Ref. [75] with permission of the
publisher.
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and PD was implemented in the detectors [42]. Ceramics scintillators, such as europium

(Eu)- and praseodymium (Pr)-doped yttrium oxide (Y2O3) and gadolinium oxide (Gd2O3)

and Pr- and Ce-doped gadolinium oxysulfide (Gd2O2S), are mainly used as detectors for

recent X-ray CTs [55].

4.5.6.2 Positron Emission Tomography
PET, which can detect a small cancer tumor a few millimeters (mm) in size, is a diag-

nostic imaging technique different from X-ray CT and magnetic resonance imaging

(MRI). A medical reagent labeled with positron-emitting tracer such as 11C, 13N, 15O, and
18F are injected into the patient. The reagent collects at the cancer tumor while emitting

positrons. The positron will then combine with an electron from the surroundings and

convert to two g-rays flying off at 180� from each other. In the PET equipment, the

human body is located in the middle of a cylindrical array of g-ray detectors. We can

assume that the tracer is collinear with the centers of the two g-ray detectors in coin-

cidence. The lines of response connecting the coincidence detectors are used in the

image reconstruction. Scintillator crystals are used as radiation detectors in PET.

The original PET with NaI:Tl detectors was used in nuclear medicine, for example, by

Ter-Pogossian et al., in 1975 [42]. Upon the availability of dense BGO in late 1970s, more

advanced PET used BGO crystals [50]. PET technology made rapid progress when PET

diagnosis was covered by insurance plans in the 1990s, especially in the United States.

High performance PET demands high performance scintillation detectors. A large

scintillation light output and short decay time are desired to improve the PET imaging

resolution. Dense and fast scintillators are also prerequisites for increased sensitivity. A

usual PET is loaded with several tens of thousands of detector pieces, which must be

mass produced with uniform and stable performance.

4.5.6.3 High Energy Physics
NaI:Tl has been used for a long time in nuclear physics experiments. NaI:Tl single

crystals were used with sizes up to 50 cm in both diameter and depth, and then in crystal.

NaI:Tl and BGO have been used as active shielding materials in Compton-suppressed

FIGURE 4.31 Large LGSO single crystal with 90-mm diameter and 300-mm length.
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spectrometers that use Ge semiconductor detectors in in-beam g-ray spectroscopy.

Recent information linked to the discovery of the Higgs particle by CERN announced

that a CMS detector equipped with around 80,000 PWO scintillators contributed to said

discovery [62].

4.5.6.4 Other Applications
Applications for PET include environment monitors for radiation, X-ray baggage de-

tectors, nondestructive X-ray inspection machines for industrial goods, oil well logging,

survey meters, radiation detectors for oil exploration, and neutron detectors, etc.

implement many kinds of scintillators.

4.6 Summary and Outlook
Large and high quality oxide and fluoride crystals have been produced by the CZ growth

method. The availability of these crystals offers many practical applications not only in

the semiconductor and optoelectronics industries but also in medicine and other

research fields. For example, sapphire is used as a substrate, CaF2 as an optical material,

large fluorides as UV and VUV light sources, and germinates, tungstates, and silicates, as

scintillators and detectors. The development of large crystal technology and high purity

material synthesis such as the CZ method makes it possible to improve oxide and

fluoride crystal production. Challenges, though, are still present in this specific growth

method. Efforts to increase the quantity output, to reduce the thermal stress, to maintain

sample homogeneity, and to remove scattering centers and voids are being studied.

Additional investigations on high purity growth mechanisms and on high temperature

material physics are also anticipated. With the demand of these oxides and fluorides,

similar materials are also expected to be grown using the CZ technique. Possible laser

and magnetic refrigeration materials such as garnets can be further studied. VUV fluo-

rescent materials such as potassium magnesium fluoride (KMgF3) and barium lithium

fluoride (BaLiF3) are also currently under investigation. Recently developed fast and

large light output Ce-doped chloride and bromide scintillators can possibly be grown by

CZ method like Ce-doped garnets [82]. CZ crystal growth technology, which is not only

limited to oxides and fluorides, is expected to advance in the coming years.
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5.1 Laser Crystals Grown by the Czochralski Method
5.1.1 Introduction

Since the first report of the successful construction of a Cr:ruby crystal laser in 1960 [1],

lasers have undergone extensive development for over half a century. Laser materials are

the basis of the creation of many different kinds of modern lasers. Among these, laser

crystals are an important factor in the manufacture of highly efficient, all-solid-state

lasers that are widely used in different fields, especially in high-tech industries and,

more recently, in modern daily life. Investigation into detailed laser technology and

suitable gain materials is crucial for fostering the development and application of lasers.

Currently, continuous-wave (cw), Q switching, and mode locking are well-developed

laser technologies for the generation of cw, short, and ultrashort pulsed lasers, respec-

tively. In gain materials, gas, liquid, and solid materials have been widely investigated,

aiming at different applications, and crystals with a complete lattice play the most

important role. Laser crystals are mainly composed of a host material with the addition

of active ions. The laser action arises from the stimulated emission by the active ions,

and their emission properties are mainly determined by the electronic structure and

partly modulated by the crystalline field of the host material [2].

Until now, sapphire (Al2O3), YAG, and vanadate-based crystals [3] have been the most

prominent hosts, because they have superior chemical and physical properties,

including a suitable crystalline field for active ions and thermal mechanisms. The

Nd:YAG crystal has been widely developed and fully commercialized. For Al2O3-based

crystals, titanium–sapphire (Ti:sapphire) can be used as the tunable laser medium.

Lasers based on Ti:sapphire were first constructed in 1982 [4]. A Ti:sapphire laser can

usually be operated most efficiently at wavelengths near 800 nm while being pumped by

another laser with a wavelength of 514–532 nm. The laser is tunable from 650 to 1100 nm

and can generate ultrashort pulses. The growth and the properties of Ti:sapphire crystals

have been widely studied and summarized [5]. Benefiting from the development of laser

diodes at the end of the 20th century [3,6], vanadate-based crystals have come to

represent an important series of gain materials. Nd:YVO4 is the most prevalent and has

been commercialized to produce low- and even moderate-power lasers at wavelengths

of 0.9, 1.06, and 1.3 mm. These crystals possess a large emission cross-section and a short

fluorescence lifetime, both of which are favorable for constructing highly efficient lasers.

Gd3Ga5O12 (GGG) is an analog crystal of YAG, and there are several advantages in using

GGG to serve as a host material [7].

Laser emission at 1.0 mm is normally obtained with Nd:YAG and Nd:YVO4 crystals. In

recent years, a series of novel vanadate-based crystals were developed, including Nd3þ-
and Yb3þ-doped crystals. The 2.0 mm wavelength lasers have applications in optical

communications, coherent laser radars, detection of pollutants, and medical equipment

[1–3,6,7–9]. Therefore, in recent years, increasing interest has focused on the Tm3þ and

Ho3þ ions as activators for solid-state lasers operating at 2.0 mm [10–15]. In this section,
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the crystal growth and properties of GGG- and YVO4-based laser crystals at lasing

wavelengths of 1.0 and 2.0 mm are summarized.

5.1.2 Tm- and Ho-Doped GGG Laser Crystals

Using Tm3þ and Ho3þ as activators in a host material produces a laser that can emit

radiation near the 2.0 mm region. Due to the efficient energy transfer between the Tm 3F4
and Ho 5I7 manifolds, Tm-sensitized Ho materials can be used to produce laser action

around 2.0 mm. For this job, GGG was chosen for the following reasons: First, GGG can be

grown with a flat solid–liquid interface, which leads to crystals of high optical quality that

are free of the so-called core. An entire flat cross-section of the interface crystal can be

used to process large slabs for use in high-power lasers. Second, GGG crystals can be

grown at a high pulling rate (up to 5 mm/h) with high quality. Third, the crystal has a

high density and a large specific heat, both of which are favorable for avoiding thermal

effects in a solid-state laser.

The crystal structure of GGG belongs to the cubic garnet structure with space group

O10
h -Ia3d. The cell parameters are a¼ 12.38 Å, and Z¼ 8 [16]. Most of the Tm3þ and Ho3þ

ions substitute for Gd3þ at the dodecahedral D2 sites, but a small fraction can occupy the

octahedral Ga3þ sites in crystals grown at high temperature [17]. This particular crystal

has relatively wide phase homogeneity, suitable hardness, high specific heat, and good

chemical stability, and it is moisture free. Because it melts congruently, a large single

crystal can be obtained by the Czochralski (CZ) method. Moreover, the crystal provides a

suitable crystal field environment for rare-earth active ions and thus can provide good

spectral and laser properties. The lower phonon energy, compared with that of YAG,

makes GGG a good laser matrix at the 2 mm wavelength.

5.1.2.1 Crystal Growth
A GGG single crystal was grown by using the CZ method for the first time in 1978.

Brandle obtained a GGG crystal with a 3 in diameter and a low defect density [18]. Over

the next decade, Nd:GGG crystals with diameters of 25w 30 and 70 mm were obtained

using the temperature gradient technique. Using the CZ method, crystals with a diam-

eter of 130 mm were grown by Asadian et al. in 2010 [19], as shown in Figure 5.1. Now,

even larger GGG crystals have been grown in China: For example, a group at Shandong

University has grown GGG crystals with a diameter of 190 mm that exhibit good optical

quality.

In this work, a crystal growth procedure designed for growing high-quality Tm3þ- and
Ho3þ-doped GGG crystals is detailed as follows: First, the polycrystalline materials used

as precursors are obtained by solid-state reaction. The initial chemicals used are Ga2O3

(5N), Gd2O3 (5N), Cr2O3 (5N), Ho2O3 (5N), and Tm2O3 (99.95%) powders. They are mixed

in molar ratio in an agate mortar according to the stoichiometric formula with 1w2 wt.%

excess of Ga2O3. They are then pressed into tablets and sintered to obtain a single-phase

powder. Second, crystal growth is performed in an iridium (Ir) crucible that is
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F55� 35 mm in size along with a N2þ 2 vol.% O2 atmosphere. The heating instrument is

a 2 kHz radiofrequency furnace, and the temperature controller is a Eurotherm 818

Controller/Programmer with a precision of �0.5 �C. During crystal growth, the Ir rod is

rotated at a rate of 12.0–20.0 rpm, and the pulling rate is 1.50–2.00 mm/h. Finally, when

the growth process is completed, the crystal is drawn out of the melt and cooled down to

room temperature at a rate of 12.0–30.0 �C/h.
There are nevertheless many problems encountered in GGG crystal growth, which

greatly reduce crystal quality and size. The first problem is the decomposition of GGG

and the rapid evaporation of Ga2O3, which takes place at temperatures above 1970 K, as

illustrated in Figure 5.2. The evaporation of Ga2O3 leads to asymmetric composition of

the crystal, and it can result in cracking. Also, Ga2O3 can react with the Ir crucible to

produce IrO2 and Ir, as well as Gd2yGa10O15�2xþ3y, which makes the crystal quality even

worse.

If the seed is located exactly at the center of the temperature field, the iridium oxide

can easily adhere to the seed and to the shoulder of the crystal, and will thus cause

asymmetric growth of the shoulder. If the seed location does not properly correlate with

the temperature field, the crystal will first grow around the iridium oxide rather than at

the point where the seed is located. This is because iridium oxide is always located at the

center of the temperature field. Moreover, the heat radiation ability of iridium oxide is

much higher than that of the melt, which means that the temperature at the location of

the iridium oxide can be much lower than that of the seed.

In short, the evaporation of Ga2O3 and its reaction with the Ir crucible reduce crystal

quality, and the existence of iridium oxide makes seed insertion and shoulder extension

very difficult, resulting in many defects inside the crystal. In order to inhibit this

complication, an extra 1w 2 wt.% of Ga2O3 is added into the initial composition. The

best solid-state reaction temperature to avoid this complication was found to be 1350 �C.

FIGURE 5.1 Crystals obtained by the Czochralski (CZ) method. Crystal (a): 0.8 at.% Nd, 130� 75 mm length and
diameter; crystal (b): 2.0 at.% Nd, 130� 75 mm length and diameter [18]. With permission of Elsevier.
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Considering the problem of Ga2O3 decomposition in the melt, a growth atmosphere

of N2þ 2 vol.% O2 or 98% Ar2þ 2% O2 was adopted. Both of these atmospheres can

inhibit the evaporation of Ga2O3 to some degree. However, the addition of oxygen to the

atmosphere can also result in an increase of Ir metal and its oxide on the melt surface.

Therefore, the amount of oxygen used in the growth atmosphere should be limited

appropriately. The partial pressure of O2 must be very low at low temperatures to sup-

press Ir oxidation, but more oxygen is required to prevent Ga2O3 decomposition at high

temperatures.

The second problem is the formation of defects, such as cracks, deposits, cavities, and

inclusions in the crystal. Using the scanning electron microscope (SEM) technique, the

existence of Ir particles in the GGG crystal can be confirmed, including agglomerates,

heterogeneous inclusions, and inappropriate particle distribution. The size of some

particles in the crystal can reach up to 30 mm.

There are two kinds of dislocations: one is the isolated line dislocation that arises

from the strain at the seed–crystal junction and/or the appearance of a concave growth

interface [20]; the other is a major dislocation with closed loops and helices that appears

in the bulk crystal, which is normally associated with large inclusions [21,22]. It was

found that the number of Ir inclusions can be restrained by increasing the amount of

oxygen near the melting point of the material.

It was also discovered that other complex components exist at different inclusion

sites, such as [Gd(Nd)]4Ga2O9, [Gd(Nd)]3GaO6, and [Gd(Nd)]GaO3, as demonstrated by

SEM and energy spectrum measurements. It was shown that some of the inclusions in

N2 +
1 – 2 % O2

Ir seed holder

G
a 2

O
3 

= 
G

a 2
O

 +
 O

2

Crystal

GGG melt

Ir crucible

FIGURE 5.2 Sketch diagram of Gd3Ga5O12 (GGG) crystal growth setup.
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Nd:GGG also consist of the volatile flux Ga2O3, which enters the crystal through the

solid–liquid interface during the growth process.

The third problem is how to optimize the growth conditions, such as crucible size,

growth rate, post process heating, rotation rate, temperature procedure, and so on. In

order to obtain optimized growth conditions, some important factors must be consid-

ered, such as composition variation, dissociation reactions that occur during the growth

process, and maintaining a flat crystal–melt interface with different crucible sizes.

Some important practical observations were summarized in the description of the

crystal growth of GGG. For example, an excessively large rotation rate is the main reason

for hollow boule growth and nonconcentricity of the heating winding. In addition, both

unduly large temperature gradients and inappropriately large shoulder-extension angles

will lead to cracking.

After overcoming the above problems, and by using the furnace for GGG growth

shown in Figure 5.3, we obtained high-quality Tm- and Ho-doped GGG crystals such as

the as-grown Tm-doped GGG crystal shown in Figure 5.4. Figure 5.5 presents the X-ray

diffraction results of the Tm- and Ho-doped GGG crystals, confirming the phase purity of

the grown crystals.

The concentration of rare-earth ions in the crystals was measured by an inductively

coupled plasma–atomic emission spectrum apparatus. The average concentrations

and segregation coefficients K of the Tm and Ho dopant ions in the crystals are listed in

Table 5.1.

The thermal expansion coefficient of the Tm- and Ho-doped GGG crystals were

measured by a Diatometer 402 PC over the temperature range of 100–800 �C. The sample

was kept in a fused silica sample holder and heated at a rate of 10 �C/min in air. The

ZrO2

ZrO2
tube

Ir
crucible

Al2O3 base

Rf coil

Quartz
  tube

FIGURE 5.3 Sketch of furnace for Gd3Ga5O12 growth.
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FIGURE 5.4 As-grown Tm:GGG crystal.

FIGURE 5.5 X-ray diffraction of Tm- and Ho-doped Gd3Ga5O12 crystals.

Table 5.1 Ions’ Concentration and Segregation Coefficient of the
Dopant in Crystals, K

Crystals N0 (at. %) Nc (10
20 ions/cm) K

Tm3þ:GGG 2 2.83 1.12
Ho3þ:GGG 2 2.59 1.05
Tm3þ/Ho3þ:GGG 6 (Tm) 8.23 (Tm) 1.11 (Tm)

0.4 (Ho) 0.53 (Ho) 1.08 (Ho)
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dependence of the linear expansion versus temperature is shown in Figure 5.6. The

linear thermal expansion coefficient was determined to be 9.005� 10�6 1/K.

5.1.2.2 Selected Laser Properties of Tm and Ho and Co-Doped GGG Crystals
Figure 5.7 shows the room temperature absorption spectrum of a 2 at.% Tm3þ:GGG
crystal. The spectrum consists of six resolved bands associated with the transitions from

the 3H6 ground state to the 3F4,
3H5,

3H4,
3F3þ 3F2,

1G4, and
1D2 excited states. The

absorption centered at 788 nm, which is suitable for pumping by a commercial GaAlAs

laser diode, has an absorption coefficient of 4.03 1/cm and a 14 nm full width at half

maximum (FWHM). The corresponding absorption cross-section is 0.357� 10�20 cm2,

which is comparable to those of Tm3þ:YVO4 (2.5� 10�20 cm2) [23] and Tm3þ:YAG
(0.75� 10�20 cm2) [24].

FIGURE 5.6 Thermal expansion of the Tm- and Ho-doped Gd3Ga5O12 crystals. With permission of Elsevier.

FIGURE 5.7 Room temperature absorption spectrum of Tm3þ:GGG crystal. With permission of Elsevier.
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The room temperature emission spectra excited at 684 nm are shown in Figure 5.8.

The intense emission peaks belong to the transitions from 3H4/
3F4 of the Tm3þ ions. A

comparison of the emission cross-sections of the 3F4/
3H6 transitions and the lifetimes

of the 3F4 state in Tm3þ-doped crystals is given in Table 5.2.

The same methods were used for measuring the room temperature absorption

spectra of Ho3þ:GGG. There are 10 absorption bands centered at 335, 346, 365, 387, 419,

454, 538, 637, 1132, and 1918 nm, which correspond to the transitions of Ho3þ from the

ground state 5I8 to the excited states 3K6þ 3F4þ 3H4þ 3G4,
3L9þ 3G3,

3H6þ 3G2þ 3H5,
3K7þ 5G4,

3G5(
5G3),

5F1þ 5G6þ 3K8þ 5F2þ 5F3,
5S2þ 5F4,

5F5,
5I6, and 5I7, respectively

[25,26]. The strongest peak is located at 538 nm, which is favorable for pumping by a

visible light source.

The room temperature emission spectrum of Ho3þ:GGG excited at 538 nm shows that

the intense emission peak at 2080 nm belongs to the transition 5I7/
5I8 of the Ho3þ ion.

The emission cross-section curve for the 5I7/
5I8 transition gives a maximum emission

cross-section at 2080 nm that is about 5.08� 10�21 cm2, and that is comparable to that of

Ho3þ:LiYF4 (3.9� 10�21 cm2) [27] and Ho3þ:YAG(4.5� 10�21 cm2) [28].

The absorption spectrum of the Tm3þ- Ho3þ-co-doped GGG crystal shows a rela-

tively broad and strong absorption band at about 800 nm corresponding to the

FIGURE 5.8 Emission spectra excited by 684 nm: (a) 1350–1550 nm; (b) 1580–2300 nm. With permission of Elsevier.

Table 5.2 Comparison of the Emission Cross-sections and Lifetimes
of Tm-Doped Crystals

Crystals sem (3F4/
3H6) (310L21 cm2) sr [

3F4 (ms)] References

2%Tm3þ:GGG 1.05 20.25 This work
5%Tm3þ:YVO4 1.60 0.8 [24]
1% Tm3þ:YAG 0.22 8.5 [23]
0.1% Tm3þ:LaF3 0.25 11 [23]
1% Tm3þ:LiYF4 0.33 13 [23]
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3H6/
3H4 (Tm3þ) transition, suitable for AlGaAs diode pumping. The absorption

cross-section and the FWHM for this absorption band are 3.53� 10�21 cm2 and 13 nm,

respectively. The fluorescence spectra, ranging from 1580 to 2300 nm for the 3F4/
3H6

(Tm) and 5I7/
5I8 (Ho) transitions, were also obtained for the Tm:GGG and Ho:GGG

crystals.

Some of the parameters that are important to the performance of a 2.0 mm Tm–Ho

laser are the energy transfer efficiency of (Tm) 3F4/ (Ho) 5I7 and of the back transfer

process, both of which can be easily obtained from the absorption and emission

cross-sections by the Forster–Dexter (F-D) theory [29,30]. After making the calcula-

tions, we find that the values of the Tm/Ho and Ho/ Tm energy transfer

coefficients are comparable to those observed in other hosts, such as Tm, Ho:YAG, and

Tm, Ho:YLF crystals [31], and the ratio between the back transfer Ho/ Tm coefficient

and that of the Tm/Ho energy transfer process is higher than that of Tm, Ho

co-doped YAG, and YLF crystals [31]. A high value of this ratio is important when

constructing an efficient 2.0 mm Ho laser. The calculated efficiencies of the energy

transfers Tm/Ho and Ho/ Tm are 63.1% and 46.6%, respectively. The results

show that these crystals may be viable candidates for use as a tunable infrared laser

material at 2.0 mm.

5.1.3 Vanadate Crystals Grown by the CZ Method

In 1966, O’Conner reported the successful performance of the first pulsed Nd:YVO4 laser

at a temperature of 90 K. It was pumped with three flashlamps [8]. Bagdasarov et al.

described the spectral and room temperature stimulated emission of the Nd:YVO4 crystal

in 1968 [32,33]. However, difficulty with vanadate crystal growth prevented the realiza-

tion of any laser applications. Until 1973, it had been proposed that important advances

in the growth of Nd:YVO4 would boost its use in lasers [34]. In 1976, Yaney and DeShazer

studied the spectrum anisotropy of the Nd:YVO4 laser states [35]. Since then, the

behavior of Nd:YVO4 has become fully understood in its role as an excellent gain material

in the efficient application of lasers. Since the end of the 20th century, as laser diodes

became better developed, Nd:YVO4 technology has been greatly improved, and the size

and quality of the available crystals satisfied laser requirements [36,37], thus advancing

the commercialization of Nd:YVO4.

In order to explore the vanadate family of crystals, other vanadate crystals, including

GdVO4, LuVO4, LaVO4, and their mixed crystals, have been grown and investigated. In

general, GdVO4 has the highest thermal conductivity [38], LuVO4 possesses the largest

emission cross-section [39], LaVO4 has the lowest symmetry and strongest anisotropy

[40], and the mixed crystals can exhibit a large variation in the internal crystal field, thus

inhomogeneously broadening the spectrum [41,42]. The recently developed vanadate

crystals also exhibit novel laser physics, such as the enhancement of passively

Q-switched pulse energy, bistability of the output power, and stimulated Raman effects

generated by a large third-order nonlinearity c(3) [43–45].
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5.1.3.1 Crystal Growth and Quality
The quality of the polycrystalline materials used as precursors determines the quality of

the resulting single crystal and dictates any possible applications. In general, the vana-

date polycrystalline precursor materials were synthesized by the liquid phase reaction

method. For Nd:YVO4, polycrystalline NdVO4 and YVO4 were prepared and synthesized

with V2O5, Nd2O3, and Lu2O3, all of which have 99.99% purity [36]. The V2O5 was dis-

solved into hot high-purity ammonia. By chemical reaction, NH4VO3 was formed and

was used as the precursor. Nd2O3 and Lu2O3 were dissolved into hot high-purity nitric

acid (HNO3), and Nd(NO3)3 and Lu(NO3)3 were obtained. By mixing the solutions of

NH4VO3 with Nd(NO3)3 and Y(NO3)3, polycrystalline NdVO4 and YVO4 were synthesized.

The purity of the polycrystalline materials can be improved by getting rid of some of the

impurities in V2O5, Lu2O3, and Nd2O3. By mixing NdVO4 and YVO4 together with the

expected final Nd3þ concentration in the crystal, the raw materials for Nd:YVO4 were

prepared.

All of the vanadate crystals have a melting temperature of about 1800 �C, and there is

no phase change below the melting temperature. This property indicates that the

vanadate crystals can be grown by the CZ method [46] with an Ir crucible. The vanadate

crystals belong to the ZrSiO4 structure with space group I41/amd. As an example, the

crystal structure of YVO4 observed along the a-axis is shown in Figure 5.9, from which we

observe that in a unit cell, there are four layers of ions in the c-direction when taking

VO3�
4 as a single ion. There are only two layers of ions along the a- or b- direction [47],

and therefore the vanadate crystals possess a strong physical anisotropy according to the

Neumann principle.

Considering the similarity in the melting temperatures, structures, and growth habits,

all of the vanadate crystal can be grown with the same growth process and equipment

FIGURE 5.9 Structure of YVO4 observed from an a-axis.
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that were previously reported [42,47]. In our experiments, the temperature control

apparatus is a Eurotherm 818 Controller/Programmer with a precision of �0.5 �C. The
crawling distance of the pulling apparatus is less than 1 mm. The Ir crucible is 5.6 cm in

diameter and 4 cm in height. The growth atmosphere was N2þO2 (2%). The pulling rate

was set at 1–2 mm/h after a certain value of the diameter was reached, and the rotation

rate was 10–30 rpm during growth. After completion of the growth, the crystal was

cooled to room temperature at a speed of 18–20 �C/h. Images of Nd:YVO4, Nd:GdVO4,

and Nd:LuVO4 crystal boules with doping concentrations of 1, 0.5, and 2 at.% grown by

the CZ method are presented in Figure 5.10(a)–(c), respectively. The effective segregation

(es) coefficient of Nd3þ ions in YVO4, GdVO4, and LuVO4 was measured to be 0.63, 0.78,

and 0.91, respectively [39,48,49,50]. For mixed vanadate crystals, the es coefficient of Nd

ions in GdxY1 � xVO4 and LuxGd1 � xVO4 crystals is linear with the fractional x values

[51,52], and can be expressed as: es ¼ 0:78x þ 0:63ð1� xÞ ¼ 0:63þ 0:15x and

es ¼ 0:78x þ 0:91ð1� xÞ ¼ 0:91� 0:13x, respectively. The lattice constants of mixed

crystals are also influenced by the cation radius and increase with the value of x, since

the largest radius is that of Lu3þ and smallest radius that of Y3þ. In the case of doping

concentration, in the early work, the maximum Nd3þ doping concentration in vanadate

crystals that could be used as an efficient laser material was 3.2 at.%. However, con-

centration quenching and optical losses constrained efficient laser radiation generation

when the Nd3þ doping concentration was larger than 2 at.% [53,54].

5.1.3.2 Mechanism of Bulk Spiral Formation during Growth
Bulk spiral formation is a challenging problem commonly present in the CZ growth of

bulk oxide crystals. Compared to the growth of conventional tetragonal orthovanadate

(a)

(b) (c)

FIGURE 5.10 Vanadate single-crystal boules. (a) As-grown Nd:YVO4 crystal with a doping concentration of 1 at.%.
(b) As-grown Nd:GdVO4 crystal with a doping concentration of 0.5 at.%. (c) As-grown Nd:LuVO4 crystal with a
doping concentration of 2 at.%.
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single crystals, much stronger bulk spiral growth is observed in the growth of monoclinic

crystals, accompanied by degradation of the structural symmetry [40,55]. This phe-

nomenon is highly detrimental not only to growing large long crystals, but also to

obtaining-high quality single crystals for practical laser applications because of the

concomitant growth striations. It is well known that selecting seeds with a proper

orientation during crystal growth helps overcome the energy barrier to nucleation and

makes it easier to obtain large and flaw-free single crystals [55]. In this section, the spiral

FIGURE 5.11 Theoretical growth morphology of lanthanide orthovanadates: (a) LaVO4; (b) YVO4.
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growth and seed direction selection of monoclinic LaVO4 and tetragonal YVO4 are pre-

sented and compared with each other.

A morphological analysis of monoclinic LaVO4 and tetragonal YVO4 is shown in

Figure 5.11(a) and (b). The structure of the ideal atomic level crystal–melt surface of

YVO4 for seed direction [001] is shown in Figure 5.12(a). It can be seen clearly that the

interface consists of four equivalent faces with perfect C4v symmetry. If growth proceeds

along the [100] direction, a large portion of the ideal crystal–melt interface is occupied by

the (100) face and thus has only C2v symmetry, as Figure 5.12(b) shows. At the same time,

there are two small faces, (101) and ð101Þ, at the interface that have a larger growth

velocity than (100). Such a tendency causes the crystal to develop more in the radial

direction than in the axial direction. Thus, in growth along the [001] direction, the crystal

readily exhibits its original I4/mmm symmetry, whereas in growth along the [100] di-

rection, the crystal presents a cylindrical form as a result of the rotation. If we grow the

crystal perpendicular to the {101} face, which is roughly at an angle of 48� away from the

axial direction, the interface will have no symmetry at all. Such an orientation means

there is a large departure from the rotation direction and corresponds to certain bulk

footing growth. From the aforementioned analysis, it can be deduced that, in the CZ

growth of YVO4, growth along the [001] direction is the best choice for the largest uti-

lization ratio with the best quality, because such growth affords the most symmetric

(a)

(b)

FIGURE 5.12 Schematic structure of ideal atomic-level crystal–melt interfaces and growth velocities of tetragonal
YVO4 single crystals (viewed bottom-up): (a) [001]; (b) [100].
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crystal–melt interface (C4v). The next most favorable direction is along [100] with C2v

symmetry, and the worst is perpendicular to the (011) surface.

For LaVO4, the symmetry is much lower. The loops of bulk spiral growth in LaVO4,

which are typical representatives of hydrodynamic instability, can clearly be seen in

Figure 5.13(a), where they have been grown near the [010] direction. Figure 5.13(b) shows

that the growth can even be stopped by severe footing growth shortly after the shouldering

process begins when using the ð101Þ plane as the seeding surface, whereas the bulk spiral

formation is heavily reduced in growth perpendicular to the (001) and (001) faces, as

Figure 5.13(c) and (d) shows. (Only one slight footing can be found in the (001) case, an

occurrence that we believe can safely be avoided by improving the growth operation.)

From Figure 5.13, it can be concluded easily that the degree of bulk spiral formation de-

creases in the following sequence: ð101Þ, arbitrary crystal face, and (001) or ð001Þ.
The ideal atomic-level structure of a LaVO4 crystal–melt interface that makes use of

the (001) seed surface during CZ growth is sketched in Figure 5.14(a). The interface is

composed of seven faces: the (001) face; the four main surrounding faces (011), ð011Þ,
(101), and ð101Þ; and two small faces ð111Þ and ð111Þ. The growth velocity of each face is

marked with an arrow. Because the LaVO4 structure belongs to point group 2/m, this

interface should be of m-symmetry. The surface area percentages for ð101Þ, (011), ð011Þ,
and (101) are 9.00, 9.86, 9.86, and 9.03%, respectively. However, the surface area per-

centage for ð111Þ and ð111Þ is only 3.56% each. Thus, the four main faces, ð101Þ, (011),
ð011Þ, and (101), take up more than 84% of the crystal–melt interface area by rough

estimation. It can be concluded that the surface area of the ð101Þ face is very close to that

of the (101) face and that both of them have a large surface area at the interface. Thus,

the interface should have roughly a C2v symmetry. Moreover, it can be seen from the

yellow contour line indicated in Figure 5.14(a) that the symmetry of the interface in-

creases from nearly C2v to C4v as the total area of the interface shrinks.

(a)

(c) (d)

(b) FIGURE 5.13 Actual growth morphology of
LaVO4 for different seed orientations: (a)
arbitrary orientation (oriented at an angle of
about 10�with the [98] direction); (b)
perpendicular to ð101Þ; (c) perpendicular to
(001); (d) perpendicular to ð001Þ.
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As Figure 5.14(b) depicts, near the small-area seed surface (010), there are two large

equivalent surfaces, (011) and ð011Þ, and two midsized equivalent surfaces, ð111Þ and

ð111Þ. The surface area percentages for the sets are 9.61 and 7.12%, respectively. Only C2

symmetry exists at the interface, which conforms to the point group 2/m of LaVO4.

Growth using seed surface (100) is shown in Figure 5.14(c). This figure illustrates that the

(a)

(b)

(c)

FIGURE 5.14 Schematic structure of ideal atomic-level crystal–melt interfaces and growth velocities of monoclinic
LaVO4 single crystals (viewed bottom-up): (a) perpendicular to (001) (the yellow contour line indicates that with
the shrinkage of the total area of the crystal–melt interface, the symmetry of the interface improves from nearly
C2v to C4v); (b) along [010]; (c) perpendicular to (100) (the intersected (101) face is shown as the area enclosed in
the yellow contour line).
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ideal interfacial structure consists of two large surfaces, (101) and ð101Þ, and four

midsized surfaces, ð110Þ, (110), (111), and ð111Þ. Similar to Figure 5.14(a), the interface

has m-symmetry. Although the surface areas of the (101) and ð101Þ surfaces are nearly

equivalent, as mentioned in this chapter, the (101) surface at the interface has been

intersected by the atomic plane and its surface area is greatly reduced, as indicated by a

yellow line in Figure 5.14(c). Moreover, the ratio of areas between the (110) and ð111Þ
surfaces is 2.3:1, so the major difference lies in the absence of axial symmetry at the

interface.

All energy calculations were conducted without consideration of the polar surface of

the slice. In the F faces, only {011} and {101} can have a polar surface near the boundary

of the growth slice. If we subtract the energies resulting from the polar surface, the

attachment energies of {011} and {101} are �127.41 and �123.41 J/mol, respectively

[56]. These values are similar to the value of �122.71 J/mol for the {101} surface. The

growth rate along the seed surface (001) has C4v symmetry and is thus much more

energetically favored. Combining these results with the actual growth morphology

depicted in Figure 5.12, it can be concluded that the facet patterns being formed on the

crystallization front according to the atomic emission (AE) model play an important

role in the mechanism of instability of thermo-hydrodynamic origin. The ideal interface

with C2 symmetry corresponds to bulk spiral growth, and an ideal interface with no

axial symmetry corresponds to severe footing growth. In the case of an interface with

rough C4v symmetry exhibiting C4 axial symmetry, no bulk spiral growth occurs.

Therefore, a more regular morphology and a larger size with fewer defects render the

crystals grown using seeds with (001) and ð001Þ faces easier to orient and cut, giving a

higher utilization ratio. Furthermore, it can be concluded that the more axially sym-

metric the structure of the ideal crystal–melt interface is, the smaller is the chance of

bulk spiral formation. Given that the bulk growth velocity deviates from the axial

orientation, bulk spiral growth should take place. It can be deduced that, in the initial

stage of crystal growth where many S and K faces with large growth velocity and rela-

tively small Ahkl (the surface area of a crystal form {hkl} at the ideal interface) are

present [57], the bulk growth velocity near the crystal–melt interface is a rate-controlled

process and remains roughly axially symmetric. Shortly after the onset of the crystal

diameter extension process, stable F faces appear and come to dominate the crystal-

lization front. From the AE model, for F faces the growth rate Rhkl is proportional to the

attachment energy and the interfacial area Ahkl varies greatly as compared to the cor-

responding attachment energy. This shows that the volume change per unit time is

directly related to the interfacial area Ahkl, so the axial symmetry of the interface breaks

down along some seed orientations. Once the interfacial structure loses its axial sym-

metry, then the crystallization front will have an inclination to grow away from the

rotation axis because of the anisotropy of the growth velocity at the interface. When the

rotation of the crystal is maintained, under the action of the inertial centrifugal force,

this process will continue to deteriorate in that it will even stimulate a stirring effect that

can trigger instability of thermo-hydrodynamic origin, as Figure 5.13 shows. The length
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Table 5.3 Basic Properties of the Neodymium-Doped Single Vanadate Crystals

Crystal 

Parameter Nd:YVO4 Nd:GdVO4 Nd:LuVO4

Cell parameters a¼ b¼ 0.7118 nm,
c¼ 0.6293 nm

a¼ b¼ 0.7211 nm,
c¼ 0.6350 nm

a¼ b¼ 0.70243 nm,
c¼ 0.62316 nm

Melting point 1810 �C
Moh’s hardness 4.6–5
Density 4.22 g/cm3 5.48 g/cm3 6.233 g/cm3

Thermal-Optical Coefficient

dn0/dt 8.5� 10�6/�C 4.7� 10�6/�C
dne/dt 3.0� 10�6/�C

Thermal Conductivity

a-axis 5.1 W/mK 10.1 W/mK 7.96 W/mK
c-axis 5.23 W/mK 11.4 W/mK 9.77 W/mK
Absorption peak 808.6 nm 808.4 nm 807 nm

879 nm 879.8 nm 880 nm
Width of absorption peak
(FWHM) at 808 nm

1.3 nm (p) 1.6 nm (p) 1.5 nm (p)
1.8 nm (s) 2.2 nm (s) w2 nm (s)

Absorption cross-section at
808 nm (�10�19 cm2)

6 (p) 5.36 (p) 6.9 (p)
1.2 (s) 1.23 (s) w1.6 (s)

Emission peak 1064 nm 1063 nm 1066 nm
914 nm 912 nm 916 nm
1342 nm 1342 nm 1343 nm

Width of emission peak
(FWHM) at 1064 nm

1.5 nm (p) 1.6 nm (p) 1.6 nm (p)
3 nm (s) 2.4 nm (s) 3.4 nm (s)

Efficient emission cross-section
(�10�19 cm2)

w0.4 (p 914 nm) 6.6 (p 914 nm) w7 (p 916 nm)
w0.5 (s 914 nm) 5.6 (s 914 nm) w7 (s 916 nm)
13.5 (p 1064 nm) 7.6 (p 1064 nm) 14.6 (p 1064 nm)
6.5 (s 1064 nm) 1.2 (s 1064 nm) 3.24 (s 1064 nm)
w1.5 (p 1342 nm) 1.8 (p 1342 nm) 1.5 (p 1342 nm)
w0.9 (s 1342 nm) 0.8 (s 1342 nm) 1.9 (s 1342 nm)

Fluorescence lifetime 91 ms 90 ms 82 ms
Sellmeier equation n20 ¼ 3:77834þ 0:069736=ðl2 � 0:04724Þ

�0:01081133l2
n20 ¼ 3:8714þ 0:0604=ðl2 � 0:06119Þ
�0:03961l2

n2e ¼ 4:59905þ 0:110534=ðl2 � 0:04813Þ
�0:0122676l2

n2e ¼ 4:7331þ 0:1054=ðl2 � 0:06112Þ
�0:02409l2

FWHM, full width at half maximum
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of crystal grown before instability can be used as an indicator of how easily the insta-

bility can be triggered by the shape of the crystallization front. Bulk spiral and footing

growth will thus begin to emerge.

5.1.3.3 Basic Properties of Vanadate Family of Laser Crystals
Based on the Neumann principle, the anisotropic structure of the vanadate crystals

determines their anisotropic physical properties, including spectra, thermal properties,

mechanical properties, and so on. The basic physical properties related to laser appli-

cations of Nd3þ-doped vanadate crystals, including single and mixed crystals, have been

summarized in Tables 5.3 and 5.4, respectively, which determine their possible laser

applications.

5.2 Nonlinear Optical Borate Crystals Grown by the
Flux Method

5.2.1 Introduction

Nonlinear optical (NLO) crystals are key materials in the development of laser science

and technology because these are almost the only materials that can change the fre-

quency of a laser beam and modulate it in both amplitude and phase. It can be said that

lasers would not be in such wide use in modern science and technology without NLO

crystals. The borate compounds like NLO have many outstanding advantages, such as a

relatively large second harmonic generation coefficient, a wide transparency spectral

range on the ultraviolet (UV) side, a high damage threshold, and so on. Since the dis-

covery of b-BaB2O4 (BBO), more than 20 borate NLO crystals have been discovered up to

the present, including LiB3O5 (LBO), CsB3O5 (CBO), CsLiB6O10 (CLBO), KBe2BO3F2
(KBBF), BiB3O6 (BIBO), and others, all of which have important applications, particularly

Table 5.4 Basic Properties of the Nd:LuxGd1 � xVO4 Mixed Crystals

Crystal 

Parameter X 0.14 0.32 0.50 0.61 0.70 0.80

Cell parameters a (nm) 0.7161 0.7149 0.7108 0.7072 0.7070 0.7044
c (nm) 0.6312 0.6311 0.6296 0.6265 0.6258 0.6240

Melting point 1800 �C
Thermal conductivity (W/m K) a-axis 6.7 5.9 4.8 4.9 4.8 5.7

c-axis 7.3 6.3 5.4 5.4 5.5 6.6
Experimental fluorescence lifetime (ms) 101 107 118 114 110 108
p emission cross-section (�10�19 cm2) 1.06 mm 6.73 5.23 4.03 4.25 5.11 5.23

1.34 mm 1.67 1.55 1.35 1.48 1.69 1.47
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in the laser industry [58]. Among them, BBO, LBO, and KBBF melt incongruently and

have to be obtained by flux growth. Although CBO, CLBO, and BIBO can be grown from

the stoichiometric melt, flux growth is still thought to be the optimal choice.

The key factor for successful flux growth lies in choosing an ideal flux. Theoretically, it

is always possible to find a suitable flux and the most convenient crystallization con-

ditions to obtain any material. In the practical growth process, an ideal flux candidate

can only be identified by experimentally investigating the phase diagram of the desired

compound, the solubility curve of the crystallizing phase in the chosen flux, the viscosity

and volatility of the growth solution, and so on. Flux growth can be carried out either

through spontaneous nucleation or crystallization on a seed. Supersaturation can be

achieved through slow cooling, flux evaporation, and vertical temperature gradient

transport methods. According to the growth habit of the materials required and the

physicochemical properties of the growth system, several techniques of crystallization

on a seed have been developed: top-seeded solution growth (TSSG), flux pulling growth,

immersion-seeded solution growth (ISSG), the accelerated crucible rotation technique

(ACRT), the heat field rotation method (HFRM), and so on [59]. In this section, a brief

overview of flux growth techniques for bulk borate NLO crystals is presented.

5.2.2 Growth of Bulk Borate NLO Crystals

5.2.2.1 Low-Temperature Phase of Barium Metaborate (b-BaB2O4, or BBO)
BaB2O4 was first synthesized in 1874 through the fusion reaction of NaB2O4 and BaCl2
[60]. It has two known phases, a and b, which historically were considered to be the

high-temperature and the low-temperature phases of BaB2O4, respectively. The low-

temperature phase of b-BaB2O4 is traditionally denoted as BBO. BBO was first recog-

nized as having a centrally symmetric structure C2/c ðC6
2hÞ by Hubner [61], which was

later refined to R3C ðC6
3vÞ by Liebertz et al. [62], and confirmed by Froehlich [63] and

Eimerl [64]. The melting point of BaB2O4 is 1095� 5 �C, and the a–b phase transition

temperature is 925� 5 �C [65]. Therefore, it is recommended to preferably grow the

crystal from a flux solution.

A number of different techniques had previously been developed over the last

30 years. The CZ method starting from a stoichiometric BaB2O4 melt has also been used

to grow BBO [66–69]. Compared to the flux method, the CZ method is free of a solvent

acting as an impurity and affords a faster growth rate. However, in this case, crystalli-

zation occurs under non-equilibrium conditions with large temperature gradients, thus

causing the development of mechanical strain and cracking of the crystal. In addition,

the crystal quality strongly depends on the procedure employed for the preparation of

the starting materials, and it is difficult to control crystal morphology and grow large

crystals. This method has not received wide application so far. Some other techniques

have also been developed, such as crystal growth under an argon atmosphere [70], an

external electric potential [71], the laser-heated pedestal growth method [72], the trav-

eling solvent-zone melting method [73], the ISSG technique [74], and TSSG technique
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[75–82]. Among these techniques, only the TSSG method with or without pulling has

been successfully applied to the preparation of large BBO single crystals.

In the TSSG method, the choice of flux is a vital step. Until now, there have been a

number of fluxes used to grow BBO, such as B2O3, Li2O, Na2O, K2O, Na2B4O7, Na2B2O4,

K2B2O4, NaCl, BaCl2, NaF, KF, BaF2, CaF2, Na2O–B2O3, Na2O–NaCl, Na2O–BaO,

Na2O–NaF, NaCl–NaF, Na2SO4, and so on. The most favorable fluxes for growing BBO

crystals are Na2O and NaF.

The phase diagram of the BaB2O4–Na2O system was first studied by Huang and Liang

in 1981 [75]. In the BaB2O4–Na2O pseudo-binary system, BaB2O4 forms a eutectic with

Na2O.BaB2O4 (Na2BaB2O5) at 755
�C. There is a large temperature interval from 925 �C to

755 �C for the growth of BBO crystals, which allows them to be grown from a

20–32 mol.% Na2O solution. The phase diagram of the BaB2O4–NaF pseudo-binary

system was first researched in 1996 by Roth et al. who reported a simple eutectic

point at a composition of 61 mol.% NaF and a temperature of 754 �C. The liquidus

temperature of the 31 mol.% NaF solution is about 925 �C, which corresponds to the a–b

phase transition temperature of BBO [83]. But, in 1998, Kim et al. suggested that a

eutectic point may exist at a composition between 45 and 50 mol.% NaF [84]. Therefore,

BBO should be grown from a 31 to 45 mol.% NaF solution.

Compared with the BBO–Na2O system, the BBO–NaF system has two main ad-

vantages. One is the essential viscosity reduction; that is, the viscosity of the latter is

15% below that of the former at comparable temperatures, a property that could make

natural convection dominant over forced convection and result in vertical growth

dominating radial growth. Thus, by maintaining the same diameter, the grown crystal

is thicker. On the other hand, the liquidus curve of the latter is smoother than that of

the former, which implies a higher crystal yield over an almost equal theoretical

crystallization temperature range. Typical growth results show that the temperature

must be reduced from 925 to 835 �C in order to grow a 100 g BBO crystal from 350 g

solution with 22 mol.% Na2O; whereas for a 350 g solution with 31 mol.% NaF, the same

BBO crystal can be obtained by cooling from 925 to only 875 �C. Therefore, larger BBO
crystals can be grown from the BBO–NaF solution before its viscosity increases to a

level that inhibits mass transport and leads to the onset of constitutional supercooling.

Although the volatility of BBO–NaF solutions is almost an order of magnitude higher

than that of BBO–Na2O solutions, the average escape of 6 mg of solution per hour

(mainly NaF) does not considerably affect the crystal growth process and can be cor-

rected by adjusting the cooling rate during growth. Adding Na2O to the BBO–NaF

system also reduces the volatility of the solution to less than 1% during the entire

growth process [81].

Seed orientation has an important effect not only on the growth rate and quality, but

also on the shape of the BBO crystals. Crystals grown along the a- or b- axis, or other

directions that deviate significantly from the c-axis, usually crack spontaneously along

the (0001) cleavage planes during cooling due to anisotropy in the thermal expansion

coefficient (aa¼ 4.3� 10�6/�C, ac¼ 44.9� 10�6/�C for BBO) [85]. Therefore, the
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preferred seeding direction was found to be with the crystallographic c-axis normal to

the solution surface.

The main problem with BBO crystals grown by the traditional TSSG method without

pulling is that they grow in the shape of a convex lens with a large diameter and a small

thickness, especially at the crystal edges. This shape makes it difficult to produce ele-

ments with large size in the desired direction of propagation of a laser beam. In order to

grow a large specimen along the c-axis, the TSSG method with pulling, that is, the flux

pulling method, was developed in the early 1990s. By using this technique with Na2O

flux, Tang [86] and Bosenber [87] grew f 46� 18 mm and f 84� 18 mm BBO crystals,

respectively. Compared to the traditional TSSG method, the major advantages of the flux

pulling method are as follows: (1) the crystal can be grown at a higher growth rate; (2)

thick crystals can be obtained in smaller crucibles; and (3) seed failure, in which the

crystal grows so big that it touches the crucible wall, is prevented. Presently, the flux

pulling method is the best known growth method for BBO crystals.

The key to the flux pulling method lies in reasonably synchronizing the pulling rate,

rotation rate, and cooling rate, so as to effectively control the radial growth and avoid

growing crystals that touch the crucible wall, as well as obtaining a stable growth

interface. In 2000, Wang et al. [88] investigated the range of stable growth conditions of

BBO crystals from the BBO–Na2O system by the flux pulling method. An empirical

expression describing the process resulted as DT ¼ 0:00225nR2
s m x 2=G, where DT is the

cooling amount in one day (�C/d), n is the pulling rate (cm/day), Rs is the radius of the

crystal (cm), m is the slope of the liquidus curve in the BBO–Na2O phase diagram, x is

the concentration of Na2O within the 24–32 mol.% range, and G is the total molar

amount of solution (BBOþNa2O). For the BBO–NaF system, Zhang et al. [89] also gave

an empirical expression: DT ¼ 0:00159nR2
s mx2=G, where m is the slope of the liquidus

curve in the BBO–NaF phase diagram, x is the concentration of NaF within the

31–45 mol.% range, G is the total molar amount of solution (BBOþNaF), and the other

variables are the same. Based on the above analysis and experiments, the suitable pulling

rates, rotation rates, and cooling rates are in the range of 0.5–1.0 mm/day, 4–8 rpm, and

0.5–2.0 �C/day, respectively.
Temperature gradients are also an important factor in the flux pulling growth process.

A sufficiently large axial gradient in the solution is helpful for inducing the natural

convection required both for rigorous mixing of the liquid and for maintaining the

coldest spot to be at the center of the solution surface, resulting in high-quality crystals.

A suitable radial gradient is favorable for controlling the diameter of the crystal. A typical

value for the axial temperature gradient has been estimated to be 10–20 �C/cm for the

growth of BBO crystals.

Whether Na2O or NaF flux is used, and whether a flux growth process with pulling or

without pulling is employed, success can be gained in growing BBO crystals. However,

there are some problematic features associated with the growth process. Beyond a

certain diameter of the growing crystal, the temperature gradient decreases near the

crystallization front, and the free convection flow in the solution around the crystal in
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the centripetal direction is opposed by a counter flow of forced convection due to the

rotation of the crystal. The interaction between these two flows below the crystal leads to

temperature instability, and hence a disturbance of the growth interface, which ulti-

mately results in cellular growth and large channel-type inclusions [90]. In order to

improve growth stability, some additives, such as Nd2O3 or NaCl, and mixed Na2O–NaF

flux, were tried [91], but no stabilizing effect was observed. Inclusions are generally

linked to unstable growth conditions, and a standard method of improving growth

stability is mechanical stirring of the solution. However, none of the conventional stir-

ring techniques, including forced stirring, uniform crucible rotation, accelerated crucible

rotation, and uniform boule rotation, produced any substantial change in the quality of

the BBO crystals [92,93].

In recent years, efforts to improve the optical quality and to increase the size of

crystals grown along the c-axis have not ceased, but rather have focused on reinvesti-

gating the BBO–Na2O and BBO–NaF systems, and on developing new techniques.

Fedorov et al. reinvestigated the region of primary BBO crystallization in the

BaO–B2O3–Na2O ternary system, which extends from 30 to 42.5 mol.% NaBaBO3 [94].

BBO crystals grown in the BaB2O4–NaBaBO3 system are of very high optical quality with

no scattering centers, a result that can be connected to the reduction of Na concen-

tration in the initial high-temperature solution. The NaBaBO3 solvent is superior to the

commonly used Na2O solvent [95,96]. Up to now, BBO crystals of up to f

(65–75)� (35–40) mm have been grown in a crucible 100 mm in diameter using this

solvent [97].

In 2009, the phase equilibrium diagram of the BaB2O4–NaF system was reinvestigated

by Bekker et al. [98]. The results indicated that there is an additional compound

Ba2Na3(B3O6)2F in this system and that the BaB2O4–NaF section cannot be considered as

quasibinary. BBO crystals can be obtained from a 31–45 mol.% NaF solution. A typical

as-grown BBO boule grown from the BBO–NaF system weighs about 0.8 kg, and is

w55 mm in length in the Z-direction at the center and w50 mm long at the periphery, as

shown in Figure 5.15. Constitutional undercooling and corresponding cellular growth

were not observed, and absorption has been found to be extremely low, at <2 ppm/cm

at 1064 nm and <900 ppm/cm at 532 nm [99].

Based on using the flux pulling method and the BaB2O4–NaF phase system, Kokh

et al. further suggested that the HFRM be used. The growth furnace developed consists

of the appropriate commutation of the heating elements with vertically aligned elements

distributed around the crucible along with a thermal regulation system, which creates

stationary and rotating heat fields of variable symmetry with different amplitude and

frequency characteristics. The change in symmetry and the rotation of the thermal field

create nonuniform and cyclically changing external thermal fields, which considerably

intensify the stirring, both in the bulk flux region and in the vicinity of the crystallization

front. HFRM provides a chance to intensify the convection and control the heat–mass

transfer, and thus it creates a vibrational temperature regime in the crystal growth zone.

Thus, the thickness of the diffuse layer at the crystallization front decreases and

Chapter 5 • Czochralski and Flux Growth of Crystals 191



concentration supercooling is delayed, making it possible to grow large BBO single

crystals with a circular cross-section and high structural quality. A high-quality BBO

crystal of about 400 g in weight has been grown in a two-zone growth station with three

heating sectors in each zone [100–102].

Another method used to improve the quality of BBO crystals grown in BBO–Na2O

solution is continuous feeding during growth by adding pure BBO. This provides the

possibility of isothermal growth at a suitable temperature. Gradual depletion of the

solution during growth was constantly compensated by manual addition of pure BBO

through an alumina tube that transferred the feed material to a small platinum crucible

that was partially immersed in the melt and whose bottom was punched, allowing for

slow dissolution of the feedstock [103].

5.2.2.2 LiB3O5 Family of Crystals
The LiB3O5 family of crystals includes three known NLO crystals, LiB3O5 (LBO), CsB3O5

(CBO), and CsLiB6O10 (CLBO), which crystallize in space group Pna21 ðC9
2vÞ [104], P212121

ðD4
2Þ [105], and [106], respectively. Each of the crystal structures is built up of a

continuous network of B3O7 groups with Liþ or Csþ cations located in the interstices of

the network.

5.2.2.2.1 LITHIUM TRIBORATE (LIB3O5, OR LBO)

The LBO compound was first reported by Mazzeti and Carli [107], and later by Rollet and

Bouaziz [108] in 1955. Later, the phase diagram of the Li2O–B2O3 pseudo-binary system

was reported by Sastry et al. in 1958 [109]. Since LBO melts incongruently at 834� 4 �C
and dissociates to Li2O.2B2O3 and Li2O.4B2O3 at 595� 20 �C, LBO single crystals can be

grown only by the flux method. Naturally, the use of B2O3 as self-flux was first applied for

growing LBO crystals [110]. In 1990, Zhao et al. grew an LBO crystal of dimensions

FIGURE 5.15 Barium metaborate crystal grown by top-seeded solution growth with pulling from NaF flux.
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35� 30� 15 mm3 by a modified flux or flux pulling method, and they found that no

decomposition or phase transition was observed in the crystal when it was cooled from

834 �C to room temperature [111].

Afterward, many researchers worked on growing larger LBO crystals of high optical

quality by the TSSG technique from an excess B2O3 solution. Other related in-

vestigations, including on the nucleation thermodynamics of the Li2O–B2O3 system,

the physical properties of the LBO–B2O3 melt, the surface stability of the LBO crystal,

critical growth parameters, post–growth thermal treatment, crystal morphology, and

crystal defects, have also been carried out, and some important results have been

obtained [112–122].

First, the most suitable composition region for the growth of LBO crystals in the

Li2O–B2O3 system is from 72 to 82 wt.% LBO in solution, in which the viscosity has a

relatively low value and varies only slightly with concentration. If the concentration is

lower than 72 wt.%, mass transport is rather difficult because of the high viscosity, and

the growth of crystals without inclusions is practically impossible. At concentrations

higher than 82 wt.%, the initial value of supersaturation is high and drives the crystal-

lization process too fast and hard for a successful outcome.

Second, a small temperature gradient in the crystallization zone allows for better

control of the cooling rate, while in the upper part of the growth chamber it reduces

cracking when the crystal is lifted out of solution. However, growth in solution with an

insufficiently high temperature gradient results in the appearance of large inclusions of

fluxed melt and an oxygen nonstoichiometry in the crystal. These defects are caused by

the presence of a concentration gradient in the fluxed melt, which cannot readily be

removed via the usual diffusion process due to its high viscosity. As the axial and radial

thermal gradients increase near the crystallization front, the fluxed melt becomes more

homogeneous, and the optical quality of the crystal improves.

Third, seeding in a direction normal to wide developed faces is thought to enlarge the

diameter of the crystal. The diameter of an LBO crystal grown from the seed normal to

the (011) face was larger than that of a crystal grown by seeding in the <001> direction,

and the thickness of the crystals was almost the same under the same growth conditions.

Generally, forced convection in the solution is affected by the ratio of the crystal to

crucible diameter. As the diameter of the growing crystal increases, forced convection in

the solution increases. Thus, the rotation of a crystal grown by seeding normal to the

(011) face produces stronger forced convection in the solution, which in turn increases

crystal yield.

Additionally, the surface of LBO crystals grown under an ambient atmosphere

gradually decomposes to form a millimeter-thick, optically opaque, white polycrystalline

Li3B7O12 layer, covering the surface of the growing crystal. Upon cooling, severe cracking

occurs on the crystal surface adjacent to this layer. Under a dry nitrogen atmosphere, the

formation of this layer and the subsequent cracking can effectively be avoided.

Unfortunately, B2O3 excess solutions form three-dimensional networks, mainly

consisting of randomly oriented boroxol rings interconnected by B–O–B bridges, which
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result in a very high viscosity. This leads to the appearance of growth defects, such as

inclusions, inhomogeneous distribution of uncontrolled impurities, and non-

stoichiometry of composition. So, in order to greatly reduce the entrapment of the

parent phase and the formation of inclusions in the growing crystal, the growth rate in

the excess B2O3 solution must be very low. This makes it very difficult to control the

growth process and to obtain crystals of large size and good quality in a short time. To

lower the viscosity of the melt, some additives are used, for example the alkali oxides,

LiF, KF, NaCl, and MoO3 [123–125]. The results show that the additives can effectively

reduce the concentration of bridging boron–oxygen atom groups and significantly

decrease the viscosity of the Li2O–B2O3 system. To date, the addition of MoO3 as a flux is

the most successful example.

The first attempt to study the LBO–MoO3 binary system in the interval between 44

and 74 wt.% of MoO3 was made by Parfeniuk et al. [126]. The eutectic composition

corresponds to 61.5 wt.% of MoO3 and melts at 611 �C. Parfeniuk also suggested a finite

element mathematical model, which is used to calculate the thermal fields and fluid flow

in the melt containing the flux MoO3 during TSSG crystal growth. The calculated results

show that the most effective means of producing fluid flow in this system is by crucible

rotation, which makes the MoO3 flux move away from the interface. The results of the

calculations were experimentally confirmed by the growth of LBO in the

Li2O–B2O3–MoO3 system [127].

The principal advantage of MoO3-based flux is the much lower viscosity of the melt

in the temperature range that is suitable for LBO growth, compared to that produced by

B2O3 flux. The application of MoO3 as the flux introduces a key growth technique for

obtaining large, high-quality LBO crystals. After 1996, the Li2O–B2O3–MoO3 and

sB2O3–Li2O.B2O3–Li2O.MoO3–MoO3 systems were investigated in detail [128–130]. At

the same time, new growth techniques were also developed, which enabled the large

size and good optical quality of LBO crystals to be a common feature. In 2004, Kokh

et al. used a precision heating furnace with high-symmetry heat fields to grow LBO

crystals from the Li2O–B2O3–MoO3 system by the TSSG method with pulling, and the

grown crystal enabled them to fabricate elements of various orientation with di-

mensions of 30� 30� (20–30) mm3 [131]. In the same year, Pylneva et al. introduced a

thermal field configuration technique, and the crystal obtained was up to

105� 100� 75 mm3 in size and 570 g in weight [132]. In 2005, Kokh et al. grew a 429 g

LBO crystal by using the heat field symmetry control technique [133]. With the devel-

opment of the heat field symmetry control technique and by using the Kyropoulos

method, a facility for growing LBO single crystals from the Li2O–MoO3 flux system was

established at the Institute of Geology and Mineralogy, Russian Academy of Sciences. It

has successfully grown high-quality and large LBO crystals with weights in excess of

1.3 kg [134,135]. Recently, on the basis of combining the ACRT and the TSSG method,

Hu’s group successfully grew LBO crystals along a near phase-matching angle direction

in LBO–MoO3 solution, and an LBO crystal close to 2 kg was obtained [136], as shown in

Figure 5.16. To date, the largest LBO single crystal grown, with a size of
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285� 160� 110 mm3 and a weight of 4798 g, was successfully obtained from the

improved Li2O–MoO3 flux system [137].

In summary, the applications of MoO3 flux and new techniques, such as heat field

symmetry control and ACRT, have brought considerable progress in LBO growth tech-

nology. In the future, LBO devices of large aperture (>20 cm) may be achieved and used

in wide-aperture laser systems.

5.2.2.2.2 CESIUM TRIBORATE (CSB3O5, or CBO)

The phase diagram of the Cs2O–B2O3 binary system was first reported in Ref. [138]. There

are four crystal phases in the range from 7 to 26 mol.% of Cs2O, including Cs2O$9B2O3,

Cs2O$5B2O3, Cs2O$4B2O3, and Cs2O$3B2O3. Some researchers later reinvestigated the

phase relationships in the binary system Cs2O–B2O3, and Penin et al. presented a

complete Cs2O–B2O3 phase diagram, which indicates that CsB3O5 (CBO) melts

congruently at 835 �C [139–141].

Since CBO melts congruently and the crystallization of the CBO phase was confirmed

to take place in the composition range from 67 to 81 mol.% B2O3, several growth tech-

niques can be used to grow CBO single crystals. In 1993, transparent single crystals of

CBO of centimeter size were successfully grown from a stoichiometric melt for the first

time [142]. During the period 1997–1999, the Kyropoulos method and the CZ method

were also applied to growing CBO crystals. The sizes obtained were up to

40� 25� 25 mm3 and f20� 30 mm, respectively [143,144]. However, since Cs2O is more

volatile than B2O3, especially in the case of large-temperature gradients (60 �C/cm in the

vertical direction) for the CZ method, the former melt composition deviates from the

stoichiometry of CBO. Excess Cs2O evaporation gives rise to an undesirable supersatu-

rated region near the solution surface, and the high viscosity limits mixing and mass

transport in the solution. These problems lead to unstable growth (spontaneous

nucleation, inclusions, hopper growth, etc.), so it is difficult to obtain high-quality and

large CBO crystals fr.om a stoichiometric melt.

FIGURE 5.16 Large lithium triborate crystal.
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Cs2O-enriched melts acting as self-flux were widely used in order to make up for the

evaporation of Cs2O and to decrease the viscosity of the solution. In 1999, Kagebayashi

et al. grew CBO crystals from an 8.9 mol.% Cs2O-enriched melt by the Kyropoulos

technique using a five-zone resistance-heated furnace. The as-grown crystal, which has

high optical homogeneity and is free of cracks and inclusions, was up to

45� 41� 44 mm3 in size [145]. In 2003, Kitano et al. grew CBO crystals from a 28.6 mol.%

Cs2O-enriched melt employing a modified TSSG technique, in which an additional

propeller was used to stir the solution so that a more uniform melt state was achieved.

This technique decreased inclusions that cause light scattering in the as-grown CBO

crystals [146]. In 2005, Saji et al. investigated the growth conditions in solutions having

various compositions of Cs2O and B2O3 by using the TSSG method, and they suggested

that CBO crystals free from scattering centers could be dependably obtained only if the

solution composition is lower than 72 mol.% B2O3 [141]. However, the growth of large

CBO crystals from this solution composition is quite difficult because of the high

evaporation and low growth rate. At the same time, a 65� 44� 49 mm3 CBO single

crystal was grown from a 3–5 mol.％ Cs2O-enriched melt by means of the ISSG method

[147]. A three-zone resistance-heated furnace was adopted, as shown in Figure 5.17, in

order to get a suitable temperature distribution in the axial direction so that the tem-

perature of the solution surface was about 1 �C higher than that at 10 mm beneath it

FIGURE 5.17 (a) Sketch of immersion-seeded growth equipment (1: seed rotator; 2: seed holder; 3: lip of furnace;
4: resistance heater; 5,6,7: thermal couple; 8: Pt wire; 9: seed; 10: Pt crucible; 11: Al2O3 tube; 12: crucible base;
13: crucible rotator and lifting); (b) immersion-seeded grown crystal.
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(seeding place). Thus, any volatiles depositing on the seed rod and on the furnace lip

drop down onto the solution surface and dissolve gradually without nucleating and

growing. However, since Pt wire was wrapped on the grown crystal, cracking at the upper

end of the crystal was unavoidable.

Although much effort has been devoted to obtaining high-quality CBO crystals, as-

grown CBO crystals often contain a high density of optical scattering centers. Saji

et al. proposed that the origin of the scattering centers is the CBO phase particles that

nucleate during the cooling process after crystal growth. They successfully eliminated

the scattering centers by heating the as-grown crystals at 815–820 �C for 2 h and sub-

sequently quenching them at a cooling rate of about 60 �C/min [148]. In 2008, Rajesh

et al. suggested that additional phase precipitation occurring near the critical 650 �C
region during the slow cooling process could be the reason for the formation of scat-

tering centers in CBO crystals. Although the scattering centers are reduced by post-

growth quenching, the treated CBO crystals exhibit a green luminescence when

illuminated with a deep UV laser. The green luminescence is caused by cesium vacancies

that are created by the dissolution of scattering centers in the solid solution at high

temperatures. The off-stoichiometric as-grown crystals can be returned to the stoi-

chiometric composition by the vapor transport equilibration process in the presence of a

cesium-rich atmosphere, so that the scattering centers and green luminescence are

removed [149,150].

In order to lower the growth temperature and decrease the volatilization of Cs2O, in

recent years, many fluxes, such as NaF, V2O5, and MoO3, have been applied to grow CBO

crystals. Chen et al. successfully grew a CBO crystal by the TSSG method using NaF as a

flux [151]. In the CBO–NaF system, there is a single eutectic point, and the eutectic

composition corresponds to 40 mol.% NaF at a temperature of 690.5 �C. The addition of

NaF can reduce the number of scattering centers, and the composition of 10 mol.% NaF

in the CBO–NaF system was considered to be preferable for CBO growth. In 2010,

Pylneva et al. investigated the CBO–V2O5 and CBO–MoO3 systems. A transparent

15� 18� 15 mm3 CBO single crystal with no visual defects was grown from ternary

Cs2O–B2O3–MoO3 using the TSSG method [152]. Recently, a CBO crystal free of scat-

tering centers of dimensions 47� 45� 41 mm3 was successfully grown from the

Cs2O–B2O3–MoO3 ternary system by the TSSG method [153], and the largest CBO crystal

obtained is up to 70� 50� 49 mm3 in size and 410 g in weight, as shown in Figure 5.18.

The optical absorption of as-grown crystals at the critical wavelengths of 1064 and

532 nm was at the same level as in commercially available LBO crystals [154].

5.2.2.2.3 CESIUM LITHIUM BORATE (CsLiB6O10, OR CLBO)

The phase diagram of the (Cs2Oþ Li2O)–(B2O3) binary system was first reported by Mori

et al., and CLBO was found to melt congruently at 848 �C [155]. After the phase equilibria

in the Cs2O–Li2O–B2O3 system were reinvestigated, it was established that CLBO melts

congruently at 859� 2 �C [156]. Therefore, CLBO can be grown from the stoichiometric

melt by means of the top-seeded Kyropoulos method. Presently, using a [001] crystal
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seed, the maximum size of a CLBO crystal grown from the stoichiometric melt was as

large as 146� 132� 118 mm3 and 1800 g in weight after 30 days of growth [157], as

shown in Figure 5.19. CLBO crystals can be also grown from fluxes that are either poor or

rich in B2O3. Since the B2O3-enriched solutions have high viscosity, a self-fluxed solution

poor in B2O3 (Cs2CO3:Li2CO3:B2O3 with a molar ratio of 1:1:5.5) was used to grow the

CLBO crystals. Using an a-axis seed crystal, a large CLBO crystal with dimensions of

14� 11� 11 cm3 was grown in 12 days. The crystal also exhibited easily distinguishable

facets similar to those of crystals grown from the stoichiometric melt [158].

FIGURE 5.18 Cesium triborate crystal grown by top-seeded solution growth in a Cs2O–B2O3–MoO3 system.

FIGURE 5.19 Cesium lithium triborate crystal grown from a stoichiometric melt.
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In order to obtain CLBO with a high bulk laser-induced damage threshold (LIDT),

Sasaki et al. developed a new growth apparatus based on an effective solution-stirring

(SS) technique that combines a propeller and crucible rotation to thoroughly stir the

solution [159]. Rotating the crucible with a static propeller effectively induces forced

convection despite the high viscosity of the solution. A 12� 6� 5 cm3 CLBO crystal was

grown by the above SS technique in 16 days. Prior to crystal growth, the preparation

method for the growth materials was also improved. After dissolving the starting ma-

terials in pure water, the precursor was obtained by evaporating the solvent. Then, the

precursor was sintered in air at 800 �C for 24 h. This process yielded a completely

crystalline single phase of CLBO. By combining the SS-TSSG and the mixing-in-aqueous-

solution techniques, the grown crystals possessed an approximately 2.3-fold higher bulk

LIDT for UV light than those grown by the conventional method, and they exhibited

superior water resistance due to the lower defect density [160]. In 2010, Kawamura et al.

investigated CLBO growth from a stoichiometric melt by the SS-TSSG method in a dry

atmosphere. The growth furnace was filled by flowing Ar gas, which reduced the hu-

midity in the furnace to below 5% relative humidity at room temperature. The results

showed that growth in a dry atmosphere prevents water vapor from entering the CLBO

solution, and growth from a stoichiometric melt prevents water from being included in

the growing crystal [161]. In addition, the LIDT of the CLBO crystal was also effectively

improved by doping. A newly developed Al-doped CLBO crystal (85� 53� 46 mm3,

199 g) with little light scattering exhibits about a two times higher threshold (40–50 MW/

cm2) than that of the conventional undoped crystal (20–30 MW/cm2) [162].

Besides reduced B2O3, LiCsMoO4 and NaF were also applied as fluxes to grow CLBO

crystals. Since the addition of MoO3 decreases viscosity and improves intermixing in the

melt, LiCsMoO4 can be considered as efficient solvent for the growth of CLBO single

crystals. A 60� 40� 20 mm3 CLBO crystal grown using LiCsMoO4 as the flux was found

to be free of cracks, bubbles, and inclusions [163]. In addition, the heat field rotation

technique was applied to grow a CLBO crystal from the CLBO–LiCsMoO4 system [164].

When NaF was used as the flux, the solution viscosity decreased and the growth tem-

perature also decreased with increased NaF content. The decrease in growth tempera-

ture reduces the volatilization of Cs in the solution, but on the other hand it increases the

solution viscosity. Using the TSSG method, a CLBO crystal with dimensions of

54� 51� 32 mm3 was grown from the NaF flux system [165].

5.2.2.3 Potassium Beryllium Borate Fluoride (KBe2BO3F2, or KBBF)
KBBF was first synthesized in the KBF4–BeO system in 1968 [166]. Solov’eva et al. re-

ported in 1970 that the space structure of the crystal is C121 ðC1
2 Þ [167]. However, optical

observation by polarization microscopy and Laue X-ray photographs clearly shows that

the crystal has a triangular or hexagonal axis. In 1995, the designated space group was

revised to be R32 ðD7
3Þ [168]. KBBF has triangular (BO3)

3� groups and tetrahedral

(BeO3F)
5� anionic groups as fundamental building units, where a triangular (BO3)

3�

group connects two neighboring (BeO3F)
5� tetrahedra together to form into an infinite
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planar framework (Be2BO3F2)N along the a–b plane with all (BO3)
3� triangles parallel

and F atoms above or below the plane. Moreover, owing to the large distance and

weak K–F interactions between neighboring (Be2BO3F2) layers along the c-axis, the

crystals exhibit a layer growth habit, which makes it difficult to grow thick crystals along

the c-axis.

KBBF single crystals must be grown using the flux method because the material quickly

volatilizes and decomposes above 820 �C before melting at 1100 �C. A number of solvent

systems were tested, including KBF4–BeO–B2O3–K2CO3, KBF4–BeO–B2O3, KBBF–KF–B2O3,

KBBF–KF, KBBF–KCl, KBBF–M2O–MoO3 (M¼ Li, Na, K), KBBF–PbO–PbF2, KBBF–PbO–

PbF2–B2O3, KBBF–K2Mo2O7–MoO3, and KBBF–K2W2O7 [169,170]. The experimental results

show that the first three systems are suitable for KBBF crystal growth.

In 1993, the first KBBF single crystal with dimensions of 20� 10� 1.0 mm3 was grown

from the KBF4–BeO–B2O3 system by the flux method. In 2001, Tang et al. investigated the

KBF4–BeO–B2O3 and KBBF–KF–B2O3 systems, and transparent single crystals

(10� 10� 1 mm3) were grown.

The main problems encountered in KBBF growth are (1) an undesirable plate-like

growth habit (thin (001) platelets), which is attributable to the sheet structure of

KBBF. Since the interactive force between adjacent sheets is the weak K–F electrostatic

force and the axial ratio reaches c/a¼ 4.234, the growth rate along the c-axis is so slow

that crystals grown along this direction are generally very thin. (2) Uncontrolled nucle-

ation, in which many new nuclei are formed, grow parallel to the (001) face, and sub-

sequently intersect each other, resulting in a tendency for the crystal to trap flux. (3)

Volatilization of the solution, toxicity of beryllium compounds, and low growth repro-

ducibility. Due to these difficulties, only KBBF single crystals with up to 2 mm in

thickness along the c-axis could be grown by the spontaneous nucleation method before

2003 [171]. Moreover, up to now, many attempts to grow large sized KBBF crystals along

the c-axis by the seeding technique have been unsuccessful due to the low energy barrier

for spontaneous nucleation in the flux system.

To increase the size and further improve the quality of the crystals grown by the

spontaneous nucleation growth technique, a new growth project was started at the

beginning of the 2000s. First, the region of KBBF primary crystallization was investigated,

which is located in the pseudo-ternary system KF:B2O3:(3BeO:BeF2). Second, in order to

control or restrict nucleation at one spot or over a narrow region where the crystal starts

to grow, and as a consequence to obtain thicker bulk KBBF crystals oriented along the z-

axis, the localized spontaneous nucleation technique was developed [172]. It consists of

a special temperature distribution, restriction of the nucleation site, and cyclic tem-

perature oscillation. Aided by a crucible cooler at the base center, and after ensuring that

the base of the crucible is cooler than at any other place in the melt, nucleation then

occurs at the center of the crucible bottom.

By using the above-mentioned new technology, the efficiency of growing large and

thick KBBF crystals is greatly improved. Unavoidably, many as-grown KBBF crystals are

adhered to by some small crystals that spontaneously nucleate in the later period of
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growth. A bulk KBBF crystal with a transparent area of 50� 40 mm2 and thickness of

about 3.7 mm oriented along the c-axis was obtained after removing these attached

crystals. The as-grown KBBF crystals possess hexagonal or near-hexagonal trigonal

symmetry, which mainly consists of two sets of tabular facets (0001).

5.2.2.4 Bismuth Triborate (BiB3O6, or BiBO)
The phase diagram for the system Bi2O3–B2O3 was first investigated in 1962 and refined

in 1999, which led to the discovery of four BiB3O6 polymorphs [173,174]. The bismuth

triborate polymorph investigated as an NLO crystal is a-BiB3O6 (hereafter denoted as

BIBO) [175]. The first BIBO crystals were obtained in 1982 [176], but optimal conditions

for single crystal growth were only extensively investigated after its excellent NLO

properties were discovered. BIBO melts congruently at 708 �C and occurs only in a small

region of composition from about 72.5 to 77.5 mol.% B2O3. In 1999, Becker et al. grew a

BIBO single crystal with dimensions of 20� 20� 30 mm3 from a stoichiometric melt

using the TSSG method. In the process of growth, the following parameters are especially

notable [177–180]:

1. Composition of the melt: Melt with a stoichiometric composition of 75 mol.% B2O3

tends to form glass and has a high viscosity, which limits the mixing and mass

transport in the melt and leads to the growth of parasitic crystals under conditions

close to equilibrium. Although an excess of Bi2O3 in the melt can lower the viscos-

ity, it leads to formation of Bi3B5O12 so that BIBO has to be grown from a stoichio-

metric melt. However, since B2O3 evaporates from the melt during the growth

process, an excess of 1 mol.% B2O3 was added to the melt, which had no effect on

the optical quality of the crystals.

2. Preparation of the melt: Due to the value of the specific gravity of Bi2O3, the top

part of the melt is enriched in boron, whereas the bottom part is enriched in bis-

muth. It is imperative to synthesize BIBO powder by the solid-state reaction tech-

nique to avoid a separation of the melting components and the deposition of Bi2O3

at the base of the crucible during the melting of B2O3. A reaction temperature of

700 �C held over 24 h proved to be sufficient to obtain a homogeneous BIBO melt.

A clear, transparent, and homogeneous melt was also achieved by mixing the Bi2O3

and B2O3 powders, heating to 800 �C, and stirring for 96 h.

3. Cooling and rotation rates: In general, the stoichiometric melt was supercooled by

3–4 �C by lowering the furnace temperature at a rate of 6 K/h to the desired tem-

perature, followed by a dwell time of 24 h. The supercooling by 10 �C led to the

spontaneous growth of parasitic crystals at the edges of the growing crystal. A cool-

ing rate of 0.1 �C/day was applied. The crystals grown with this temperature regime

show sharp edges between their well-developed morphological faces. Since rotation

in a high-viscosity melt gives rise to additional stresses in a growing crystal and

may result in the destruction of the seed, no seed rotation or a minimal rotation

rate of 3–4 rpm was applied in practice.
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4. Seed direction: Because of the low symmetry of the BIBO crystal, the growth anisot-

ropy was very strong, and the crystal morphology and quality depended crucially

on seed orientation. In view of the technological factors, the optimal direction of

crystal growth is that with zero thermal expansion. For BIBO, the coefficient of

thermal expansion along the crystallographic direction ½101� is close to zero.

Therefore, the optimal seed orientation was found to be ½101�.
5. Temperature gradients: A resistive-heating furnace was specially designed for main-

taining a very even temperature gradient in both the axial and the radial directions,

and it was divided into three independently powered and controlled zones so that

temperature fluctuations in the crucible zone were limited to only 2 �C per 200 mm

along the furnace axis.

Under the optimal conditions discussed here, a high-optical-quality BIBO crystal with

dimensions of 30� 30� 40 mm3 and a weight of 120 g was successfully grown from

high-temperature solutions by the TSSG method.

5.3 Conclusion
In summary, as required by laser development, Tm3þ and Ho3þ as activators in laser

hosts can produce lasers that radiate near the 2.0 mm region. Due to efficient energy

transfer between the Tm 3F4 and Ho 5I7 manifolds, Tm-sensitized Ho materials are used

to produce laser action around 2.0 mm. Ho-doped, Tm-doped, and co-doped GGG

crystals have been grown. The growth conditions and the spectroscopic properties of the

materials have been summarized. Having been chosen due to the excellent laser per-

formance of the vanadates, a series of vanadate laser crystals were successfully grown by

the CZ method. The actual formation of bulk spiral growth during the CZ process is very

complicated and cannot be simply ascribed to one factor or another. It reflects an

interaction between the internal crystal structure and the exterior environment that

controls the growth process. However, because a highly axially symmetric crystal–melt

interface consisting of large facets with similar growth velocities is much more preferable

according to morphological analysis, the use of an appropriate seed crystal is advisable

and thus can greatly reduce the chance of bulk spiral formation. It is beneficial to follow

the prescribed procedure for the selection of seed crystals in CZ growth of low-symmetry

oxide crystals, a process that in the past has usually been achieved by trial and error.

Based on the traditional TSSG method, significant progress has been made in the

growth of bulk borate NLO single crystals by applying new fluxes combined with other

new techniques, such as flux pulling for BBO, heat field rotation for BBO and CLBO,

accelerated crucible rotation for LBO, seed submersion for CBO, SS for CLBO, and

localized spontaneous nucleation for KBBF. However, there are still other difficulties that

affect the growth of large, high-quality single crystals. For example, so far, KBBF crystals

grown by the spontaneous nucleation method have not been obtained that are greater

than 4 mm along the c-axis, and thus they cannot be used to fabricate optical devices for
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frequency conversion. Therefore, much effort still remains to be exerted to grow large,

high-optical-quality single crystals, including searching for more suitable fluxes, inves-

tigating the physical and chemical properties of growth systems, developing new tech-

niques, surveying crystal defects, and so on.
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6.1 Introduction
The exploration of oxides from the perspective of semiconductor science and technology

offers exciting opportunities for uncovering new physics as well as developing novel

devices with unprecedented performance and functionality. A number of binary and

ternary oxides, such as b-Ga2O3, ZnO, In2O3, SnO2, SnO, BaSnO3 and CuAlO2, are

considered to be new wide band-gap electronic materials with continuously increasing

exploration and development activities at the academic and industrial levels. Because

such oxides exhibit both transparency in the visible spectrum, even down to deep ul-

traviolet wavelength region (DUV), and conducting behavior at the same time, they have

been or can be used in a wide spectrum of electronic (particularly optoelectronic)
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applications. When the oxides are moderately doped, they behave as nondegenerate

semiconductors and are called transparent semiconducting oxides (TSOs). The TSOs are

used as DUV photodetectors [1], photodiodes [2,3], transparent thin-film transistors

[3–9], light-emitting diodes [3,10–14], high-voltage transistors [15–17], Schottky diodes

[3,18,19], spintronics [20], high-temperature gas sensors [21–23] and scintillators [24,25].

When the TSOs are prepared as polycrystalline or amorphous thin films, they can be

highly doped, resulting in degenerate semiconductors with metallic-like conductivities;

in this case, they are called transparent conducting oxides (TCOs). Such oxides are

typically used as transparent electrodes for solar cells, in flat-panel displays and touch

screens [26–30], and in energy-efficient windows [31,32].

Although various thin-film technologies (e.g., sputtering, pulsed laser deposition,

molecular beam epitaxy, metal-organic chemical vapor deposition) can be easily applied

to most of the TSOs and TCOs, truly bulk single crystals of such compounds are rarely

obtained due to their high melting points and instabilities at high temperatures. Growing

bulk single crystals of the TSOs and TCOs is a great challenge from both scientific and

technological point of view. The availability of bulk TSOs/TCOs single crystals is a

driving force for the development of novel electronic devices. In the case of the bulk

single crystals, after a certain number of attempts in the 1960s, there was a long period in

which the TSOs were forgotten to some extent. In the twenty-first century, the TSOs have

been rediscovered and new compounds are being discovered, such as wide band-gap

oxide semiconductors. This has resulted in rapid progress in state-of-the-art growth

techniques for epitaxial films and bulk crystals, as well as a better understanding of the

properties and mechanisms that control conductivity.

This chapter focuses on the growth and fundamental properties of selected TSO

compounds (b-Ga2O3, ZnO, In2O3, and SnO2), which have already been grown in the

form of truly bulk single crystals. It discusses the origin of growth difficulties, different

growth techniques (including gas phase, solution, and melt), and the basic quality and

properties characterizing this class of materials. The materials described herein show

semiconducting behavior; therefore, the discussion includes TSOs.

6.2 Basics of TSO Thermodynamics
A major problem in growing truly bulk single crystals from most of the TSOs, especially

from the melt, is their thermochemical instability at elevated temperatures. In combi-

nation with high melting points (>1800 �C), this leads to strong decomposition and

evaporation prior to melting. To minimize the decomposition of such compounds, a

high oxygen partial pressure is required. Figure 6.1 shows the minimum oxygen partial

pressures required for the stabilization of b-Ga2O3, ZnO, In2O3, and SnO2 versus tem-

perature [33]. Above each solid line, a corresponding compound exists in the solid phase,

but in practice the required oxygen partial pressure must be higher than the minimum

value by a factor of at least 104 to minimize decomposition.
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After scaling the minimum oxygen partial pressure at the melting points of the TSOs

to that of b-Ga2O3, as shown in Table 6.1, it is easy to understand the difficulties in

growing bulk single crystals of TSOs, especially from the melt (see Section 6.3).

At such high temperatures, the only metal crucible for melt growth techniques that

can withstand small oxygen concentration is iridium or its alloys. Iridium easily oxidizes

at low and moderate temperatures (roughly 600–1200 �C), but it is substantially intact at

high temperatures. To avoid intensive oxidizing of iridium, instead of using an admixture

of O2 (up to w2%) and a neutral atmosphere (e.g., N2, Ar), a CO2-containing growth

atmosphere as a nonlinear oxygen source has been found to be a good solution for ZnO

[69], b-Ga2O3 [70], and In2O3 [71]. CO2 decomposes into COþ 1/2 O2, thus providing

more oxygen with increasing temperatures. In this way, a higher oxygen partial pressure

could be provided at high temperatures (2–5%) while minimizing oxidation of the

iridium crucible (and other metal components). Moreover, by applying an overpressure

along with CO2, a further increase of oxygen partial pressure and a lower decomposition

rate could be achieved for ZnO [55] and b-Ga2O3 [70]. More details on using such

dynamic, self-adjusting growth atmospheres can be found in Refs [72–74].

FIGURE 6.1 Stability plot showing the
minimum oxygen partial pressure required
for the stabilization of selected TSOs. The
melting points of the corresponding TSOs
are indicated by solid circles. TSO,
transparent semiconducting oxide.

Table 6.1 Minimum Oxygen Partial Pressure Required for the Stabilization
of Selected Transparent Semiconducting Oxide (TSO) Compounds at Their
Melting Points

TSO b-Ga2O3 ZnO In2O3 SnO2

Melting point (�C) 1820 1975 1950 >2100
Relative oxygen partial pressure 1 w100 w1000 w50,000

Values were normalized with respect to b-Ga2O3 (FactSage calculations).
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The result of the decomposition of the TSOs are different volatile species, namely

oxygen, metal monoxides and suboxides (GaO, Ga2O, InO, In2O, SnO), and free metals

(Ga, Zn, In, Sn). The most volatile species (i.e., those having the highest partial pressure)

are oxygen and Zn, SnO, In2O, Ga2O for b-Ga2O3, ZnO, In2O3, and SnO2, respectively.

Oxygen from CO2 at atmospheric pressure is sufficient to decrease Ga2O partial pressure

to a level that enables the growth of Ga2O3 single crystals by the Czochralski method.

This is, however, not the case for other TSO compounds. Other approaches have been

found for growing crystals from the melt, such as CO2 overpressure (in the case of ZnO)

and a new crystal growth method using electromagnetic levitation (in the case of In2O3).

6.3 Growth Techniques
This section summarizes the growth techniques for obtaining bulk single crystals of b-

Ga2O3, ZnO, In2O3, and SnO2. The basic structural and physical properties of the TSOs

are presented in Table 6.2. The bulk growth techniques are also discussed in more detail.

6.3.1 b-Ga2O3

Ga2O3 has five polymorphic phases: a, b, g, d, and ε. At high temperatures (>900 �C), only
the b-phase is stable; therefore from the melt (melting point¼ 1820 �C), only the b-phase

can be grown. For details on the polymorphic phases of Ga2O3, including their structure

and transition temperatures, see Ref. [75]. When b-Ga2O3 is grown from the melt, it does

Table 6.2 Structural and Basic Physical Properties along with Growth Techniques for
Selected TSOs

b-Ga2O3 ZnO In2O3 SnO2

Structure Monoclinic
a¼ 12.214 Å
b¼ 3.037 Å
c¼ 5.798 Å
b¼ 103.83�

Hexagonal (wurtzite)
a¼ b¼ 3.250 Å
c¼ 5.205 Å

Cubic (bixbyite)
a¼ b¼ c¼ 10.117 Å

Tetragonal (rutile)
a¼ b¼ 4.74 Å
c¼ 3.18 Å

Melting point (�C) 1820 1975 1950 >2100
Density (g/cm3) 6.00 5.61 7.12 6.95
Melt growth techniques 1. Verneuil

2. OFZ
3. EFG
4. Czochralski

1. Cold crucible
2. Bridgman

1. LASSCGM �

Other bulk growth
techniques

1. CVT
2. Flux

1. CVT
2. PVT
3. Flux
4. Hydrothermal

1. CVT
2. PVT
3. Flux

1. CVT
2. PVT
3. Flux

CVT, chemical vapor transport; PVT, physical vapor transport; OFZ, optical floating zone; EFG, edge-defined film-fed growth; TSO,

transparent semiconducting oxide; LASSCGM, levitation-assisted self-seeding crystal growth method (for details on this novel growth

technique, see Section 6.3.3).
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not undergo any phase transition; this is also the case for postgrowth heat treatments. The

single phase of b-Ga2O3 has been confirmed by X-ray powder diffraction and differential

thermal analysis. Details of the crystal structure of b-Ga2O3 can be found in Ref. [76].

Although b-Ga2O3 undergoes quite intense decomposition at its melting point

(1820 �C) at limited oxygen partial pressure (several percent), it is still the most stable

compound as compared with other discussed TSOs. The growth techniques for

obtaining bulk crystals can be divided into three groups (see also Table 6.2): growth from

the gas phase (chemical vapor transport (CVT)), solution (flux), and melt (Verneuil,

optical floating zone (OFZ), edge-defined film-fed growth (EFG), Czochralski).

Small b-Ga2O3 crystals were reported by Pajaczkowska et al. for the CVT method, in

which the transport gas was N-H-Cl system [77]. The crystal coloration, from colorless

through yellow and green-blue to blue, was found to be a function of growth temper-

ature from below 1100 K to above 1200 K for the CVT method.

Small platelets or needle-shaped b-Ga2O3 crystals were obtained by the flux method

from PbF2 (98 wt%)–PbSO4 (2 wt%) [78], Bi2O3 (90.8 wt%)–V2O5 (9.2 wt%) [79], and Bi2O3

(41 wt%)–B2O3 (59 wt%) [80] fluxes. Katz et al. [78] equilibrated the flux in a Pt crucible

for 0.5–2 days at 1225 �C, then cooled at 4 K/h to 872 �C and air-quenched. The crystals

were removed with dilute HNO3; they had a size of 3–10 mm in length and a weight

below 0.2 g. The Pb-impurity concentration was found to be at the level of 0.07–0.2 wt%.

Garton et al. [79] obtained colorless b-Ga2O3 crystal plates up to 6 mm long and 1 mm

thick. The initial temperature of a Pt crucible with the flux was 1300 �C; a slow cooling

was performed to 900 �C, below which the flux was then quenched. Chani et al. [80]

heated up a Pt crucible containing the flux to 1300 �C for 12 h, then kept it at that

temperature for 5 h; afterwards it was cooled down to 1120 �C for 0.5 h, 600 �C for 24 h,

and then to room temperature for 10 h. The crystals were removed from the flux by

dilute HNO3. The obtained crystals were bright green needles or platelets. The main

disadvantages of that method are a small crystal size, high contamination by flux ele-

ments, and twinning.

The first reports on bulk b-Ga2O3 grown from the melt date back to 1960s, when the

first bulk single crystals were grown by the Verneuil (or flame fusion) method [34,81–83].

Chase [81] used flow rates of 14 L/min for outer H2, 1 L/min for inner O2, and 7.5 L/min

for outer O2, which produced slightly oxygen-rich conditions that were found to be

favorable. The crystals had dimensions of about 1 and 2.5 cm for diameter and length,

respectively. Lorenz et al. [34] pointed out that crystals grown under oxidizing conditions

were colorless, whereas those grown under reducing conditions were light blue. Harwig

et al. [82,83] reported that b-Ga2O3 crystals doped with Mg were colorless, whereas those

doped with Zr were light blue. The major problem for this technique is laminar twinning,

which results from the high-temperature gradients present in the growth method.

Due to possibility of using high oxygen concentration in a growth chamber, the

crucible-free OFZ method was successfully applied to growth b-Ga2O3 single crystals

from the melt [12,31,35–38,40,84,85]. That method uses a sintered feed rod of Ga2O3 with

a seed rod located underneath. A tip of the feed rod is molten by a light beam generated
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by high-power lamps and focused by mirrors. Molten Ga2O3 contacts the seed and

crystallizes thereon. By counterrotating the feed and seed rods and moving both

downwards, the feed rod is gradually converted into a single crystal. In the OFZ furnace,

Ueda et al. [35] used 3.5-kW halogen lamps, a growth rate of 15 mm/h, and a rotation of

the sintered feed and seed rods of 17 rpm. The growth atmosphere was a varying mixture

of N2þO2 at a total flow rate of 0.2 m3/h. When grown in pure O2, the crystals were

colorless and they became pale blue with increasing N2 flow. The colorless crystals were

electrical insulators, whereas the blue ones were semiconductors. When doped with Sn,

b-Ga2O3 crystals were blue even when grown in pure O2.

Tomm et al. [31] reported the growth of undoped, as well as Ge- and Ti-doped,

b-Ga2O3 single crystals by the OFZ technique. The crystals were grown either in air or

in pure oxygen, with a growth rate of 5 mm/h and counterrotation of feed and seed rods.

The undoped and Ge-doped crystals were colorless, whereas those doped with Ti were

pale purple. Shimamura and Villora [12] and Villora et al. [37,38] applied pulling and

rotation rates of the feed and seed rods of 1–5 mm/h and 20 rpm, respectively; the at-

mosphere consisted of N2þO2 with flow rates of 250 mL/min for both N2 and O2. The

crystals were grown along <100>, <010>, and <001> axes. The crystal diameter was

typically approximately 5–8 mm and the length was 50 mm, although 1-in diameter

crystals were demonstrated as well, as shown in Figure 6.2. The rocking curve of the (400)

peak of large b-Ga2O3 by the OFZ in Ref. [37] shows a very broad full width at half

maximum (FWHM) over 300 arcsec and additional peaks, suggesting the presence of

twins. Zhang et al. [84,85] used four halogen lamps, a growth rate of 5–10 mm/h, a

rotation rate of 15 rpm, and air as the growth atmosphere with a flow of 0.2 m3/h. The

crystals were colorless with diameters of 6 mm and lengths of 20 mm. The FWHM of the

rocking curve was about 100 arcsec. The crystals doped with 5 mol% of Sn were blue,

whereas those with 10 mol% of Sn were deep blue. Ohira et al. [40] described the

following conditions for the OFZ method: growth rate of 7.5–15 mm/h, counterrotation

for the feed and seed rods of 20 rpm, and a growth atmosphere of dry air. The crystals

were doped with 500 ppm of Sn.

Due to the particularities of the OFZ method (i.e., small cross-sectional area of the

light beam) crystals with small diameters could be grown. Additionally, the temperature

FIGURE 6.2 b-Ga2O3 single crystals obtained by the OFZ method: (a) about 6 mm in diameter and (b) 25 mm in
diameter. OFZ, optical floating zone. Reprinted from Ref. [37] with permission from Elsevier, Copyright 2004.
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gradients in the vicinity of the growth interface are rather large, which, in combination

with two strong cleavage planes and the twinning tendency, may deteriorate the struc-

tural quality of the grown crystals.

Another approach for growing bulk b-Ga2O3 single crystals from the melt involves the

EFG method by Aida et al. [86]. That method (see Figure 6.3(a)) uses an inductively

heated iridium crucible containing molten Ga2O3 and a die located on the top of the

crucible with well-defined slits. The melt is transported to the top of the die by capillary

forces, where a crystal seed is contacted and pulled up. The temperature gradients above

the die allow for crystallization of the melt on the crystal seed to form a single crystal

ribbon. The reported dimensions for the crystal ribbons were 3, 50, and 70 mm for the

thickness, width, and length, respectively [86]. The crystals were blue in color. The etch

pits density (EPD) and the rocking curve were reported to be 0.9–4$105/cm2 and

75–160 arcsec, respectively [86]. An example of bulk b-Ga2O3 single crystals (vertical

cross-section of 2� 3 in, thickness of 3 mm) obtained by the EFG method is shown in

Figure 6.3(b).

For mass production, a large crystal volume and high crystal quality is required. These

conditions are typically satisfied by the Czochralski method, if a crystal can be grown by

that technique. The possibility of growing b-Ga2O3 single crystals by the Czochralski

method was first demonstrated by Tomm et al. [87] with the use of a dynamic, self-

adjusting growth atmosphere consisting of 90% Ar and 10% CO2. The crystals were

transparent but bluish. The crystal diameter and length were 10 and 20 mm, respectively.

A comprehensive study on Czochralski growth of b-Ga2O3 single crystals was performed

by Galazka et al. [70]. In the Czochralski method (as shown in Figure 6.4), the Ga2O3

starting material is molten in an inductively heated iridium crucible. Next, a Ga2O3 crystal

seed is brought into a contact with the melt. Then, after obtaining thermal equilibrium

between the seed and the melt, the seed is slowly pulled up (typically 1–3 mm/h) while

FIGURE 6.3 (a) Sketch of the EFG
configuration. (Based on Ref. [86].)
(b) b-Ga2O3 single crystal obtained by the
EFG method, with a vertical cross-section
of 2� 3 in and thickness of 3 mm. EFG,
edge-defined film-fed growth. Reprinted
from Ref. [86] with permission from Japan
Society of Applied Physics and the author’s
consent (Hideo Aida), Copyright 2008.
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rotating (5–20 rpm). A seed diameter is slowly increased to a desired cylinder diameter,

which is then grown to a predefined length. After that, the crystal is separated from the

melt and slowly cooled down to room temperature (typically >15 h). The crystal diameter

is controlled automatically by a PID (Proportional, Integral, Derivative) controller that

reacts on mass changes and adequately regulates the temperature of the melt. The

iridium crucible with possible iridium afterheater and a suitable thermal insulation all

around the crucible constitute a Czochralski growth furnace. The growth furnace is

placed inside a growth chamber, which in this case can withstand a high overpressure up

to 20 bar, with the possibility of supplying a variety of growth atmospheres, such as

oxidizing (O2, CO2), neutral (Ar, N2), reducing (H2, CO), and any combination thereof.

To grow b-Ga2O3 single crystals by the Czochralski method, only an oxidizing at-

mosphere should be used, keeping in mind that Ir components easily oxidize at low and

moderate temperatures. The oxygen partial pressure in the growth chamber (provided

by any manner) affects the decomposition rate of Ga2O3 and thus its stoichiometry; this

in turn (rather indirectly) influences electrical and optical properties of the obtained

crystals and, as a consequence, the crystal coloration. Other factors also have a high

impact on crystal properties, quality, and overall appearance, such as the initial stoi-

chiometry of the starting material, temperature gradients, type of atmosphere, and

intentional doping (or unintentional impurities), because they all influence the growth

behavior and the Ga2O3 stoichiometry. Table 6.3 summarizes the different atmospheres

used to grow b-Ga2O3 single crystals by the Czochralski method and the resulting oxygen

partial pressure along with the crystal appearance. The crystal surface is typically rough

for low oxygen partial pressures (<0.02 bar) and smooth and shiny for higher oxygen

partial pressures (see Figures 6.5(a) and 6.5(b)).

FIGURE 6.4 Sketch of a Czochralski growth furnace.
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Figure 6.5 shows examples of undoped and Mg-doped b-Ga2O3 single crystals grown

by the Czochralski method (see figure caption). Typically the crystal diameter and length

are 20–22 mm and 2–3 in, respectively (crystal volume 15–25 cm3). As the result of such

advanced research, high-volume (2-in diameter) single crystals of b-Ga2O3 have been

demonstrated by Galazka et al. [41] with use of the Czochralski method.

Table 6.3 Influence of the Different Growth Atmospheres and Dopants on Crystal
Coloration and Quality Using the Czochralski Method

p(O2) at
Melting
Point (atm)

Crystal
Coloration

Crystal
Quality Note

10% CO2þ 90% Ar (1 bar) 3.6� 10�3 Dark blue Average Tendency to spiral formation;
high evaporation rate

50% CO2þ 50% Ar (1 bar) 8.0� 10�3 Colorless to blue Good Moderate evaporation rate
100% CO2 (1 bar) 1.2� 10�2 Light gray to blue Good Traces of C in the crystals
100% CO2 (7 bar) 4.4� 10�2 Gray Very good Higher concentration of C

in the crystal
2% O2þ 98% Ar (1 bar) 2.0� 10�2 Blue Average High Ir oxidation.

Dopants at 100% CO2 (1 bar)

Sn4þ 800 ppm in the crystal 1.2� 10�2 Dark blue Not good Only very small crystal
can be grown

Mg2þ 6–30 ppm in the crystal 1.2� 10�2 Yellowish Very good Stable growth

FIGURE 6.5 Selected b-Ga2O3 single crystals obtained by the Czochralski method under 100% CO2: (a) undoped,
7 bar. (Adapted from Ref. [70].) (b) doped with Mg, 1 bar; and (c) high-resolution TEM image. (Adapted from Ref.
[70].) TEM, transmission electron microscopy.

Chapter 6 • Growth Measures to Achieve Bulk Single Crystals 217



b-Ga2O3 has two strong cleavage planes parallel to the {100} and {001} planes;

therefore, all the crystals were grown along <010> direction, parallel to both cleavage

planes. Growing b-Ga2O3 crystals by the Czochralski method perpendicular to the

cleavage planes is not advisable; in this case, a crystal hanging on a thin seed may break

it very easily with a mass increase and/or due to thermal stresses. However, it is possible

to grow the crystals by the Czochralski method with other orientations, deviating from

the <100> and <001> directions to some extent. Small-diameter crystals along <100>

and <001> directions were obtained by the OFZ method [37]; the Ga2O3 melt solidifies

on the seed in accordance to the gravity vector, not opposite as in the case of the

Czochralski method. Despite the two strong cleavage planes, it is possible to fabricate

large, twin-free wafers of b-Ga2O3 obtained by the OFZ, EFG, and Czochralski methods.

The crystal quality of the b-Ga2O3 single crystals obtained by the Czochralski

method is good. A typical value for the FWHM of the rocking curve of the (400) peak is

around or much below 100 arcsec. Dislocations are parallel to the cleavage plane

(100); therefore, they are not readily visible on (100) wafers, but they can be revealed in

the crystal volume by laser scattering tomography [41]. Although the two cleavage

planes make crystal fabrication difficult, it is a perfect situation for crystal investiga-

tion because extremely thin samples can be easily cleaved from the bulk crystals,

which are very useful for spectroscopic and optical studies. An example of a high-

resolution transmission electron microscopy (TEM) image is shown in Figure 6.5(c).

It was possible to exfoliate just several atomic layers so that they present a real

as-grown crystal structure that is not affected by any mechanical or chemical treat-

ment. The exfoliated b-Ga2O3 is therefore a perfect model for investigating point

defects.

6.3.2 ZnO

ZnO is the most investigated TSO material, with the longest research and development

history. First reports on ZnO growth date back to the 1930s [88]. ZnO single crystals were

grown from the vapor phase (physical vapor transport (PVT), CVT), solution (flux, top-

seeded solution growth, hydrothermal methods), and melt (pressurized cold crucible,

Bridgman method). The chemical, structural, and physical properties of ZnO are sum-

marized in Ref. [88].

The PVT method uses the evaporation of ZnO starting material and its sublimation. In

this process, Zn evaporates as a result of decomposition, which next oxidizes at lower

temperatures to form ZnO. Typical growth conditions used by Helbig [48] for the PVT

included a temperature at the growth zone of 1600 �C and a gas mixture of H2 (2 L/h), N2

(80 L/h) and O2 (0.5–2 L/h). The crystals were up to 7 mm in diameter and up to 40 mm

long. The crystals were also doped with a variety of elements, including Li, Na, Cu, Ga, In,

and Mn.

Small bulk ZnO single crystals were also grown by the CVT method with different

approaches using a variety of chemical transport agents. For example, variants of the
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CVT method include the cold-wall CVT by Abe et al. [42], contactless CVT by Grasza et al.

[43], and seeded CVT by Hong et al. [89]. The transport agents used in this growth

method included H2 [90], C [89,91], CO2þ Zn [92], H2þCþH2O or N2þCþH2O [93],

CþCO2 or Ar [44], ArþH2OþCO2 [42], CþCH4 [45], CþCl [46], and many others (see

e.g., Ref. [44]). Typically, quartz or graphite-covered quartz ampoules are used; the

source temperature is smaller than 1200 �C and the crystallization takes place in the

cooler region of the ampoule (e.g., by about 50 K). The growth rate is very small, usually

less than 2 mm/day. The crystal size is typically a only a few millimeters and the crystal

coloration varies depending on growth conditions; it changes from colorless, through

yellowish or brownish to red, which is likely associated with a deviation from the

stoichiometry. The crystallinity of the CVT-grown ZnO can be very good, as 30 and

44 arcsec of the FWHM of the rocking curves were reported [46,89]. Figure 6.6 shows

examples of CVT-grown ZnO single crystals.

Another approach for ZnO growth proposed by Santailler et al. [47] is chemically

assisted CVT, which is a combination of the CVT and PVT methods. It uses the evap-

oration of a ZnO starting material in the presence of a CO transport gas and subli-

mation on a crystal substrate (seed) of sapphire being covered with ZnO. By this

method, high-purity single crystals of 46-mm diameter and 8-mm thickness were

obtained, with a high growth rate of 0.4 mm/h. The growth temperature was between

800 and 1200 �C.
Bulk ZnO single crystals were grown form different fluxes, such as V2O5þ B2O3 and

V2O5þMoO3 by Kunihiko et al. [94], PbF2 by Li et al. [95], and hydrous KOH and NaOH

by Ushio et al. [96]. In the first case [94], the top-seeded solution growth was used with

the following compositions: (1) 76–80 mol% ZnO and 20–24 mol% V2O5þ B2O3 and (2)

52 mol% ZnO and 48 mol% V2O5þMoO3. The flux was molten within an inductively

heated Pt crucible. By this method, polycrystals were obtained with maximum single

crystal grains of 10� 5� 2 mm3. The crystal coloration was pale yellow to brown. The

obtained crystals contained a very high concentration of flux elements, between 0.6 and

1.7 wt%. In the second case [95], the composition of 22% ZnO and 78% of PbF2, a Pt

crucible, a furnace temperature of 1100 �C, and oxygen flow were used. The obtained

crystals were up to 25 mm in diameter and 5–8 mm thick. The crystals, however, suffered

from Pb and F impurities at the levels of 390 and 40 ppm, respectively. In the third case

FIGURE 6.6 ZnO crystals grown by the CVT
method: (a) (Reprinted from Ref. [89] with
permission from Elsevier, Copyright 2009.);
and (b) (Reprinted from Ref. [92] with
permission from Elsevier, Copyright 2007.)
CVT, chemical vapor transport.
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[96], needle-shaped crystals were obtained with a size of 0.5–1 mm in diameter up to

18 mm long, with a crystal coloration from white through brown to black, depending on

the growth temperature (450–900 �C) and time.

The most successful technique for growing large ZnO single crystals of high quality is

the hydrothermal method described by various authors, including Croxall et al.,

Sakagami, Sekiguchi et al., Dem’yanets et al., Ohshima et al., Maeda et al., Dhanaraj

et al., Ehrentraut et al., Wang et al., and Zuo et al. [49–53,97–103]. This method, shown

schematically in Figure 6.7(a), is conducted in autoclaves made of steel with a platinum,

silver, or titanium-alloy liner to isolate the growth environment from the autoclave

containing an aqua alkaline solution of KOH and NaOH (mineralizer). The interior of the

autoclave is divided into dissolution and growth zones by a baffle with an opening. In the

bottom dissolution zone high purity ZnO powder is dissolved within the solution, while

in the upper growth zone a number of ZnO crystal seeds are located. A temperature

difference between both zones (lower in the growth zone by 8–80 K) initiates convection,

which transports ZnO from the dissolution zone to the growth zone, where ZnO crys-

tallizes on the seeds. The typical temperature in the dissolution zone is between 270 and

400 �C, while the pressure is in the range of 100–1400 atm. The growth rate is very low,

below 1 mm/day, but on the other hand many crystals can be grown simultaneously in

one single run, which takes usually several weeks. Exemplary hardware parameters and

growth conditions described by Dem’yanets and Lyutin in Ref. [102] are as follows:

1. Diameter and height of the inner container of the autoclave of 280 and 1000 mm,

respectively

2. Outer heaters disposed outside the autoclave wall and inner heaters disposed be-

tween the inner container and autoclave walls

FIGURE 6.7 (a) Sketch of a hydrothermal growth system. (Based on Ref. [51].) (b) A 2-in size ZnO single crystal
obtained by the hydrothermal method. Reprinted from Ref. [102] with permission from Elsevier, Copyright 2008.
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3. The baffle located in the middle of the container height

4. 96–100 crystal seeds in the form of plates parallel to the (0001) face

5. Solution composition of KOH (3.5 mol%)þ LiOH (0.5–1 mol%)þNH4OH

(0.5–1 mol%)

6. Solution temperature and pressure of 330–360 �C and 30–40 MPa, respectively

7. Temperature difference between the growth and dissolution zones of 8–15 K

8. Growth rate of 0.15–0.2 mm/day.

As large as 3-in diameter ZnO single crystals were reported by Ehrentraut et al. [101]

and Dem’yanets and Lyutin [102], although the thickness is smaller (up to 15 mm). An

example of a 2-in diameter ZnO single crystal is shown in Figure 6.7(b). Different crystal

coloration was reported: colorless, green, pale green, or pale yellow, depending on the

growth conditions. The structural quality of hydrothermally grown ZnO crystals is very

good, for example, Maeda et al. [51] reported the following values: a FWHM of the

rocking curve of 18 arcsec and an EPD less than 80/cm2. Also, the impurity level from the

alkaline solvents is very low—0.9 and 0.3 ppm for Li and K, respectively—although other

impurities might be still present.

The high instability of ZnO at high temperatures and high melting point (1975 �C)
makes the growth of ZnO single crystals from the melt challenging. So far, only two

growth techniques from the melt have successfully been applied for ZnO: the pressurized

cold crucible [54,104,105] and the Bridgman [55,69,106–109] methods.

In the pressurized cold crucible method by Nause [104] and Nause and Nemeth [105],

the interior of ZnO starting material is melted directly by a radio-frequency (RF)

induction heating under overpressure (between 1 and 100 atm) of oxygen to minimize

the decomposition of ZnO. The outer part of the ZnO starting material is cooled by a

water-cooled segmented Cu crucible; therefore, it forms a self-created crucible for the

molten ZnO. During cooling down by lowering the crucible away from the heater, the

ZnO melt crystalizes randomly (no crystal seed) with a number of single crystal blocks

being formed, from which single crystal parts or wafers can be fabricated, as shown in

Figure 6.8. A crystal size of 2 in, EPD of 104/cm2, and FWHM of the rocking curve of

49 arcsec were reported [105].

Growth of ZnO single crystals from a melt contained in an inductively heated iridium

crucible was first reported by Schulz et al. [69], who used the vertical Bridgman method

(Figure 6.9(a)). The bottom part of the crucible is conically shaped, with a small cylin-

drical tip to accommodate a ZnO crystal seed. To minimize the decomposition of ZnO

and avoid oxidation of iridium, a CO2 growth atmosphere was used under an over-

pressure of 5–20 bars. A slow cool-down of the crucible at a rate of 25 K/h at well-defined

axial temperature gradients of approximately 10 K/h cause crystallization of ZnO melt

starting from the seed in the upward direction at a rate of several millimeters per hour

[55,69]. The growth direction was [0001]. A direct contact of the crystal with the crucible

wall and the possible expansion of ZnO solid during cooling [106] may cause

small cracks at the crystal periphery. The crystals were removed from the Ir crucibles by
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a core-drill. In this way, single crystals of 33 mm in diameter and 2 in long were obtained

(Figure 6.9(b)), from which epi-ready wafers could be prepared. As-grown ZnO crystals

are typically red to orange or pale green due to the presence of Zn particles [110] pro-

duced during the ZnO decomposition at high temperatures. The crystals become pale

yellow or colorless and transparent after annealing in an oxidizing atmosphere at

FIGURE 6.8 Bulk ZnO single crystals and wafers obtained from the melt by the cold crucible method. Reprinted
from Ref. [105] with permission from IOP publishing and author’s consent (Catherine Nause and Bill Nemeth),
Copyright 2005.

FIGURE 6.9 (a) Sketch of a vertical Bridgman growth furnace. (b) ZnO single crystal obtained by the Bridgman
method. Photograph courtesy of Detlev Schulz, IKZ, Berlin, Germany.
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900–1100 �C for several hours. The impurity concentration in ZnO crystals grown by the

Bridgman method is typically smaller than that in ZnO crystals obtained by the hy-

drothermal method when high-purity ZnO starting material (5N) is used [108]. The

FWHM of the rocking curve was reported to be as low as 22 arcsec [69]. Doping ZnO with

Mg at concentration up to 4 mol% deteriorates crystal quality [109] with increasing Mg

concentration. The measured equilibrium distribution coefficient of Mg in the ZnO melt

is 1.32–1.4. Despite the high Mg concentration, the ZnO crystals remain semiconducting.

Also, the coloration of Mg:ZnO is almost the same as that of undoped ZnO.

6.3.3 In2O3

In2O3 is much more unstable than b-Ga2O3 and ZnO (see Table 6.1) at high tempera-

tures; therefore, it could not be grown from the melt by the current state-of-the-art

growth techniques. This is why only very small bulk In2O3 single crystals were grown

from the gas phase by CVT [56,57,111] and its variant called vapor phase reaction

[58,59,112], from the flux [61,62,113,114], and by electrolysis [60]. Galazka et al.

[63,71,115,116] introduced a novel crystal growth method for obtaining truly bulk In2O3

single crystals from the melt.

For the CVT method, De Wit [56] used HCl vapor (at 0.02 bar) as the transport agent

inside a sealed quartz ampoule containing the powdered In2O3 starting material. The

part of the ampoule with In2O3 was heated up to 950 �C, while the growth took place at a

cooler region of the ampoule at 680–720 �C, with a growth rate of 4 mg/h. Small green

octahedral crystals (1 mm3) were obtained after several days of growth. In the case of I2
and Cl2 agents, there was no chemical transport and the crystals could not be grown.

Nitsche [111] demonstrated the successful growth of In2O3 crystals with the use of I2þ S2
as transport agents. The obtained crystals were light green and 3� 3� 3 mm3 in size. The

same transport agents and a sealed quartz ampoule were used by Scherer et al. [57] to

grow green single crystals of size 3� 3� 1 mm3. Another vapor phase growth of In2O3

was proposed in Refs [58,59,112]. In the case of the vapor phase reaction, the starting

material to be transported is provided in the gas phase; in classic CVT, it is provided in

the solid phase.

In the case of the vapor phase reaction, Weiher [58] proposed a mixture of metallic In

and carbon, which were placed in a porcelain crucible and heated at 1000 �C for 24 h in

air. In this way, pale yellow, needle-shaped crystals of 0.5� 0.5� 5 mm3 in size were

grown. According to Shimada [112], In2O3 powder mixed with SnO2 and graphite pow-

ders was heated at 960–1100 �C for 3–6 h in N2. Due to the reaction of In2O3 and SnO2

with graphite, gaseous In2O and SnO were formed, which next reacted together to form

In2O3 solid and Sn liquid. In this way, green or yellowish green needle-shaped crystals

were obtained, with a size of 0.1� 0.1� 10 mm3. In another approach reported by

Shimada [59], a system of graphite/In2O3, graphite/In, graphite/In2O3/In, and In2O3/In

was used in a closed porcelain crucible, which upon heating to 960–1200 �C provided

In2O or In vapor, which next reacted with oxygen from air to form In2O3 single crystals.
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The best results were obtained for a graphite/In2O3 system at 1000 �C, which produced

yellow needle-shaped crystals of 0.5� 0.5� 8 mm3 in size.

The flux method was first applied to the growth of In2O3 crystals by Remeika and

Spencer [61]. The In2O3 starting material was placed along with the flux consisting of

PbO and B2O3 into a Pt crucible with a Pt cover and melted at 1200 �C. After holding the

flux for 4 h, the temperature was lowered at the rate of 10 K/h. At approximately 500 �C,
the crucible with the flux was removed from the furnace and cooled down naturally.

Next, the crucible was immersed in a solution of HNO3 and H2O, which dissolved the

flux and released unaffected crystals. The obtained crystals were prismatic platelets of

size 10� 10� 1 mm3, whereas the color was slightly yellow-green. The same flux was

used by Chase [113,114], but the temperature was higher (1250 �C), the cooling rate was

slower (2.3–4 K/h), and the crucible was removed from the furnace at 900 �C. The ob-

tained crystals were black and contaminated with flux elements, with a size of

5� 5� 3 mm3. However, doping In2O3 with Mg at 0.16 and 0.23 wt% produced green and

yellow colors, respectively, whereas the size was 2� 2� 1 mm3. Chase [114] used

PbO–B2O3 flux with the following proportions: In2O3¼ 5 mol%, PbO¼ 75 mol%, and

B2O3¼ 20 mol%. The growth was conducted in a Pt crucible, where the flux was held at

1250 �C for 4–10 h and then cooled down to 900 �C, with a cooling rate of 2.3–10 K/h. The

crystals were removed by 20% HNO3. Many defects in the crystals were reported: dis-

locations, striations, and trapped flux elements. Very similar growth conditions to those

of Ref. [61] for flux-grown In2O3 were reported recently by Hagleitner et al. [62]. The

obtained crystals intentionally doped with Mg (about 1380 ppm) were yellow thin

platelets composed of crystal domains of approximately 2� 2 mm2 in size (Figure 6.10).

The crystals were highly contaminated with Pb (w4300 ppm), Pt (w155 ppm), and other

impurities.

FIGURE 6.10 Small bulk In2O3 single crystals obtained by the flux method, with a front size of about 2� 2 mm2.
Reprinted from Ref. [62] with permission from the American physical society and author’s consent (Lynn A.
Boatner), Copyright 2012.
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In2O3 crystals grown bymolten salt electrolysis were reported by Teweldemedhin et al.

[60], using a mixture of In2O3-Li2MoO4-MoO3 in the form of a fine powder placed into a

porcelain or alumina crucible. Electrolysis was carried out at a temperature of 1113 K by

passing a constant current of 35 mA for about 6 days. The crystals were grown on a

platinum cathode of 0.5� 2 cm size. The anode used was a platinum foil. The crystal

color ranged from dark green to green yellow.

Such small In2O3 crystals obtained by the previously mentioned techniques are

suitable for many research studies, but they are not sufficient for practical applications,

such as substrates for homo- and heteroepitaxy. Moreover, because such crystals were

grown at low temperatures (<1250 �C; i.e., far away from the melting point, which is

about 1950 �C), the crystal properties may be different from crystals grown at higher

temperatures.

Galazka et al. [71] reported truly bulk In2O3 single crystals (>1-in diameter) grown

from the melt for the first time, as obtained by a novel crystal growth technique called

the levitation-assisted self-seeding crystal growth method (LASSCGM) [115,116]. This

approach uses In2O3 decomposition as a driving force for the melting and crystallization

process instead of stabilizing of In2O3 at high temperatures (problem inversion). In terms

of In2O3 crystal growth from the melt, the principle idea was to convert the initially

insulating or semiconducting In2O3 starting material, which was placed in an iridium

crucible, into an electrical conductor in the liquid phase. Electromagnetic levitation of

the molten In2O3 was used inside the iridium crucible, which was heated inductively by

an RF coil. To induce an eddy current inside the In2O3 starting material, the crucible wall

thickness must be smaller than the penetration depth of the electromagnetic field. The

conversion of the insulating/semiconducting starting material into the conducting state

is performed via controlled decomposition by providing a limited oxygen concentration

(still at the level of 2–6%, typically obtained by decomposition of CO2 used as the growth

atmosphere). During the decomposition, all possible species are formed in the gas

phase, including metallic indium—a fraction of which remains in the liquid phase of

molten In2O3, giving rise to the electrical conductivity.

It is to be noted that the liquid indium in the In2O3 melt has high chemical activity

and tends to form a eutectic system with the iridium crucible, and the electromagnetic

levitation separates, at least partly, liquid In2O3 from the crucible wall. Additionally, the

crucible requires a cover of a special design, which has one or more openings with a total

cross-sectional area equal to 5–15% of the crucible’s cross-sectional area. This is to

effectively evacuate gaseous decomposition products and ensure low-temperature gra-

dients inside the crucible. If the crucible is fully or partly open, melting may not be

completed. On the other hand, if the crucible if fully enclosed, decomposition products

may build up an overpressure, leading to an explosion at a certain point. Finally, to

obtain a single crystal, a seed is required, which cannot be provided externally. In this

method, a seed is self-created by levitating a portion of the melt and thus forming a

liquid neck between the two liquid regions of In2O3, which act as a seed during the

solidification process.
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The principle of the LASSCGM is shown in Figure 6.11. Initially (Figure 6.11(a)), the

In2O3 starting material inside the Ir crucible is heated up normally by heat conduction

and radiation from the crucible wall, which in turn is heated up inductively by an RF coil.

At high temperatures, roughly above 1800 �C (Figure 6.11(b)), the decomposition rate of

In2O3 is quite high and it becomes conducting, especially near the hottest region of the

crucible, where a weak eddy current is induced inside In2O3. When approaching the

melting point, which is around 1950 �C (Figure 6.11(c)), the decomposition rate is very

high and In2O3 becomes more conducting. As a result, the eddy current is induced in a

larger area of In2O3 in the vicinity of the crucible wall, which speeds up melting of the

In2O3 starting material. The electrical conductivity of molten In2O3 is higher (due to

advanced decomposition) and the eddy current flowing through it induces a magnetic

field. This opposes the magnetic field from the coil to such an extent that it overcomes

gravity forces and rises a portion of the melt inside the crucible, depending on the

mutual crucible-coil position and their configurations, the design of the evacuation

openings in the lid and the top thermal insulation, and the amount of the starting

material. The neck thickness can be controlled by several ways, such as the geometrical

FIGURE 6.11 Successive stages of the
LASSCGM: (a) In2O3 at the initial stage,
before heating up; (b) In2O3 before
melting; (c) In2O3 in the liquid phase; and
(d) In2O3 single crystals after
crystallization. Dashed arrows indicate
decomposition products, whereas
horizontal solid arrows indicate an eddy
current. LASSCGM, levitation-assisted self-
seeding crystal growth method. Reprinted
from Ref. [116] with permission from
Elsevier, Copyright 2014.
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design of the growth furnace (including the coil, crucible, and the lid), soaking/over-

heating time, and the amount of the starting material. After reaching the final temper-

ature point, the furnace must be cooled down very quickly, at least to the solidification

point, because the decomposition rate of the liquid In2O3 is about as high as 20 wt% per

hour. During solidification, two single crystals are formed on the opposite sides of the

seed (Figure 6.11(d)). If the liquid neck is broken before solidification, single crystals will

not form, only polycrystals.

Because there is no visual access to the interior of the crucible, all important infor-

mation is gathered by external monitoring devices, such as a pyrometer/thermocouple

for temperature, mass spectrometer/gas analyzer for oxygen concentration, and a bal-

ance for mass losses from the crucible. For more technical and scientific details on

LASSCGM, including different furnace configurations, see Refs [115,116].

Figure 6.12(a) shows an exemplary In2O3 single crystal obtained from the LASSCGM.

The crystal thickness is between 5 and 15 mm, whereas the diameter corresponds to the

inner crucible diameter (in this case, w40 mm). The dark coloration of the as-grown

crystal is due to the presence of metallic indium particles [116,117], which are respon-

sible for light extinction (absorption and scattering). After annealing in the presence of

oxygen at a temperature of >700 �C for at least several hours, In nano-particles are

oxidized and the crystals become yellowish and fully transparent (Figure 6.12(b)).

Even though the crystals were obtained at such extreme conditions, their structural

quality is quite good. The FWHM of the rocking curve could be as low as 28 arcsec,

whereas the EPD is typically between 5� 104 and 3� 105/cm2, although there are large

areas of very low EPD (<104) [63]. Figure 6.12(c) shows a high-resolution TEM image of a

defect-free (111) plane of cubic In2O3. The hexagonal pattern of the (111) plane fits very

well to the c-plane of hexagonal InN (lattice mismatch¼ 1%), and high quality InN has

already been grown on melt-grown In2O3 substrates by plasma-assisted molecular beam

epitaxy (PAMBE) [118]. The main detected impurities (by inductively coupled

plasma–optical emission spectroscopy) include the following (in wt ppm): Fe¼ 16,

Al¼ 11, Ca¼ 8, Ti¼ 8, Cr¼ 5, Co¼ 3, Ni¼ 1.6, Cu< 2, and Zr< 1.3 [63].

FIGURE 6.12 (a) Bulk In2O3 single crystal obtained by the LASSCGM. (b) In2O3 wafer after annealing in an
oxidizing atmosphere; (Adapted from Ref. [116] with permission from Elsevier, Copyright 2014.) (c) High-
resolution TEM image of the (111) plane. LASSCGM, levitation-assisted self-seeding crystal growth method; TEM,
transmission electron microscopy. Reprinted from Ref. [71] with permission from Elsevier, Copyright 2013.
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6.3.4 SnO2

As shown in Figure 6.1 and Table 6.1, SnO2 is the most unstable compound at high

temperatures as compared with the previously discussed materials. Growing SnO2 from

the melt is not possible using the current state-of-the-art growth techniques. So far, SnO2

single crystals have been grown from the gas phase and flux only.

Matsumoto et al. [119] applied the CVT method to obtain SnO2 crystals with use of

iodine and sulfur transport agents. SnO2 powder, prepared by heating hydrous stannic

oxide at 800 �C, was placed in a silica ampoule together with iodine and sulfur, which

was then evacuated to 10�6–10�7 bar, sealed off, and heated in an electric furnace. The

temperature of the hotter furnace part varied between 700 and 1180 �C, whereas the

cooler part was lower by 100, 200, or 300 K. The transport time was typically 2 or 3 days,

and cooling to room temperature was a half-day. The obtained crystals were dark and

were a maximum of 2 mm in size. The dark coloration was partly removed by annealing

in oxygen at 1000 �C for 1 week. Fonstad et al. [64,120] applied the vapor phase reaction

method. To produce SnO2 crystals, gaseous stannic chloride, hydrogen, and oxygen

reacted inside a quartz tube at 1250 �C and 0.01 bar pressure.

Another growth from the vapor phase includes the PVT [65–67,121–123], which in-

volves the decomposition of SnO2 into SnO and oxygen at high temperatures (vapor-

ization zone) and reoxidation of SnO to SnO2 at lower temperatures (growth zone).

Marley et al. [65,121] used an alumina ceramic muffle tube furnace with a vaporization

zone held at 1650 �C and a longer zone with a temperature gradient of 20 K/in, where

crystal growth occurred on a removable mullite tube. Different growth atmospheres (or

carrier gases) were tested, such as neutral gases, oxygen, and oxygen in combination

with either argon, nitrogen or helium. N2 and Ar led to a rapid growth (due to the high

decomposition rate) and produced low-quality crystals. On the other hand, O2 led to very

small growth rates and very small crystals. A combination of O2 and N2 or Ar produced

crystals of 25� 2� 2 mm3 in size (24 h growth), but they contained large voids. The best

results were obtained for an O2þHe growth atmosphere. The crystals were colorless

with a size of 30� 4� 2 mm3, and they were free of gross imperfections. The growth

habit of the crystals was found to be dependent on the crystallization temperature:

between 1620 and 1570 �C, rods were formed; between 1570 and 1460 �C, twinned plates

were formed; and between 1460 and 1300 �C, needles were formed. The EPD on the {100}

faces of quenched and slowly cooled-down crystals was as high as 108 cm2; on {110}

faces, it was 102–103 cm2; and in the interior of the crystals after cleaving, it was

0–102 cm2 [124]. The crystals were also annealed at different conditions (air, O2, Ar, also

quenched) and doped with Sb (300 ppm). Reed et al. [122] grew the crystals in the

presence of tin metal in order to lower the operating temperature by lowering the oxygen

partial pressure and increasing the SnO partial pressure being formed by oxidizing tin

metal. This allowed the growth to be performed in a quartz tube. The crystals were up to

30 mm long and up to 5 mm across. A number of impurities (Si, Mg, Cr, Al, Cu, and Ca)

were found in nominally undoped crystals. SnO2 crystals were also intentionally doped
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with Cr, Nb, Mn, and Co. Summit et al. [123] used the same setup as in Ref. [121]. When

the crystals were cooled down rapidly, they became brown. Doping with Sb made the

SnO2 crystals blue. Thiel et al. [66] applied an alumina furnace and a N2 growth atmo-

sphere with a small admixture of H2. The furnace temperature was 1450 �C. The average

crystal size was 3� 3� 15 mm, whereas the maximum size was 7� 7� 20 mm3. Most of

the crystals were colorless, but some of them were pink or violet. The crystals had a

relatively high EPD, were twinned, and some of them were hollow. The main impurities

detected in the crystals at a level above 10 ppm were Na, Fe, Si, and Ca.

Galazka et al. [67] applied the PVT method with an iridium crucible containing the

SnO2 starting material, which was covered by a ring-shaped seed holder acting as a nest

for a circular sapphire or rutile crystal seed (or substrate). The crucible was placed inside

thermal insulation and was heated up inductively. The furnace for that PVT method is

schematically shown in Figure 6.13(a). The source of the oxygen was CO2, which pro-

vided a variable oxygen concentration versus temperature. Figure 6.14 shows the rela-

tionship between oxygen, the partial pressure from CO2, and SnO partial pressure

resulting from the decomposition of SnO2 versus temperature. At oxygen-rich conditions

the crystals were orange or pink-orange and electrical insulators; at approximately the

same oxygen and SnO partial pressures, the crystals were brownish; while at SnO-rich

conditions, the crystals were dark violet to almost black (for high SnO partial pres-

sure). In the latter two cases, the crystals were semiconductors. The brownish crystals

turned pink or colorless by annealing in the presence of oxygen at temperatures of at

least 1000 �C for at least several hours. For these specific growth conditions, the best

results were obtained for a substrate temperature between approximately 1480 and

1580 �C and a source temperature that was higher by 100–130 K when using CO2 growth

atmosphere at atmospheric pressure. The optimum growth rate was 0.5–0.6 g/h.

FIGURE 6.13 (a) Sketch of a PVT growth furnace. (b) Bulk SnO2 single crystal of 1-in diameter grown by the PVT
method on an R-plane sapphire substrate. PVT, physical vapor transport. Reprinted from Ref. [67].
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In this way, large SnO2 single crystals were obtained, 25 mm in diameter and

10–15 mm thick (Figure 6.13(b)), from which substrates for epitaxy could be fabricated.

The FWHM of the rocking curve of the (200) peak was around 35 arcsec. The impurity

level in the grown crystals was very low; the highest content was 10 wt ppm for Al and Si.

Fe was below 5 wt ppm, while Cu, Ca, Mg, and Zr were below 1 wt ppm.

The flux method to grow SnO2 crystals was first applied by Kunkle et al. [68]. The

growth was carried out from Cu2O flux (2 parts Cu2O to 1 part SnO2 by volume) in a

platinum crucible placed in a muffle furnace. The temperature at the base of the crucible

was 1250 �C, while at the top it was 100 K lower. The growth time was 1 week, after which

the furnace was switched off and it was cooled down to room temperature naturally. The

crystals were separated from the flux by HCl. The crystals were typically needles, with a

1-mm2 cross-section and 10–15 mm in length. The crystals were contaminated with Cu

(0.002 wt%) and Si (0.02 wt%). The same flux was applied by Kawamura et al. [125] with

the use of a seed and Cr dopant. The growth was performed at 1290 �C. The use of

Zn2SnO4 containing B2O3–V2O5 flux by Shimada et al. [126] resulted in needle-shaped

SnO2 crystals of pale brown to brown coloration. The same authors [127] also used

Bi2O3–V2O5 flux. The growth runs were performed in a Pt crucible that was soaked at

1300 �C for 20 h and then cooled down to 900–1000 �C at the rate of 5 K/h. The crystals

were removed from the flux by HNO3. The obtained SnO2 crystals were needles or small

plates with pale red coloration.

6.4 Basic Electrical and Optical Properties of Bulk
TSO Crystals

In addition to the availability of bulk crystals, an important criterion for the practical

application of the TSOs are suitable properties. In the case of this class of electronic

materials, the main properties include, among other ones, electrical properties

FIGURE 6.14 Relationship between free
electron concentration and growth
conditions: substrate temperature and
p(SnO)/p(O2) partial pressure. The black
square at 1400 �C indicates the insulating
state. Reprinted from Ref. [67].
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(conduction type, free carrier concentration/resistivity, and free carrier mobility) and

transparency in the visible/ultraviolet spectrum. In other words, the TSOs/TCOs have, in

addition to electrical properties, wide bandgaps that offer a number of applications, as

summarized in the introduction section.

Table 6.4 lists the basic electrical properties of bulk TSO single crystals obtained by

different growth techniques. Not all data are available for all of these methods. All the

TSOs listed here are naturally n-type semiconductors or electrical insulators depending

on growth conditions, dopants/impurities, and/or postgrowth heat treatments. Even the

same material may have quite different properties as a result of various growth tech-

niques, which allow for different oxygen partial pressures (stoichiometry control) and

certain impurity levels (donor/acceptor control). Usually, the TSOs grown from the gas

phase (CVT, PVT) are semiconductors, likely due to stoichiometry deviation. Solution

techniques (hydrothermal, flux) provide relatively high concentrations of impurity ele-

ments, which may act as compensating acceptors; therefore, the resulting crystals are

usually insulators or semi-insulators. In the case of the TSOs grown from the melt using

crucible-free techniques (Verneuil, OFZ, cold crucible), it is possible to provide a high

oxygen partial pressure; therefore, the electrical conductivity may span a wide spectrum

depending on oxygen concentration. Finally, in the case of melt-grown techniques using

Ir crucibles (Czochralski, Bridgman, LASSCGM), the oxygen concentration is limited and

the obtained undoped crystals are always semiconductors. Another factor affecting

electrical properties of the bulk TSO single crystals are intentional dopants. Generally,

elements substituting cations and having higher valences act as donors, whereas those

with lower valences act as acceptors. For example, doping b-Ga2O3 with Si or Sn in-

creases its electrical conductivity, whereas it decreases with Mg doping. In the case of

ZnO, Li decreases the conductivity, while In and Sc increase it. Sb in SnO2 increases the

conductivity. Also, nonmetal impurities (H, F, N, P) affect the electrical conductivity of

the TSOs, especially hydrogen, which is omnipresent. It has been theoretically [128–132]

and experimentally [63,133,134] demonstrated that hydrogen introduces shallow donors

in the previously discussed TSOs; therefore, it increases their electrical conductivity.

One of the issues with n-type TSOs is obtaining p-type conductivity. Despite the

enormous efforts undertaken, especially in the case of ZnO films, reliable p-type con-

ductivity has not been achieved. It was reported that the acceptor dopants N, P, As, and

Sb turn ZnO into p-type [135–140]; however, it was not found to be stable. ZnO reverted

into n-type or mixed p- and n-type states naturally or when subjected to annealing or

light exposure. p-type conductivity of N:SnO2 films was also reported [141]. Even with

the difficulties in obtaining p-type conductivity, the TSOs have still high potential for

unipolar devices, such as Schotky diodes, field effect transistors.

Electrical conductivities may be modified by postgrowth heat treatments. Typically,

annealing in the presence of oxygen at temperatures of 700–1400 �C for at least several

hours decreases the electrical conductivity, even from a semiconducting state to an

insulating state (b-Ga2O3 on the surface and SnO2 in the bulk). On the other hand,

annealing in reducing conditions (in the presence of hydrogen) below 700 �C (above
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Table 6.4 Summary of the Fundamental Electrical Properties at Room Temperature of the Bulk TSO Single Crystals
Obtained by Different Growth Methods

Growth
Technique

Typical Carrier
Concentration (cmL3)

Typical
Resistivity (Ucm)

Typical Carrier
Mobility
(cm2/V/s) Note References

b-Ga2O3

Verneuil – >106 – AG: oxidizing atm [34]
1018 0.04 80 AG: reducing atm

OFZ – 0.026–109 – AG: depending on O2 [35]
– 1.04 – AG, DP: Sn¼ 0.05 mol%, O2 [35]
5.2� 1018 0.026–0.454 2.6–46 AG: <010>, <001> [36]
4� 1017–7� 1017 0.08–0.19 78–98 AG: <100>, <010>, <001> [37]
1� 1016–1� 1018 0.02–33.3 – AG, DP: Si¼ 10–5–0.2 mol% [38]
– 6� 1011 – AG, DP: Mg¼ 4–20� 1018/cm3 [39]
0.98–1.15� 1018 0.065–0.079 80–83 AG, AN: O2, 1100 �C, 3 h, DP: Sn¼ 500 ppm, [40]

EFG 4.9� 1018 93 0.014 AG, DP: Si [39]
Czochralski 4� 1016–2� 1018 0.1–1.0 120–150 AG [41]

1� 1019 0.012 49 AG, DP: Sn¼ 800 ppm
– Insulator – AG, DP: Mg¼ 6–30 ppm

ZnO

CVT 7� 1016–2� 1017 0.2–0.5 150–190 AG [42]
– 1–100 – AG [43]
– 10–1000 – AG, DP: Cr, Cu, As [43]
9� 1015–1� 1018 0.4–5.8 14–120 AG [44]
1� 1018 50 183 AG [45]
3� 1019 – – AG [46]
7� 1015–2� 1017 – 107–182 AG, AN: O2, 1100 �C, 1 h [47]

PVT – 10–100 220 AG [48]
– 10–3–1011 – DP: Li, Na, Cu, Ga, In, Mn

2
3
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O
F
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R
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Hydrothermal – 104–107 – AG, AN: 650–750 �C [49]
– 1.3� 100–4.6� 109 – AG, DP: Li¼ 1.7–150 ppm [50]
8� 1013 380 200 AG [51]
1.1� 1019 0.015 – AG, DP: In¼ 150–175 ppm [52]
1� 1018 0.056 121 AG, DP: Sc¼ 8–12 ppm [53]

Cold crucible 8.4� 1016 0.49 150 AG [54]
Bridgman 5� 1017 0.08 153 AG [55]

1.7–1.8� 1017 0.19 180–187 AN: O2, 900–1000 �C

In2O3

CVT – 4� 104 – AG [56]
1.3� 1019 0.0085 66 AG [57]

Vapor phase
reaction

5� 1017–1.1� 1018 0.02–0.2 160 AG [58]
– 0.055 – AG [59]

Salt electrolysis – 10–2–10�4
– AG [60]

Flux – 2.2 – AG, IM: Pb
IM (ppm): Pb¼ 4307,

[61]

1012 2� 105 – Mg¼ 1388, Pt¼ 155, also (<50) Zr, Sn, Sb, Nd, Bi [62]
LASSCGM 1� 1018–4� 1018 0.01–0.03 140–170 AG [63]

1.2� 1017–2� 1018 0.03–0.70 80–190 AN: O2, 400–1400 �C
2.4� 1018–5.9� 1019 0.003–0.02 40–130 AN: H2þAr, 200–600 �C

SnO2

CVT 8.5� 1015–2.2� 1018 – 150–260 AG [64]
PVT w1� 1016–2� 1018 w0.02–10 50–150 AG, AN: O2, 1165–1390 �C, 62–282 h [65]

w8� 1018 w0.01 – AG, DP: Sb¼ 300 ppm [65]
– 10–103 – AG [66]
3� 1017–2� 1018 0.03–0.11 125–202 AG [67]
– Insulator – AN: O2, 1000–1400 �C, >5 h [67]

Flux – 109–1010 – AG, IM (wt%): Cu¼ 0.002, Si¼ 0.02 [68]

AG, as-grown; AN, annealed; DP, doped; IM, impurities; atm, atmosphere; OFZ, optical floating zone; EFG, edge-defined film-fed growth; CVT, chemical vapor transport; PVT,

physical vapor transport; TSO, transparent semiconducting oxide; LASSCGM, levitation-assisted self-seeding crystal growth method.
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which strong decomposition proceeds) for at least several hours typically increases the

electrical conductivity of the TSOs.

As demonstrated in Table 6.4, the bulk TSO single crystals show either insulating,

semi-insulating, semiconducting, or degenerate semiconducting states, but not a con-

ducting state in the sense of typical metallic conductivity, which requires a free electron

concentration at the level of 1020–1021/cm3, such as Sn:In2O3 (ITO) and Al:ZnO (AZO)

[30]. The highest obtained free electron concentration in bulk TSO crystals was at a level

just above 1019 cm3. TCOs with a very-high free electron concentration are typically used

as transparent electrodes, such as in photovoltaics; however, for such applications, thin

films or layers are used, which are typically amorphous or polycrystalline materials. It is

to be noted that such high free carrier density causes a high absorption in bulk single

crystals, not only in the near-infrared spectrum (NIR), but also in the visible spectrum.

However, even limited transparency in the visible spectrum decreases energy losses of

the operating devices with such electrodes, especially when thin films are used.

The discussed TSOs have fundamental optical gaps ranging from 2.8 for In2O3, through

3.2 for ZnO and 3.5 for SnO2, to 4.8 eV for b-Ga2O3. Such wide bandgaps make these

materials transparent down to 440, 330, 250, and 260 nm, respectively. Figure 6.15 shows

FIGURE 6.15 Transmittance spectra of bulk single crystals: (a) b-Ga2O3 by Czochralski; (b) ZnO by Bridgman;
(c) In2O3 by LASSCGM. (Adapted from Ref. [63].) and (d) SnO2 by PVT. (Adapted from Ref. [67].) Sample
thickness¼ 0.5 mm. LASSCGM, levitation-assisted self-seeding crystal growth method.
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the transmittance spectra for bulk single crystals of b-Ga2O3 (Figure 6.15(a)), ZnO

(Figure 6.15(b)), In2O3 (Figure 6.15(c)), and SnO2 (Figure 6.15(d)), as obtained by the

Czochralski, Bridgman, LASSCGM, and PVT methods, respectively. The common feature

of the transmittance spectra is a very steep absorption edge of as-grown and/or annealed

crystals, whereas the high absorption of as-grown ZnO and In2O3 crystals (Figure 6.15(b)

and (c)) in the visible spectrum is due to the presence of metallic particles (Zn and In,

respectively) being responsible for light extinction. Suchmetallic particles are the result of

the advanced decomposition of ZnO and In2O3 at high temperatures due to an insufficient

oxygen partial pressure. Postgrowth annealing in an oxidizing atmosphere oxidizes the

metallic particles and makes these materials fully transparent in the visible/ultraviolet

spectrum, with a steep absorption edge. In the case of b-Ga2O3 and SnO2, annealing does

not affect essentially the onset of the absorption edge but may improve the transmittance

in the visible spectrum when the crystals initially have moderate or high electron con-

centrations (>1017/cm3). Moreover, b-Ga2O3 and SnO2 show dichroism, which is a po-

larization dependent absorption of the near edge (not shown in the plots).

The absorption of the TSO crystals at the NIR, and in some cases in the visible

spectrum, is due to the free carrier absorption, which is directly proportional to the

carrier density in cube and wavelength in square. This phenomenon is well demon-

strated in the case of b-Ga2O3 shown in Figure 6.15(a), where the transmittance spectra

indicate as-grown single crystals having different free electron concentrations. For small

and moderate free electron concentrations, the crystals are substantially fully trans-

parent in both the visible and NIR spectra; however, with an increase of that parameter,

the crystals become less transparent in the NIR and even in the red part of the visible

spectrum. This explains the change of the crystal coloration from colorless to blue and

dark blue for electron concentrations above 1017 and 1018 /cm3, respectively. Insulating

or semi-insulating TSOs exhibit full transparency in both the visible and NIR spectra (see

annealed SnO2 in Figure 6.15(d)). In other words, the transmittance spectra of undoped

crystals are an indication of the presence of free carriers in the TSOs.

6.5 Summary
The TSOs/TCOs are the subject of very intensive research activities, not only in exploring

their existing properties but also their potential applications, as the result of a unique

combination of conductivity and transparency in the visible/DUV spectra. To cover a

wide spectrum of applications, bulk single crystals are typically required, in the same

manner as silicon drives most of the electronic industry. A common feature of the TSOs/

TCOs is their instability at high temperatures, which drastically limits the possibility of

obtaining truly bulk single crystals, especially from the melt. The intensive research,

understanding, and new findings of the field of bulk crystal growth opens the door for a

future of increased crystal volume, suitability for industrial applications, and new

compounds in the form of bulk single crystals. A number of various oxide compounds

show semiconducting behavior.
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In addition to n-type conductivity, which is the most common polarity of the bulk

oxide crystals, there is also an intensive search for p-type TSOs. It has already been

demonstrated for thin films of Cu-based oxides, such as CuAlO2, CuGaO2, CuInO2, and

SrCu2O2, exhibit p-type conductivity. Another p-type semiconducting oxide is SnO.

These compounds constitute a potential field for development of p-type bulk TSO single

crystals, which provide a complementary polarity with potential expansion of applica-

tions of this class of electronic materials.

References
[1] Oshima T, Okuno T, Fujita S. Jpn J Appl Phys 2007;46:7217.

[2] Suzuki R, Nakagomi S, Kokubun Y. Appl Phys Lett 2011;98:131114.
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Preface
This chapter has been decisively influenced by Andris Muiznieks (*August 1,1961–April 5,

2013) from University of Latvia, Riga. He was a brilliant scientist who investigated and

understood floating zone (FZ) silicon growth more deeply and in detail than nearly

everyone else. As a genuine physicist and a skilled numerical expert, he logically

explained, simulated, and predicted a variety of processes of silicon growth for the first

time without actually carrying them out. He was delighted to become the lead author of

this chapter and to summarize his work of more than 20 years on FZ silicon.

Shortly after beginning his work on this chapter, Andris died on April 5, 2013, at the

age of 51. It was totally unexpected and inconceivable. Our scientific community not

only lost a good friend but also a great scientist. Janis Virbulis, his longtime friend and

colleague, then assumed the position of lead author of the chapter, which has now been

written in honor and memory of Andris’s life work.

We confine ourselves to discussing FZ crystals that have technical relevance.

Therefore, only the inductively heated crystal growth with the needle-eye method is

described in detail. For other types such as optically heated crystal growth of silicon or

FZ applications to other materials, the reader is referred to [1].
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We start with an historical sketch and phenomenological description of the FZ

technique, which is followed by a conception of predictive automation on a simplified

dynamic model, and finished with the comprehensive numerical modeling of the FZ

process.

7.1 Basics of the Floating Zone Silicon Crystal Growth
7.1.1 History: From Zone Melting Purification to the Crucible-free

Silicon Crystal Growth

Zone melting is a technique that was mainly applied for purifying congruently melting

substances in a physical way. Originally, a narrow heater generates a molten zone in the

solid substance being in a horizontal boat-like crucible made of a material that must not

pollute that substance. If the molten zone is continuously shifted through the material in

the boat by the relative movement between boat and heater, impurities are partly

gathered in the molten zone due to their almost increased solubility in the liquid state

according to the segregation coefficient k:

k ¼ cs=c1 (7.1)

where cs and cl are the solubilities in the solid and in the liquid state, respectively.

In that way, impurities are traveling with the molten zone to one end of the rod where

they are deposited in the last solidifying material. As a result, most material of the rod

becomes purer at the cost of the end part. Multiple zone melting enables high purity

grades as needed for semiconductors. Unfortunately, horizontal zone melting fails for

silicon, the most important semiconductor, because any material for the boat including

quartz markedly reacts with the silicon melt, and silicon adheres mostly at the boat

causing cracks during cooling down due to different thermal contraction.

However, amazingly large and rather pure silicon single crystals can be grown directly

from the melt in a quartz crucible bowl after the well-established Czochralski (CZ)

method, but CZ silicon does not fit all needs for some important electronic devices

because the eroding crucible introduces oxygen into the silicon forming SiOx precipitates

and thermal donors. Other specific impurities are carbon and B, Al, Fe, etc., which limit

resistivity and carrier lifetime of the material.

In order to overcome these drawbacks, the crucible-free FZ method was invented in

the early 1950s [1,2], as a contactless vertical zone melting technique. Starting with a

seed crystal, the FZ process becomes a crucible-free crystal growth method, which is

widely technically used [3]. Silicon suits this method very well, because the “floating”

molten zone is neatly stabilized by the strong surface tension and is located between the

vertically positioned growing crystal at the bottom and the melting silicon feed rod at the

top. It is commonly generated by the contactless inductive heating via the RF (c. 3 MHz)

magnetic field of a one-turn induction coil. The zone “floats” upward due to the relative

movement between the heating coil and the silicon rods. The induction coil and the RF

generator are fixed and crystal and rod are moved downward while rotating.
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Radiative heating, instead of inductive, was also investigated, especially in space

experiments, but it is only feasible if the crystal diameter is below c. 30 mm [4].

The FZ process also works if the feed rod is placed on the bottom as a pedestal and

the crystal is pulled upward. This pedestal growth method is inherently more stable, but

the diameter of the crystal is markedly smaller than that of the feed rod and of the

inductor hole as shown in Figure 7.1(b). This method also has industrial relevance as a

technique for producing the slim rods needed as filaments for the Siemens process.

Both, FZ and CZ silicon crystals can be grown in a dislocation-free structure after

eliminating all dislocations by the thin-neck method after Dash [5]. The dislocation-free

growth is absolutely necessary for single crystals with a diameter of more than c. 40 mm

in order to avoid the rapidly increasing multiplication of any new dislocations due to the

higher thermal stress, resulting very quickly in polycrystallinity. The diameter of FZ

silicon is currently limited to 200 mm (Figure 7.2), mainly by high voltage breakthroughs

at the “pancake inductor” [6]. In contrast to this, CZ silicon crystals can be grown with

greater diameter of up to 450 mm.

FZ and CZ silicon complement each other. Compared with CZ silicon, typical im-

purity concentrations of FZ silicon are two to three orders of magnitude smaller and

electric resistivities of up to 30 kOhm cm and carrier lifetimes s of about 8000 ms are

achievable. Especially the very low oxygen concentration prevents any oxide precipita-

tion in thermal processing, which is important for high voltage applications. The

worldwide production of FZ silicon continuously rises, but not as fast as that for CZ, so,

the percentage of the FZ silicon production has dropped from 20% in the 1980s to about

5% nowadays.

However, FZ silicon is essential and indispensable for high power electronics as well

as for innovative devices. The main objectives of the present research on FZ silicon are

innovative concepts for crystal diameters beyond 200 mm, FZ crystal growth directly

(a) (b)

FIGURE 7.1 Floating zone (a) and pedestal (b) crystal growth [4].
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from much cheaper Si feedstock, e.g., fluid bed granulate and a cost reduction of FZ

silicon for PV application.

7.1.2 Fundamentals of the FZ Technology

7.1.2.1 FZ Setup
The essential components of an FZ crystal puller are the vacuum-tight growth chamber

containing the protection gas atmosphere, and the upper pulling shaft and the lower

one, which can independently vertically translate and rotate. The former carries the feed

rod mount and the latter the seed mount. The heart of the puller is the induction coil

(Figure 7.3), which is connected to the coaxial RF power feedthrough as well as to the

cooling water supply. State of the art is a flat, one-turn pancake induction coil, which has

to enclose the molten zone but avoid any contact with it. Several geometric items of the

FIGURE 7.2 A silicon monocrystal with
200-mm diameter grown at Siltronic AG using
the floating zone process. Photo: Siltronic
AG.

FIGURE 7.3 Induction coil suitable for growing floating zone crystals.
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inductor, like slots, diameters, and angles, define shape and structure of the RF magnetic

field and, finally, the distribution of the induced thermal power and the electrodynamic

forces on the melt surface. The induction coil significantly determines yield and success

of the FZ crystal growth.

Auxiliary installations in the setup are heat reflection shields, a feed rod preheating

system, a mechanical supporting system for big crystals, and the supplies for vacuum

and protecting gas with controlled gas composition, a dosing apparatus for the doping

gas and measuring devices for diameters, and zone height required for automatic pro-

cess control.

7.1.2.2 Main Steps of the FZ Process
After assembling the shaped and cleaned silicon feed rod and the oriented seed crystal of

pencil shape in their mounts, Figure 7.4(b) and (c) 4 and 7, the growth chamber will be

closed, evacuated, and commonly filled with high purity argon as protecting gas.

Preheating the conical lower end of the feed rod to above 450 �C raises the intrinsic

electric conductivity so that the RF field of the coil can inductively heat up the cone tip

above the melting point (1413 �C), generating a big hanging melt drop held by adhesion

and surface tension.
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FIGURE 7.4 Setup of a floating zone puller [4] (a) three-dimensional scheme, (b) model setup of the chamber,
(c) cross-section through a growth chamber. 1, growth chamber; 2, upper spindle; 3, rod holder; 4, feed rod;
5, induction coil; 6, growing crystal; 7, seed with thin neck; 8, crystal support; 9, lower spindle; 10, gas inlet;
11, molten zone; 12, RF generator; 13, doping gas supply; 14, pump.
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The seed crystal is moved upward until it is close below the drop where it heats up for

some time for reducing the temperature difference in relation to the melt. Then it is

further moved up until it dips into the melt drop from the bottom, whereby the seed

melts back a bit and the seed-melt interface smoothes. The oriented crystallization is

initiated by lowering the RF power and pulling down the seed with a rate of 6–12 mm/

min. Doing this, the drop is shrunk and stretched and the monocrystalline thin neck of

2–3 mm thickness grows initially with the high dislocation density of the seed generated

by the thermal shock from before. In this phase, a tiny flat melt zone is establishing, and

the so-called thin neck can grow under very low thermomechanical stress unable to

initiate further dislocation gliding and multiplication. Because, practically, all dislocation

lines deviate from the growth axis, they leave the thin neck, which becomes dislocation-

free after a few centimeters of growth length. This technique, as shown in Figure 7.5, was

originally invented by Dash for CZ silicon growth [5] and works pretty certainly for

several crystal orientations but generally not for the <110> direction because it is the

preferred orientation of dislocation lines in silicon.

If the crystal neck is dislocation-free and the growth is not seriously disturbed, the

crystal will stay in that state even if the diameter increases because of the very high

generation energy of dislocations in contrast to that of dislocation multiplication.

Therefore, both the inductor current and the speed of the upper feed rod can be grad-

ually increased in order to raise the melt flow and to increase the molten zone, resulting

in a steadily rising diameter of the crystal obtaining a conical shape, see Figure 7.1(a).

This has to be done smoothly and steadily especially regarding the shape of the free melt

meniscus at the crystallization interface because of the danger of spilling out of the melt

or of a thermally induced loss of the dislocation-free structure.

FIGURE 7.5 X-ray topogram of a <111> thin neck (5 mm� 40 mm) with vanishing dislocations, enlargement on
the right: no further dislocations after about 20 mm [4].
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A distinctive feature of the FZ method was invented with the needle-eye technique

(Figure 7.6), which allows overcoming the dilemma of the limited capillary stability of a

molten zone that becomes unstable if its height exceeds a critical value of c. 17 mm for

silicon [4]. Using the needle-eye technique, the molten zone forms a narrow neck of c.

20 mm diameter, which is fed through and enclosed by the inner hole of the inducting

coil as shown in Figure 7.6(a) in comparison to the non-needle eye technique (b) with

which only small diameters can be reached.

In that way, the height of the zone can be held below the critical value because the

relevant diameter of the neck of the zone can stay small and almost independent on the

crystal diameter. Moreover, the crystal diameter can exceed the diameter of the feed rod

in contrast to the pedestal technique, where the diameters of pedestal or inductor hole,

whichever is greater, cannot be exceeded.

If the growing FZ crystal is approaching the target diameter, the transient growth

process has to be changed to an almost stationary one with constant diameter and

pulling rate. The gain of the induced power has to be carefully stopped and the feed rate

has to be balanced regarding the target diameter. This is accompanied with distinct

changes of the melt meniscus shape and the thermal stress field and is the most critical

phase of the FZ process.

The subsequent growth of the cylindrical part is almost stationary. Only the changing

lengths of crystal and feed rod require slight corrections of the RF power during the

whole process.

If the desired crystal length is grown or the feed is coming to its end, the process will

be finished by lowering the inductor power and subsequently stopping the feed rod. The

shrinking molten zone finally divides due to the move of the crystal carrying the

remaining melt, which is gradually solidifying.

(a) (b) (c)

FIGURE 7.6 Floating zone needle-eye technique (a), non-needle-eye crystal growth for small diameters (b) and
pedestal crystal growth (c) [4].
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At the end of the process, the heating field fades and the crystal cools down mostly

accompanied by stress-induced generation of new dislocations in the vicinity of the

upper “tail.”

7.1.3 Crucial FZ Details

7.1.3.1 Origin and Analysis of Failures
The growth of dislocation-free silicon FZ crystals is rather sophisticated especially in

view of large-diameter crystals. FZ runs can fail accidentally by, for example, dust par-

ticles in the growth surroundings, ground vibrations, or structural anomalies of the feed

rod, or, systematically, by inconvenient growth conditions like wrongly chosen RF po-

wer, pull or rotation values, and inappropriate design or adjustment of the inducting coil

that can cause inapplicable temperature and stress anomalies in the crystal or electro-

dynamic forces destabilizing the melt zone. It is quite advantageous that the FZ process

can be well visually observed. However, it is almost impossible to clarify the real reasons

of failures because most in situ measurements are impossible. Therefore, structural and

electrical diagnostics of the grown crystal are essential for process evaluation and

optimization.

The crystallization interface as a distinct isothermal face, in particular its deflection,

gives information about the temperature and stress fields’ overall growth phases, and its

shape is generally used for the validation of numerical models. This can be determined

from the striation pattern in the grown crystal, which can be well detected on axially cut

samples by evaluation of the doping or rather the resistivity distribution using the lateral

photovoltage scanning (LPS) method [7] (Figure 7.7). Here, a scanning laser focus gen-

erates a small voltage signal between opposite sample rims corresponding to the lateral

gradient of the doping concentration. Besides the interface curve, the LPS plot contains

information about resistivity fluctuations originated by crystal rotation as well as by the

time-dependent melt flow field responsible for the radial resistivity profile and its

variations.

FIGURE 7.7 Lateral photovoltage scanning plot of an axially cut sample from a silicon single crystal showing solid
liquid interface curves and resistivity variations.
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7.1.3.2 Rotation and Pull Rates
FZ crystals grow in relatively cold surroundings causing high temperature gradients at

the crystallization front. Therefore, compared with the CZ process, higher pull rates are

possible. Figure 7.8 shows experimentally determined values of the maximum pull rates

for dislocation-free FZ crystals depending on the diameter [8].With their FZ technique,

the authors reached pull rates of about 75% (CZ: c. 50%) of the thermotechnically

determined upper limit calculated by Billig [9] for crystal diameters of 10–150 mm

corresponding to the maximum pull rates for a dislocation-free FZ growth of 17 mm/min

to 3 mm/min, respectively.

The necessary feed rate is determined by the silicon mass balance as crystal pull rate

multiplied by the squared ratio of the diameters of crystal and feed. However, there are

limitations. On one hand, a high feeding rate lets the distance shrink between the in-

duction coil and the melting front of the feed rod that could touch each other; on the

other hand, too low melting rates cause a rough melting front, and, as a consequence,

skin-effect related silicon “noses” are formed that cannot be inductively removed as

shown in Figure 7.9. This and other effects limit the relative deviation between the

diameters of crystal and feed rod empirically to c. �25%.

Generally, feed and crystal rotate in order to improve the thermal symmetry, but

furthermore, the rotation affects the process.

If the feed rod rotates with c. 2–4/min, “noses” can appear. Therefore, lower rotation

rates are preferred.

On one hand, high crystal rotation rates lower the radial resistivity variation (RRV)

and the deflection of the growth interface by homogenizing the dopant concentration as

well as the temperature in the melt; on the other hand, the centrifugal forces act

against the surface tension and destabilize the melt meniscus and following crystal

morphology. This double bind can be overcome if the comparably fast crystal rotation
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FIGURE 7.8 Maximum growth rates for floating zone silicon compared to Czochralski silicon and the theoretical
limit calculated by Billig [9]. From Ref.[8].
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is periodically reversed. Specially designed schemes of rotation modulation are

patented [10].

7.1.3.3 Stability of the Molten Zone and Growth Angle
For a successful FZ growth, the molten zone must be in equilibrium of all acting forces

originated mainly by surface tension, electrodynamics, inertia, and gravity. Furthermore,

the equilibrium has to be dynamically stable, i.e., it has to steadily come back to the

equilibrium by itself after mechanical deviations. The isostatic melt pressure corre-

sponding to the degree of filling of the molten zone in relation to its diameter and height

is most relevant for the stability, but hardly measurable, and will be discussed in the next

sections. Instability of the zone is generally followed either by spilling out of the melt

(too much melt) or by zone separation (too little melt).

Visible indications of an upcoming loss of the zone stability is the melt neck diameter

in relation to the zone height, e.g., the vertical distance between upper and lower

interface lines and the meniscus shape or rather the angle between the melt meniscus

and the crystal surface at the crystallization interface. For a safe crystal growth, this angle

appears to be relevant to avoid deviations of the so-called growth angle.

However, even a stable molten zone does not ensure a successful dislocation-free

growth. The time-depending thermomechanical shear stress in the crystal must gener-

ally be limited, but cannot be quantitatively specified today.

If the crystal grows stationary with a constant diameter, the angle between the tan-

gents to the melt surface and the crystal surface at the position of the crystallization

interface is commonly not zero and depends only on material parameters. It was

experimentally determined for several substances from photographs of melt zones. This

growth angle for silicon was recently determined to be 11.5� � 1.9� [11].

7.1.3.4 The Feed Rod
The almost cylindrical silicon feed rod, which has to be controlled molten inductively, is

commonly produced after the so-called Siemens process by pyrolytic deposition of

FIGURE 7.9 Formation of a “nose” that cannot be molten inductively and can lead to a process crash.

Chapter 7 • Floating Zone Growth of Silicon 251



either trichlor silane SiHCl3 or mono silane SiH4 on electrically heated silicon filaments

(slim rods). Sometimes, feed rods are used that were solidified from the melt after

techniques like CZ, directional solidification, continuous crystallization, or previous FZ

purification runs.

The purity of the feed rod influences the purity of the grown FZ crystal, which is

generally improved by segregation. Especially transition metals with segregation co-

efficients k � 1 are effectively depleted, whereas the important dopants boron (k¼ 0.8)

and phosphorus (k¼ 0.36) are rather evenly distributed, which facilitates axially ho-

mogenous doping techniques.

The crystalline structure of the feed rod is not implicitly important, but thermal and

electrical properties should be homogeneous, at least free of anomalies like cavities,

cracks, and resistant microinclusions like SiO2 or SiC.

The surface roughness of the rod should approximately be below 1 mm. If necessary,

it can be ground. Normally, the feed rod needs to be shaped for the FZ process by

grinding a cone on one end as well as mounting grooves on the other end. Before

assembling, the feed rod must be carefully cleaned by etching off a few microns from

the surface with a mixture of nitric and hydrofluoric acid followed by rinsing with ultra

pure water.

7.1.3.5 Induction Coil and Arcing
Of course, all other items of the FZ setup positioned near the hot zone must also be

cleaned carefully. Especially the surfaces of the induction coil made of copper or silver

should be brightly polished and freshly cleaned in an ultrasonic bath.

The coil is electrically and mechanically connected with the RF power generator

outside the growth chamber via the coaxial feedthrough, even supplying the coil with

water. It is a very sensitive component because, here, the highest voltages occur and

surface damage or pollution could initiate electrical breakthrough.

However, most critical for electrical breakthrough or arcing is the slit of the

inductor. In fact, this is not the region of maximum RF voltage but of the highest

electric field strength due to the narrow gap, which has to be minimized in order to

reduce a heating peak under the slit causing local stress near the growth interface.

Arcing and stress anomalies are the worst drawbacks against increasing the crystal

diameter. Unfortunately, most approaches to prevent that arcing lead to double

binds:

• Reduction of the electric field strength by widening the slot is coupled with

increasing deviations of the thermal symmetry, causing dislocations.

• Increased pressure of the growth atmosphere accelerates the convective cooling of

the crystal, causing hazardous thermal stress and the risk of crystal cracking or at

least dislocation generation.

• A lower working frequency corresponds to lower RF voltages at the coil but

increases the Lorenz forces driving the melt convection [12]. Additionally, the

enlarged skin depth disturbs the melting of the feed rod.
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• Adding traces of nitrogen increases the electric strength of the argon atmosphere,

but too much nitrogen causes silicon nitride precipitates.

7.1.4 FZ Crystal Morphology: Ridges and Orientation

7.1.4.1 Growth Habitus
Indeed, the crystal anisotropy of silicon concerning the most material parameters is not

negligible but comparably weak due to the fully covalent bonds and the high symmetry

of the face-centered cubic lattice, but FZ silicon crystals grow under thermal conditions,

which are not homogeneous but of almost rotational symmetry that dominate their

habitus. Both the axisymmetric temperature gradient and the surface tension tend to

form a circular crystal cross-section and a cylindrical shape, which is not completely

perfect in reality. If the radial temperature gradient is too weak combined with an

imperfect thermal symmetry, e.g., due to inductor issues, the growth interface easily

becomes inclined, which deforms the melt meniscus and causes eccentric crystal

growth. The interaction with the rotation then affects a corkscrew-like habitus, being a

fatal risk for the crystal.

Additionally, typical ridges appear along specific cylinder surface lines according to

the respective crystallographic growth direction because the temperature of solidifica-

tion slightly depends on the local orientation of the curved crystallization front. As a

result, the radial crystallization rate differs when generating those ridges. Watching the

ridges, the crystal grower can directly realize the crystal orientation and the loss of the

dislocation-free structure.

In case of the <100> growth direction, four equal ridges appear mutually twisted by

an angle of 90� according to the fourfold axial symmetry. These ridges are commonly

weak and do not disturb the thermal symmetry. On the other hand the threefold <111>

direction corresponds to three larger ridges twisted by 120� and three weaker ones in

between. The <111> ridges often transform to different bulges causing eccentric dis-

tortions of the temperature and stress fields (see Figure 7.1(a)).

Other orientation-related peculiarities are based on different angles between crystal

axis and the main planes for dislocation gliding and cleavage, which are influencing the

probability of dislocation generation and crystal bursting during FZ growth, respectively.

For these reasons, <111> FZ crystals can currently be grown with a maximum

diameter of 150 mm, whereas <100> crystals reach 200 mm.

7.1.5 Doping Techniques and Impurity Distribution

The classical doping method for FZ silicon is the use of pre-doped feed rods produced

after the Siemens process (see Section 7.1.3.4) using intentionally doped slim rods that

define the resistivity and the conduction type of the resulting FZ crystal. This method is

rather simple and axially homogeneous but not flexible.

Presently, FZ crystals are mostly doped in situ by a controlled gas stream containing

traces of gaseous compounds of the doping elements (PH3 or B2H4), which is blown
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directly onto the molten zone, where the compound decomposes and the remaining

dopants P or B dissolve and spread homogeneously by melt convection. However, the

doping concentration varies radially because the melt flow field influences the thickness

of the diffusion layer close to the crystallization interface.

For dopants with small segregation coefficients k � 1 like Ga, In, or Al, a piece of

highly pre-doped silicon (“doping pill”) can be put in a small radial hole that has been

drilled into the feed rod. When molten, the pill will dope the melt. During the FZ growth,

the doping concentration in melt and crystal will stay almost constant because a tiny but

constant fraction of the dopant will be dissolved in the crystal.

Doping with oxygen from the gas phase is not effective because mainly gaseous SiO

evaporates, but by contacting the melt surface with a slice of fused silica (SiO2), oxygen

(but no carbon) is introduced according to the contact area similar to the CZ process [13].

7.1.6 Recent Development

FZ silicon has some benefits in comparison to CZ silicon. It features some superior

material parameters, and the FZ process saves energy and avoids consumables like

crucible, heaters, and thermal insulation. However, its field of application is restricted

mainly by the expensive high quality feed rods and the limitation of the diameters of the

Siemens feed rods and the FZ crystals.

Recently, a novel crystal growth concept was investigated with the goal to grow cost-

reduced crystals of FZ quality by replacing the feed rod with continuously fed fluid bed

granulate, which is produced by the Siemens process with excellent purity and only a

fraction of the effort necessary for polysilicon rods. For this granulate FZ (gFZ) method,

the German company Siltronic AG applied several patents [14] concerning the process

principle and special induction coils as shown in Figure 7.10. The Si granulate is

FIGURE 7.10 Principle of the granulate floating zone method. After [14].

254 HANDBOOK OF CRYSTAL GROWTH



continuously supplied to a plate made of silicon being heated by a sophisticated

inductor, which simultaneously melts the granulate and sustains a tubular opening in

the center of the silicon plate, where the melt can pass down by forming a hanging neck

as a bridge to the melt lake on top of the growing gFZ crystal. This silicon plate must be

cooled from the bottom to protect it against distortion. As a consequence, a second

independent inductor is installed on top of that Si melt lake in the gap under the cooled

Si plate. This lower induction coil has to maintain the thermal field for the crystal, which

grows like in the FZ process. If the gFZ method is matured, silicon crystals of FZ quality

can be produced with reduced costs and could compete even against CZ silicon

particularly for high efficiency solar modules.

Another new attempt also targets PV application: the growth of FZ crystals with

quadratic cross-section (qFZ) [15]. In principle, the qFz crystal grows without rotation in

a heating field of fourfold symmetry provided by a special inducting coil [16]. The

feasibility of that concept was demonstrated for a 100 mm� 100 mm cross-section.

Because solar cells are quadratic, the waste of silicon is reduced if the crystal is

quadratic. Furthermore, the needed RF voltage mainly depends on the crystal cross-

section, larger squares can be grown before arcing occurs.

Electric breakthrough at the coil slit is still the most crucial drawback for the FZ

development toward diameters beyond 200 mm. The application of lower working fre-

quencies resulting in an approximately linearly decreasing voltage could be promising,

but negative side effects might be difficult to overcome.

A detailed understanding of the gas-discharge processes under the specific FZ con-

ditions appears as the key for substantial progress. It is presently not well understood

why the RF breakthrough voltage only weakly increases with increasing pressure of the

growth atmosphere and not linearly as predicted by the Paschen rule [17]. Especially the

impact of the gas temperature in the vicinity of the cooled coil, where the temperature

difference to the melt is more than 1000 K over a few mm distance, should be investi-

gated in detail.

7.2 Automation of the Floating Zone Process Using
Model-Based Control

7.2.1 Motivation

For increasing the yield of dislocation-free monocrystals, attempts are being made to

make the FZ process automatic. The large silicon crystals of up to 200 mm diameter, as

grown in the modern industrial FZ production, require sophisticated process conditions.

Even for experienced operators, it is difficult to keep the small window of suitable growth

conditions by manual growth. Therefore, automatic growth control is a key issue in

production of monocrystalline silicon with respect to yield, quality, and reproducibility.

It is essential to produce crystals with equal properties by keeping identical processing

conditions.
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In the 1980s, in the FZ industry, the application of automatic control, mainly PID con-

trollers, was targeted [18–20]. Reference values are crystal diameter and axial height of the

moltenzone. Theprocess ismonitoredwithan imagingdevice, andgeometric quantities are

measured from the obtained video camera images. The controller parameters are set up

separately for each setup in every process phase due to the changing dynamics during the

process. If the process environment is modified (new machine components, new crystal

diameter), the PID controller has to be set up again. The better way is a model-based

controller that gives a widely flexible handling of different machine components, different

inductor types, and different target diameters. Also, the changing dynamics of the process

can be directly handled by model-based automation if a suitable mathematical model is

available. In 1996, the German company Wacker Siltronic AG published an idea to control

growth processes, for instance, CZ and FZ, by a prediction controlmethod (see [21,22]). The

patents do not provide a model description, they include the idea of predictive control by

using online and offline simulation. Due to the complex dynamics, it is necessary to use a

nonlinearmodel for controlling the crystal growth of large-diameter crystals. In this section,

a nonlinear model predictive control (NMPC) is presented to control the process as devel-

oped in the Leibniz Institute for Crystal Growth (IKZ) by Werner [23].

7.2.2 Description of the Measurement System

The growth chamber has an optical access to the FZ process through a quartz window,

so that the geometrical quantities of feed rod, molten zone, and crystal can be obtained

by visual image processing. Figure 7.11 shows a sketch of the geometrical quantities

calculated from measurements. The identification of the quantities is based on the idea

of edge detection, a mathematical method to identify points in a digital image. The

points are characterized by a sharp change of the image brightness [24]. The crystal

radius RC is directly measured at the line of crystallization (solid–liquid interface). The

lower zone height hC is the distance between the lower edge of the inductor and the line

of crystallization. The volume of the molten zone consists of a visible and a hidden part.

FIGURE 7.11 Geometrical quantities
calculated from measurements: visible
melt volume Vvi, crystal radius RC,
crystal angle 4C, feed radius RF, feed
angle aF, upper zone height hF,
lower zone height hC, height of the
inductor hI, radius of the melt
neck RN.
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The visible melt volume Vvi is calculated from the outer contour of the molten zone

assuming rotational symmetry. The volume Vbo of the melt bowl is covered by the crystal

surface and arises due to the radial temperature gradient in the crystal. An approxi-

mation of Vbo based on LPS is given in Ref. [23]. Instead of the real melt neck, which is

covered by the inductor, an approximated RN is measured directly below the inductor.

The upper zone height hF is the distance between the upper edge of the inductor and the

line of melting. The solid part below the line of melting is the feed residual. The feed rod

is shaped at the lower end, so, it is required to measure radius RF and angle aF of the feed

rod. The distance between the lines of melting and crystallization is the height of the full

zone hG.

The melting rate vMe and the crystallization rate vCr are not directly measurable and

have to be identified using an estimator. The melting rate vMe ¼ � _LF is defined as

negative derivative of the feed rod length LF (distance between line of melting and feed

holder). A positive melting rate vMe means a decreasing feed length. The crystallization

rate vCr ¼ _LC is the derivative of the crystal length LC (distance between line of crystal-

lization and crystal holder). In the literature, the crystallization rate is also denoted as the

growth rate.

7.2.3 Modeling of the Floating Zone Process

The goal is to get a set of nonlinear differential equations of first order with respect to

time, which predicts the fundamental behavior of the process dynamics without

expensive and time-consuming calculations. The model based on physical conservation

laws and details are given in Ref. [23]. The model describes the dynamical behavior in the

mathematical form

_xðtÞ ¼ f
�
t; xðtÞ;uðtÞ;Q� with xð0Þ ¼ x0: (7.2)

For a given initial state x0 and a given sequence of inputs uðtÞ, the future development of

the state vector xðtÞ can be calculated by using a numerical integration of the state

derivatives _xðtÞ. The elements of the parameter vector Q represent the model parame-

ters. The state vector xðtÞ includes the components: radius of feed RF and crystal RC,

height of upper zone hF and lower zone hC, angle at feed aF and crystal 4C, volume of

visible melt Vvi, radius of melt neck RN, crystallization rate vCr, melting rate vMe, and

inductor power Pind. The input vector uðtÞ includes the three components: generator

power Pgen, pull rate of feed vF, and crystal vC. The following differential equations are

involved:

d

dt
ðRFÞ ¼ vMe $ tanðaFÞ; (7.3)

d

dt
ðRCÞ ¼ vCr $ tanð4CÞ; (7.4)

d

dt
ðhF Þ ¼ vMe � vF ; (7.5)
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d

dt
ðhCÞ ¼ vC � vCr ; (7.6)

d

dt
ðaFÞ ¼ 0; (7.7)

d

dt
ð4CÞ ¼

D4C

DVvi

_V vi þ D4C

DRC

_RC þ D4C

DhC

_hC þ D4C

DRN

_RN ; (7.8)

d

dt
ðVviÞ ¼ rs

rM

�
pR2

FvM�e � pR2
CvCr � _V fr

�� rM � rS

rM

_V bo; (7.9)

d

dt
ðRN Þ ¼ nh

�
_hF þ _hC

�
; (7.10)

d

dt
ðPindÞ ¼ 1

sp

�
Kp $Pgen � Pind

�
; (7.11)

d

dt
ðvMeÞ ¼ d

dt

 
pF � PF ;loss þ q0rS

_V fr

q0rSpR
2
F

!
; (7.12)

d

dt
ðvCrÞ ¼ d

dt

 
pC;loss � PC þ q0rS

_V bo

q0rSpR
2
C

!
: (7.13)

where rM is the density of the melt, rS is the solid density, _V fr is the derivative of the

volume of the feed residual, _V bo is the derivative of the volume of the melt bowl, q0 is the

latent heat. The variables nh, Kp, sp are model parameter. The terms PF,loss and PC,loss

describe the power loss of feed rod and crystal due to radiation. The power introduced

into feed rod PF and crystal PC are modeled as functions of inductor power Pind, cor-

responding radii RF and RC, corresponding zone heights hF and hC, and further model

parameters. A detailed description is given in Ref. [23].

7.2.4 Choice of Reference and Manipulated Variables

It is essential to set up suitable reference and control variables to fulfill the requirements

of the FZ process. In the presented automation concept, the considered control variables

are the heater power of the inductor and the pull rates of feed and crystal.

7.2.4.1 Creating the Thin Neck
This is the start of growing a crystal. Feed and crystal are moved downward to create the

thin neck. The crystal diameter of 5–6 mm, resulting from the diameter of the seed, has

to be reduced down to 2–3 mm and kept constant until the end of that phase where all

dislocations have to grow out. For creating the thin neck, the references are zone height

and crystal diameter as functions of time.

7.2.4.2 Growing the Crystal Cone
The crystal diameter has to be increased by producing and keeping a melt overhang by

adjusting heater power and pull rate of the feed rod. In this phase, a constant or slowly

changing pull rate of the crystal is used to ensure the dislocation-free growth. The

observation of the melt neck is important to satisfy the limits due to the inductor hole.
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To overcome measuring problems of the melt neck, the zone height hG is applied as an

auxiliary quantity within the automation. The reference of the zone height has to be

designed for a suitable melt neck. The complete crystal, starting from the cone, can be

defined as a function of the crystal length LC for achieving a reproducible crystal shape.

7.2.4.3 Growing the Cylinder
Here, the crystal diameter is held constant. This is managed by constant heater power

and constant pull rates of feed and crystal. The process is self-regulating and in a stable

state during this phase. At the end of the process, the heater power has to be adjusted

slightly to keep the height of the molten zone. Here, the heat transport of the feed rod is

affected due to its length reduction.

7.2.5 Regulated Growth of the Avogadro Crystal

As an example of applying this control method, the regulated growth of a crystal with a

special shape, the so-called Avogadro crystal, is shown. The crystal is used in an

approach to determine the Avogadro constant by “counting” the atoms of a 1 kg

monocrystalline sphere of 28Si isotope. Details of the physical background are given in

the reviews [25–27]. Two silicon spheres have to be obtained from one grown crystal.

Due to the high costs of the material, a regulation is applied to grow a crystal with

FIGURE 7.12 Image of the grown Avogadro crystal using regulation. The image was taken by Turschner at the
Leibniz Institute for Crystal Growth (IKZ).
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minimum material waste. So, there is no cylindrical part in the crystal. The diameter has

to be decreased after finishing the cone and increased again up to the full diameter.

A regulation is needed to fulfill this reference of the shape. For this experiment, a

common feed rod of polycrystalline silicon is used instead of the expensive 28Si material.

The automation starts at a crystal diameter DC of 42 mm. Figure 7.12 shows the image of

an “Avogadro crystal”. The advantage of applying the model predictive control, instead

of the previously used PID control, is that this shaped crystal can be grown at other FZ

machines without a new parameter identification.

7.3 Mathematical Modeling of the Floating Zone
Silicon Growth

7.3.1 Introduction

The numerical simulation of the FZ process is mainly carried out to understand the

physics of the process and to support its development. The simulation considers the

most important physical effects that connect the process parameters to quality, shape,

and yield of the grown crystals and to the ability to grow the crystal at all. Nowadays,

models of the FZ process can predict the effects quantitatively and are successfully used

in the process development.

This section describes the needle-eye FZ process from the modeling point of view,

gives an overview of the modeling history, outlines the state-of-the-art model system,

and presents modeling results characterizing the most important findings and the effects

of process parameters.

Due to the absence of a crucible, all melt interfaces are determined by the machine

setup, process parameters, and the process history, but not by a predefined geometry of

the crucible. This requires a global model for the calculation of the interface shapes

considering the electromagnetic (EM), thermal, and flow fields.

The RF inductor (Figure 7.13) induces the EM field into the Si material at all surfaces

that are in contact with the process gas, mainly in the feed rod and in the melt. As a

result, the feed rod is molten and the so-called open melting front 2 is formed. A part of

the induced heat is radiated away from the open melting front directly and the rest is

conducted through the feed rod to its cylindrical surface 1 and radiated away there. The

heat sources at the free melt surface 4 keep the zone molten, compensating the radiation

heat loss and ensuring some heat flux and thermal gradient at the crystallization

interface 6 and melting interface 3. The induced Lorenz forces influence the shape of the

free melt surface and contribute to the convection in the molten zone. Aside from the

EM forces, the shape of the free surface is determined by the hydrostatic pressure and

the surface tension. The free surface contacts the crystal at exterior triple point (ETP) and

the poly rod at internal triple point (ITP). The shape of the crystallization interface is

determined mainly by the heat flux from the melt and by the radiation on the crystal

surface 5, which is sometimes reduced using a reflector.
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The EM and temperature fields are strongly coupled with the interface shapes and a

change of some process parameter will influence all of them, see Figure 7.14. Therefore

the modeling of particular processes without the use of a global model is questionable

and should be handled with care, if some a priori shapes are used, also experimentally

obtained ones.

FIGURE 7.13 Schematics of the floating zone model. 1, cylindrical surface of feed rod; 2, open melting front;
3, melting front; 4, free melt surface; 5, cylindrical crystal surface; 6, crystallization interface; 7, reflector; after [28].

FIGURE 7.14 Schematic of the coupling between the modeled physical fields (solid rectangles), the interface
shapes (rounded rectangles), and the influence of process parameters (dashed rectangles).
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7.3.2 Historical Overview

The first article on modeling of the needle-eye FZ growth process was published

in 1983 by Mühlbauer et al. [28]. The current distribution at the free melt surface

and the electromagnetically driven flow in the melt were calculated assuming a

predefined interface. Later articles in the early 1990s were also devoted to the

modeling of the EM field [29]. The shape of free surface and distribution of electric

current for predefined triple points were calculated by Lie et al. in Ref. [30] and

the melt motion under the influence of a strong axial magnetic field in Ref. [31]. The

3D distribution of the EM field was calculated by Mühlbauer et al. in Refs [32,33].

Despite a considerable asymmetry as shown in these articles, axisymmetric 2D

models were widely used to reduce the computational effort. The effect of the

inductor slits on the current distribution is considered in 2D models in a simple [34]

and advanced way [35].

The first global 2D model considering the EM, temperature, and transient fluid flow

fields as well as the interface shapes was published by Mühlbauer et al. [29] and

investigated in detail in Ref. [34]. Riemann et al. calculated the shapes of the free surface

and the crystallization interface, and the thermal stress in the crystal [36]. Mühlbauer

et al. extended the model [34] and calculated transient dopant transport in the melt [37]

and compared the calculated resistivity distributions with experiments [38,39]. The in-

fluence of different additional magnetic fields on the resistivity distribution is studied by

Raming et al. in [40–42].

Other global models were developed in the late 1990s. Togawa et al. [43] calculated

the interface shapes, heat transfer, a transient melt flow including dopant transport, and

the resistivity distribution. This model is improved with implemented radiation view

factors by Guo et al. [44]. Larsen et al. [45] calculated interface shapes, heat transfer, and

point defect dynamics in 400 and 0.800 crystals. The dopant transport for 400 processes is

modeled in Ref. [46].

Muiznieks et al. [47] showed that the thermal stress in 400 FZ crystals is higher than in

300 mm CZ crystals and investigated the dislocation generation induced by thermal stress.

The model [34] is reconsidered, rewritten, and extended by the view factor radiation

and the variable liquid film thickness on the open melting front by Ratnieks et al. [48,49].

Next model extension by Rudevics et al. [50–52] allows calculating the FZ process in a

transient way, the growth of starting and end cones, as well as the control of the crystal

diameter using PID algorithm.

A coupled 3D model for the EM, temperature, melt flow, and dopant concentration

fields was developed for the first time by Ratnieks et al. [53]. Here and in further studies

[54–56] the generation of the rotational striations in the crystal were shown. The paper

[57] shows that the resistivity fluctuations due to convection are at least by one order of

magnitude higher than those due to the changes of the local growth velocity.

The 3D resistivity distribution is investigated under the impact of rotating [58–60] and

steady axial [59] magnetic fields.
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A model for the simulation of an EM field, heat transfer, melt flow, and thermal stress

was developed and presented in the PhD theses of Assaker [61] and Bioul [62].

Rudevics et al. [63] presented a nonsymmetric 3D model calculating EM and tem-

perature fields as well as the free melt surface and crystallization interface based

exclusively on boundary element method (BEM).

3D modeling of the free melt surface and crystallization interface during the growth of

square-shaped FZ crystals is presented in Ref. [64].

Menzel [65] uses the measured interface shapes to calculate the 3D EM field of

different frequencies using the commercial code SINGULA and applying these results for

the calculation of 2D fluid flow using the commercial code ANSYS-CFX.

Wünscher et al. [66] and Menzel [12] applied COMSOL for 3D and 2.5D modeling of

EM, temperature, and stress fields as well as the shapes of free surface, melting, and

crystallization interfaces for 400 and 500 process.
The effect of gas flow on the cooling of the crystal is considered by applying a heat

transfer coefficient in Refs [12,46].

7.3.3 Mathematical Models

The models described here build the core system necessary to satisfy the interests of

crystal growers developing the process regarding increased quality and yield re-

quirements. The models are macroscopic, i.e., they consider the material with contin-

uum properties and do not describe the atomistic scale of crystal growth. However, the

calculated quantities can be further used to analyze the processes on micro and atom-

istic scales [67].

The conditions near the molten zone during the growth remain very similar for a long

time, therefore, mainly the quasi-steady approach is used (the non-steady model is

described in Section 7.3.3.7).

The crystal, poly rod, and the melting and crystallization interfaces are assumed

axisymmetric in all models because the rotation averages the influence of the

nonsymmetric one-turn inductor (except for growth of square-shaped crystals [64]).

The schematic of main influences coupling the modeled physical fields, the interface

shapes, and the process parameters is shown in Figure 7.14. The interface shapes depend

on the EM, temperature, and melt flow fields, and vice versa. Therefore, any modeling

study of one of the particular fields demands the coupled modeling of the interface

shape. The following sections describe first the particular models assuming fixed in-

terfaces, and Section 7.3.3.5 reports on the coupling procedure in more detail. Afterward

the specifics of transient modeling are described.

7.3.3.1 Electromagnetic Field
The EM field heats up and melts the polycrystalline rod as well as maintains the molten

zone from which the crystal is grown. As the EM field distributes with the speed of light

and its frequency is several orders higher than the time scale of the thermal and mass
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transport processes, all other fields and interfaces can be assumed to be fixed during the

calculation of the EM field. At the typical frequency of 3 MHz the EM field penetrates

into the thin skin layer of 1.3 mm in solid Si, 0.27 mm in molten Si, and 0.04 mm into the

Ag inductor. The rest of the conducting bodies are free from the EM field. Using

Maxwell’s equations in quasi-static approximation, where the displacement current is

neglected [68] in the formulation of the magnetic vector potential the Laplace equation

in a nonconducting space is

DA ¼ 0: (7.14)

Assuming that all currents can be described by surface currents, the boundary condition

(BC) for the vector potential on Si surfaces is

A ¼ 0 (7.15)

and on the inductor surface it is defined by the applied voltage [34]. The distribution of

currents is searched to fulfill Eqn (7.15). It is solved using BEM, therefore only surface

meshes in 3D space are necessary. The result is the distribution of the effective surface

current density jS. For more detail on the 2D case and the 2D slit model see Ref. [35], and

for the 3D case formulation see Ref. [33]. From the surface current density jS the normal

EM pressure for the calculation of the free surface shape, the tangential EM surface force

for the melt convection, and the Joulean heat sources for the temperature field can be

calculated [35].

7.3.3.2 Temperature Field
Due to inductive heating, the highest temperature in the FZ system is in the melt.

Therefore, the temperature for the crystal and the melt ambient is lower than in the CZ

system and the temperature gradients are higher. The heat transport is characterized by

Joulean heat sources at Si surfaces, by conduction in a poly rod and a crystal, and by

conduction and convection in the melt as well as radiation in the gas.

The temperature transport equation in solids using the quasi-stationary approach is

rcpucgrad T ¼ divðlsðT Þgrad TÞ (7.16)

where uc is the vertical pull rate of the feed or the crystal with respect to the labo-

ratory reference system. The interfaces’ shape is assumed to be fixed during the

calculation of the temperature field. Surface heat sources are not included in Eqn (16)

but are considered in the BC. The temperature on the melting, crystallization, and free

melting front is set to melting temperature T0. On Si–gas interfaces the heat flow BC is

set to

lSðT Þ vT
vn

¼ qEM � qrad; (7.17)

where qEM are the Joulean heat sources and qrad are the radiation heat losses described

in the next section. Heat transfer is modeled by finite element method (FEM). The

calculated temperature fields are used for the calculation of interface shapes and the

thermal stress.
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The radiation in ambient gas is the main heat transfer mechanism from the hot

crystal, melt, and poly rod surfaces to the cold recipient and inductor, the conduction

and convection effects in the gas are less important [12]. The simplest assumption is the

radiation to predefined ambient temperature Ta

qrad ¼ εsSB

�
T 4 � T 4

a

�
: (7.18)

Lower ambient temperature for crystal and poly rod and higher for melt and open

melting front are applied [34].

Later the radiation heat exchange is calculated more precisely using view factors

describing the gray diffuse radiation exchange in transparent media; see Ref. [44] for

differences between the results using constant ambient temperature and view factors.

Details about the calculation of view factors can be found in Ref. [35]. The calculation of

view factors is a time-consuming operation in the 3D [63] and also in the 2D axisym-

metric case [69] and is often optimized at the expense of precision [35].

7.3.3.3 Melt Flow
The melt flow in the FZ process is laminar but nonstationary [28]. The continuity

equation for an incompressible fluid and the Navier–Stokes equation using the

Boussinesq approximation including the external force, e.g., due to an applied steady or

low frequency magnetic field, are solved. Marangoni forces due to the temperature

dependence of surface tension and EM forces caused by the RF inductor are included in

the BC on the free melt surface [35], and Ref. [70] shows that it is allowable. The rotation

of the crystal and the poly rod causes forced convection and the corresponding velocities

are also included in the BC.

The temperature distribution in the melt is described by the heat transfer equation

and is coupled to the Navier–Stokes equation. Joulean heat sources are included in the

BC similarly as in the solid parts.

In the 2D case model equations can be rewritten in the vorticity-stream function

(u� j) formulation and can be solved using FEM as described in detail in Refs [34,35].

Three dimensional laminar unsteady model equations are solved based on the

OpenFOAM libraries [71,72].

7.3.3.4 Impurity Distribution
Concentrations of impurities (dopants) in the Si melt are small, therefore, they have no

influence on the flow. The conservation equation of dilute species C is

vC

vt
þ ðuVÞC ¼ DDC (7.19)

where D is the diffusion coefficient of dopants in molten Si. The segregation BC is set at

the crystallization interface [73]. If the doping is realized from the feed rod, the concen-

tration C at the melting front is set equal to the concentration of the dopants in the feed

rod [40,41,46] and zero flux is set to the free melt surface [37]. In the case of doping from
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gas, the concentration is set to zero on the feed rod and is normalized to 1 at the free

surface [74] or constant flux is set at the free surface [46]. The different conditions at the

free surface are used because the precise transport of dopants in the gas is not modeled.

7.3.3.5 Shape of Interfaces
The shapes of melting and crystallization interfaces are defined by the balance of heat

fluxes. The BC for temperature is set to T¼ T0 during the calculation of the temperature

field in each part (poly rod, melt, crystal). The difference of the calculated heat fluxes on

both sides must be equal to the latent heat for given feed and pull rates, i.e., fulfill the

Stefan condition [75]. Each point of the melting (M) or crystallization (C) interface is

moved by their normal velocity according to the laboratory reference system

vM ;C
n ðtÞ ¼ lS

rSQ

vT ðtÞ
vn

����
S

� lS

rSQ

vT ðtÞ
vn

����
L

� VM ;CðtÞnM ;C
z ðtÞ (7.20)

where VM is the feed rate of the poly rod and VC is the pull rate of the crystal. The indices

S and L depict the solid and liquid side of the interface. The shape of the interface is

found when the velocity is zero.

On the open melting front the temperature is also assumed to be T¼ T0, although the

thin liquid film with a thickness around 0.2 mm has a slightly higher temperature [35].

The velocity of the open melting front (O) movement is

vOn ðtÞ ¼
lS

rSQ

vT ðtÞ
vn

����
S

� qrad � qEM

rSQ
� VMðtÞnO

z ðtÞ: (7.21)

The shape of the interface is found and the velocity of the open melting front is zero if EM

heat sources are balanced by radiation, heat conduction in the poly rod, and latent heat.

The shape of the free melt surface is calculated as a balance of normal stress

considering the surface tension and hydrostatic and EM pressure

p0 � rlgz � g

�
cos f

r
þ 1

R0

�
� pEM ¼ 0 (7.22)

where R
0
is the radius of curvature in the (r,z) plane, f is the angle with the vertical, and

p0 is the reference gauge pressure. For fixed ETP and ITP positions and a given p0, the

shape of the free surface can be determined minimizing the imbalance of Eqn (22). The

value of p0 is unknown and can be chosen in order to satisfy the Si growth angle and

keep the diameter of the crystal constant. Special attention should be paid to the

modeling of ETP and ITP where conditions for all encountering interfaces must be

satisfied [35].

7.3.3.6 Thermomechanical Stress
The relation between stress and strain tensors (Hooke’s law) in isotropic case for small

linear displacements is

sij ¼ E

1þ v

�
εij þ v

1� 2v
εkkdij

�
� Eat

1� 2v
dij (7.23)
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where for Si the Young modulus E¼ 1.56� 1011 N/m2, Poisson’s ratio v¼ 0.25, and co-

efficient of thermal expansion a¼ 3.2� 10�6 1/K [47]. Considering that the crystal is in

equilibrium state

sji;j ¼ 0 (7.24)

and strain–displacement relation

εij ¼ 1

2

�
ui;j þ uj;i

�
(7.25)

the displacements u can be found solving the Eqn (24) and fixing the displacement at

some point as BC. The second invariant of stress tensor, called von Mises stress [12], is

often used for the analysis as a scalar measure, which is representative for the generation

of dislocations.

7.3.3.7 Transient Modeling
The transient model described in Ref. [50] is based on the steady state model [48] but

does not account for the convective heat transfer in the melt. The movement at any

position of the melting (M) or crystallization (C) interface is defined by their normal

velocity in the laboratory reference system in Eqn (20) and the movement of the open

melting front (O) in Eqn (21). Knowing these velocities, the calculation of the new po-

sitions of the interfaces after a time step Dt is a straightforward task. The volumes of

molten and crystallized Si during each time step are calculated as sums over all elements

considering the volume change due to feed and pull rates and the volume change due to

changed interface positions.

The difference between molten and crystallized volumes is the change of the melt

volume DVmelt As the starting point (ETP) and endpoint (ITP) of the free surface are

known (their movements and positions are calculated to fulfill the thermal conditions, as

in the quasi-steady model), the new shape of the free surface is calculated iteratively so

that the difference between the new and old surface shapes is equal to DVmelt. The result

of the changed free surface is a new melt angle at the ETP, which determines the change

of the crystal diameter in the next time step.

The process control based on the PID algorithm is implemented in the FZoneT

software to ensure the growth of the crystal with a predefined shape [52]. The

inductor current and the feed rate are adjusted according to the deviation between

the actual and desired values for the position of the crystal radius and zone height.

The process control is described in more detail in Section 7.2 and in Vol. 2b,

Section 10.

7.3.4 Exemplary Results

All results demonstrated in this section are calculated with software included in the

program complex FZone [48,49] or in predecessor models [28,34] and are closely related

to the work of Prof. Muiznieks.
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7.3.4.1 Electromagnetic Field
The results of EM field calculations are taken from Ref. [55] and are carried out for the

geometry corresponding to the 400 process at the IKZ. All surfaces are assumed axisym-

metric, but the inductor is nonsymmetric with its current suppliers having a 1-mm-wide

slit between them. The shapes of the open melting front and the free melt surface are

taken from the global simulation, i.e., they are calculated using a coupled algorithm also

including the 2D calculation of EM pressure and EM heat sources. The surfaces are

meshed into triangular boundary elements (Figure 7.15(a)), and the distribution of the

surface current density is calculated according to the model described in Section 7.3.3.1.

The current on Si surfaces flows almost azimuthally, but in the region of the inductor slit,

the current is shifted to the vertical surfaces of feed rod and crystal. The density of EM

heat sources on the free surface shows a distinct minimum under the slit at the central

part of the free surface (Figure 7.15(b)). The 3D current distribution can be analyzed

directly to optimize the inductor shape or used as an input for 3D melt flow simulations.

3D EM field modeling with subsequent azimuthally averaging of heat sources is often

used for more precise calculations of 2D interface shapes using the FZone software. The

averaging is justifiable due to rotation of crystal and feed rod.

In spite of the distinct nonsymmetry of the current distribution, 2D modeling of the

EM field was a standard procedure in early models [28] and is frequently used during the

calculation of interface shapes in order to reduce the computation time nowadays

[51,52]. The simple model for the consideration of a narrow inductor slit in 2D reduces

the EM field in the central part and increases it in the outer part of Si, making the dif-

ferences between 2D and 3D even smaller. This effect can be seen in the 2D EM field

calculation shown in Figure 7.16, where a part of the field lines goes through the inductor

(in a truly 2D case, all lines must go between inductor and the Si surfaces).

FIGURE 7.15 Results of 3D electromagnetic field simulation. View of the model geometry with only half of the
inductor shown, triangular boundary elements, and calculated lines of the electric current stream function (a);
Joulean power density qEM on the free surface of the melt (b) [55].
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7.3.4.2 Temperature Field
The calculated temperature field for three different stages of 400 crystal growth

with vG¼ 3.3 mm/min and without a reflector is shown in Figure 7.17 [28]. The

interface shapes are a result of the coupled EM and temperature field simulation (the

influence of melt flow is not considered here) as described in Section 7.3.3.5. The

temperature decreases faster along the vertical axis if the crystal or poly rod is longer

due to a larger surface through which the heat can be radiated away. In the case of a

short crystal, the crystallization interface has larger deflection and is located closer to

the crystal surface to provide larger heat flux to the hotter crystal surface with high

radiation.

FIGURE 7.17 Temperature field (isolines with step 100 K) and shape of interfaces for three different stages of 400

crystal growth. From Ref. [28].

FIGURE 7.16 2D results showing isolines of magnetic vector potential A, isolines of temperature in the melt with
step 2.9 K, and finite element mesh in poly rod and crystal [35].
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7.3.4.3 Melt Flow and Impurity Distribution
The forces responsible for the melt convection are buoyancy, Marangoni and EM forces.

The buoyancy causes downward flow along the cold interfaces and upward flow in the

hot region between them. The Marangoni forces cause flow at the free surface toward the

interfaces. EM forces at the free surface are directed toward the position of maximum

electric current and are opposite to the Marangoni forces.

The results of transient 2D melt flow in the 400 process for three subsequent time

moments with the time step of 2 s are shown in Figure 7.18 [28]. The stream function of

meridional flow with two typical vortices (left), the isolines of azimuthal velocity (cen-

ter), and the isolines of temperature (right) show oscillations, especially near the axis of

symmetry. However, the flow is still in laminar regime. Due to the low Prandtl number of

0.013, the temperature field is not strongly influenced by the melt flow—the distribution

is similar to one without flow (Figure 7.16).

The meridional convection is reduced when the rotation rate of crystal increases [34].

Nonuniform rotation of crystal causes large vertical gradients of azimuthal velocity at the

crystallization interface, which results in meridional forces with a mean value directed

toward the center [34].

The inductor with slits creates a nonsymmetric distribution of Joulean sources and

EM forces (Figure 7.16) and, as a result, a 3D melt flow. The results of 3D flow simulation

for 400 process is shown in Figure 7.19 [55]. Both velocity (a) and temperature (b, c)

distributions show certain nonsymmetry. The resulting dopant distribution at the

FIGURE 7.18 2D axisymmetric model. Streamlines (a), isolines of azimuthal velocity (b), and isotherms (c) for the
three subsequent time moments with the time step of 2 s. From Ref. [28].
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crystallization interface is nonsymmetric as well (Figure 7.19(d)), and this causes the

resistivity striations in a rotating crystal.

The influence of different types of magnetic fields on the melt flow and RRV in

grown crystal is demonstrated using 2D simulation of 400 process corresponding to the

IKZ facility in Figure 7.20 (from Ref. [41]). For each case, a representative time instant

of the stream function of the meridional velocity and several radial resistivity profiles

are shown for a time period of 50 s according to an axial length of 2.8 mm in the grown

crystal. The mean value of RRV of the standard case (a) is shown in other RRV dis-

tributions (b)–(d). The reduction of the frequency of the RF inductor increases the EM

forces causing more intense convection and more uniform RRV distribution with

increased microscopic fluctuations (Figure 7.20(b)). A magnetic field rotating in the

direction of crystal rotation with a frequency of 50 Hz and an intensity of 1 mT also

creates slightly more uniform RRV distributions and increased microscopic fluctua-

tions (Figure 7.20(c)). The application of a vertical steady magnetic field of 50 mT

suppresses the microscopic oscillation of resistivity but makes the RRV less homoge-

neous (Figure 7.20(d)).

(a) (b)

(c) (d)

FIGURE 7.19 Results of 3D melt flow simulation for 400 process. Velocity arrows in vertical cross-section parallel to
inductor slit (a), isolines of temperature in the same cross-section (b), isolines of temperature on the free melt
surface (c), and dopant concentration at the crystallization interface (d). From Ref. [55].
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7.3.4.4 Shape of Interfaces
The interface shapes are important for the quality of the crystal and crucial for the

feasibility of the process, therefore, the dependencies of system geometry and process

parameters are of utmost importance. Presented studies are carried out without

consideration of melt flow, which was analyzed separately in Section 7.3.4.3.

The effect of the growth rate for an 800 crystal is shown in Figure 7.21(a) for a constant

zone height [35]. At higher pull rate, the deflection of the crystallization interface is larger

and the open melting front is located closer to the inductor where higher Joulean heat

sources are used to compensate the larger latent heat for melting the feed rod with

higher feed rate. The deflection of the melting interface gets larger with an increased feed

(a) (b)

(c) (d)

FIGURE 7.20 Stream function of meridional velocity and normalized radial resistivity distribution for basic
reference case (a), with reduced frequency (b), with rotating magnetic field (c), and with vertical steady magnetic
field (d). From Ref. [41].
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rate and would approach the crystallization interface when further increasing the

feed rate.

The interface shapes at different inductor currents for the 800 system are shown in

Figure 7.21(b). The main effect of increasing the inductor current is the increase of zone

height and decrease of the neck diameter. The variation of the inductor current for a

given inductor geometry is limited by the neck diameter—at large current values the

neck is too thin and will break, but for too small current values the neck approaches the

inductor surface (it will result in voltage breakdown at a certain distance before touching

the inductor).

The importance of the shape of the inductor is demonstrated in Figure 7.22 for 400

process [34]. If the thickness of the inductor is halved, the process is no longer possible

as the part of the melting front has a slope directed outward and the molten Si cannot

flow toward the molten zone (Figure 7.22(a)). Increasing the inner diameter of this

configuration by 10% assures the melt flow into the molten zone again (Figure 7.22(b)).

It can also be seen that the inner diameter of the inductor strongly influences the

diameter of the neck and the deflection of the crystallization interface.

FIGURE 7.21 Phase boundaries at different crystal pull rates from 0.8 till 2.8 mm/min with a step of 0.2 mm/min
(a) and for different inductor currents (zone heights) with 50 A step (b) for an 800 crystal. From Ref. [35].

FIGURE 7.22 Phase boundaries for various inductor shapes: different heights (a) and different diameters of central
hole (b). From Ref. [34].
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The interface shapes for the 800 process with different diameters of the feed rod are

shown in Figure 7.23(a) [35]. The smaller the feed rod diameter, the larger the feed push

rate VF and the deeper the deflection of the melting interface. A too small diameter of the

feed rod (r¼ 31 mm in Figure 7.23(a)) makes the growth impossible because a solid

bridge is built between the polycrystalline feed and the growing monocrystal.

The effect of the reflector placed around the upper part of the crystal in order to

reduce the thermal stress is demonstrated in Figure 7.23(b) [35]. The “low” position of

the reflector is shown in Figure 7.16 and in the “high” position the top of the reflector is

placed in face of the ETP. In the presence of the reflector, fewer EM heat sources are

needed, therefore, the current in the inductor is reduced (from 1600 to 1510 A for

reflector in “low” position). Consequently, the maximum temperature difference in the

melt is reduced by 13 K and the temperature gradients in melt and crystal are also

reduced. As the main part of the heat flux in the crystal is the latent heat, which is not

reduced, the position of the interface at the crystal axis is shifted down toward the region

without a reflector to be able to radiate away this amount of heat. Correspondingly, at

the “high” position of the reflector, the increase of deflection is not so pronounced.

The consideration of the effect of the melt flow for 800 crystal results in a smaller

deflection of the crystallization interface and a better agreement with the experimental

shape [35].

7.3.4.5 Stress
In Figure 7.24 the results for the 400 crystal with a length of 200 mm corresponding to the

IKZ laboratory system are shown with and without reflector [47]. The reflector with a

diameter of 140 mm and a height of 40 mm is located 20 mm below the triple point

position. The reflector does not deform the temperature field considerably and the

minimal temperature at the cone bottom changes slightly. A maximum value of the von

Mises stress is on the symmetry axis at the growth interface, and a lower maximum is at

FIGURE 7.23 Phase interfaces for the 800 process with different radii of the feed rod (a) and with different
positions of the reflector (b). From Ref. [35].
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the rim of the crystal near the growth interface. The reflector reduces the stress in the

center by 6 MPa and at the rim by 2 MPa. It is also shown in Ref. [47] that both maxima

increase with increasing the crystal diameter and, especially, when increasing the

deflection of the crystallization interface.

7.3.4.6 Transient Modeling
The response of the FZ system to the jumps of the inductor current and the feed

rod velocity, which are typical process control parameters, are shown as an example of

a transient model result and are compared with experiments [51]. The simulation

starts from the equilibrium state calculated using the quasi-steady model, and the

curves of the inductor current I0 and the feed rate vF, as shown in Figure 7.25(a), are

applied.

FIGURE 7.24 Temperature field with step 50 K and von Mises stress with step 2 MPa for a 400 crystal without (left)
and with reflector (right). From Ref. [47].

(a) (b)

FIGURE 7.25 Step-like time dependencies of the feed rod push rate and the inductor current (a) and crystal radius
and zone height response (b) during the experiment and calculation [51].
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Figure 7.25(b) shows the calculated and measured time dependencies for crystal radius

and zone height. Size and location of the calculated crystal radius response are similar to

the experimental data. The shapes of the curves agree particularly well. The dependencies

of the zone height in calculation and experiment show good agreement, too.

To ensure the crystal growth with a constant slope, the automatic regulation based on

the PID algorithm for I0 and VF is implemented in FZoneT. During regulation, I0 and VF

are adjusted depending on the deviation of the actual and desired values for the slope of

the crystal surface and zone height. The constants in the PID algorithm are chosen ac-

cording to the gathered experiences from calculations with VF and I0 jumps. The

calculation sample in Figure 7.26 shows the modeled crystal growth process with a

desired slope angle of approximately 11� [52].

7.3.5 Summary, Conclusions, and Outlook

Extensive development of coupled multiphysical numerical models during the last

20 years resulted in an effective specialized program packages allowing numerical

investigation of numerous aspects of the floating zone process in great detail. The effect

of system geometry and process parameters on the shape of interfaces, melt flow,

temperature, stress, and dopant distribution is well understood. However, the connec-

tion of the calculated macroscopic distributions to dislocation rate and fractures of FZ

crystals is still a subject of future investigation. Although the basic effects can be shown

using the axisymmetric 2D models, the 3D modeling provides essential improvements of

precision mandatory for the simulation-aided process development. The first demon-

strations of transient modeling showed a large potential for deeper investigation and

FIGURE 7.26 A numerically calculated process with automatic regulation for vF and I0 that ensures the crystal
growth with the given slope angle of 11�, phase boundaries and finite element method mesh 4000 s from the
start [52].
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optimization of the starting and ending phases of the FZ process as well the use for

process control and stability analysis. Many 3D aspects are still not modeled—deviations

from the round crystal shape due to ridges, the nonsymmetric and nonuniform melting

of the feed rod. The requirements for larger diameters and higher quality crystals will

desire challenging technical solutions and then new models have to fulfill those.
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216:204.
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In Chapter 7, the floating zone (FZ) method exclusively for silicon was discussed. This

chapter demonstrates much broader applicability of FZ for different materials. It relates

to application of the optical floating zone (OFZ) technique for growing crystals of

congruently and incongruently melting oxides (Part I) and to the work done on RF

floating zone crystallizing complex, intermetalic compounds (Part II).

Whereas the basic concept, which goes back to Pfann (1952) and von Emeis (1954), is

similar for all the FZ methods, the details are significantly different, allowing this ver-

satile method to serve successfully different crystal growing communities—from space

research to research for new materials to manufacture of defect-free semiconductors.
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8.1
Optical Floating Zone—Complementary Crystal

Growth Technique for New Classes of
Oxide Materials

Hanna A. Dąbkowska, Antoni B. Dąbkowski
BROCKHOUSE INSTITUTE FOR MATERIALS RESEARCH, MCMASTER UNIVERSITY, HAMILTON,

ON, CANADA

8.1.1 Introduction
Over the past 60 years, artificially grown single crystals have become a key material in the

field of computer components fabrication, optics, optoelectronics, and scintillator ma-

terials [1,2]. For advanced investigation of physical and chemical properties of new

oxides it is crucial to have good quality single crystals, since in polycrystalline samples

the properties of grain boundaries often show themselves dominant over the properties

of the bulk material [3]. Growing large, high quality single crystals of many oxides is

possible by methods like the Czochralski, Bridgman, Verneuil, or slow cooling tech-

niques [1,2], but in the search for new materials, the optical floating zone (OFZ) has

many advantages over the other methods, allowing for growth of crystals of various

newly designed nonconventional oxides and their solid solutions. This crucibleless

technique, environment friendly and relatively inexpensive, where halogen lamps (or

high pressure discharge tubes) are used as an energy source, established itself as a

powerful research tool [1,4–7]. It is complementary to the conventional oxide crystal

growth methods from melt or solution as it extends the range of materials that can be

crystallized in different (reducing, neutralizing, and oxidizing) atmospheres and at

elevated pressures.

A brief history of how the molten zone techniques developed is presented in

[8] and [9].

The demand for high quality crystals of ferrites for microwave applications promoted

the introduction of halogen lamps and, later, more powerful xenon arc lamps as heat

sources. The first “optical” apparatus, sometimes called an image furnace, for growth of

ferrites was developed by groups of Akashi [4] and Shindo [5].

With a growing number of OFZ furnaces around the world, this technique has gained

popularity for fast growth of oxides that were too difficult to grow using other tech-

niques. Complex high temperature superconductors like Bi2Sr2CaCu2On [10,11] or new

refractory, high melting, magnetic materials like SrRE2O4 [12] are good examples of this.
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Crystals grown by the optical floating zone techniques are of high quality, usually not

bigger than a few mm in diameter and a few cm in length. The majority of them are

grown for research purposes. High quality crystals as large as 1 in in diameter have been

reported (as an example, b-Ga2O3 [13]), but the only oxides ever grown by this technique

specifically for industrial applications are Y3Fe5O12 [4,5,14] and TiO2 [15,16].

In this review, the advantages and disadvantages of the OFZ technique for the growth

of crystals of congruently and incongruently melting oxides and their solid solutions are

discussed. For incongruently melting materials the variety of the OFZ technique, called

the traveling solvent floating zone (TSFZ) technique, is used. In this case, compositions

of liquid and solid are different and continuously changing during crystal growth pro-

cess. Because the volume of molten material in the zone is small compared with the

obtained crystal volume, a practical steady state (“nearly steady state”) can be achieved

relatively easily. Furthermore, solid solution crystals with relatively uniform chemical

composition can also be prepared. This is beneficial for crystallization of incongruently

melting materials and for doped materials with a dopant distribution coefficient

different than one, as well as for materials in which the congruently melting composition

is a nonstoichiometric one. The later effect is observed mainly when either cation

substitution or vacancies are possible. Discussion of composition evolution in conser-

vative (like crucible) vs nonconservative (like traveling zone) techniques can be found in

crystal growth textbooks [17,18].

The floating zone technique, when supported by characterization methods such as

differential thermal analysis (DTA) and/or X-ray diffraction. is also an effective way for

the construction and investigation of phase diagrams [19].

The strongest advantages of the optical floating zone technique come from the facts

that no crucible is used and that both congruently and incongruently melting materials

can be grown in the same furnace. This allows obtaining large-sized crystals that were

not previously achievable with other crystal growth methods. A relatively high thermal

gradient on the crystallization front, characteristic for this method, decreases the danger

of constitutional supercooling (see Section 8.1.4) and enable faster growth of incon-

gruently crystallizing materials (see Section 8.1.3). It is also important to note that,

depending on the type of lamps used and their power, oxides with melting temperatures

as high as 2500 �C can be grown.

There are limitations to the growth of crystals by the OFZ method. It is not suitable for

materials with a high vapor pressure, a low surface tension, or a high viscosity. One has

to deal with heating instabilities and low heating penetration depth. It is difficult to

obtain large crystals of materials that undergo a phase transition during cooling, but

even then, small, good quality samples of new materials can be obtained.

The list of oxide materials grown by OFZ and TSFZ methods presented in Table 8.1.1

is extensive and included (at the time of publication) most of the oxide crystals grown by

these methods that have been reported. The occurrence of the most common macro-

scopic and microscopic defects, which often strongly influence crystal properties and

applications, is also briefly discussed.
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Table 8.1.1 Oxide Crystals Grown by Optical Floating Zone Technique and Traveling
Solvent Optical Floating Zone Technique

Material

Growth

References and CommentsRate, mm/h Atmosphere Rotation, rpm

Al2O3 10–1500 Air 0–200 [20,21]
BaCo2Si2O7 1 Air 20–30 [22]
BaAlxFe12�xO19 6 40–70 atm O2 10–30 [23]
BaFe12O19 6 40–70 atm O2 [14,23]
BaTiO3 1 O2/Ar 1:1 20 [24]
Ba1LxSrxTiO3

x[ 0.03
1–2
10–20

O2 30 [25]
[26]

Ba3Cr2O8 1–20 Ar 30 [27]
Bi2Sr2CaCu2On 0.2–0.35 O2 20–30 [28–33]
Bi2Sr2CaCu2On:Y 0.5 1 atm air 10 [34]
Bi2Sr2CaCu2On:Li 0.5 [35]
Bi2Sr2Ca2Cu3O10 0.05 O2/4Ar 10 [36]
Bi2Sr2CuO6 1.5 [37,38]
Bi12TiO20 0.25 O2 flow 35–45 [39]
Ca12Al14O33 0.3 [40]
CaAl2O4 4 Ar-O2, Ar, Ar-H2 21 [41]
Ca2Al2SiO7 3 25 [42,43]
a CaCr2O4 [44]
Ca2CuO3 1 1 atm O2 20–30 [45]
CaCu3Ti4O12 6 O2 30 [46]
Ca2FeMoO6 60 0.25–0.5 atm N2 [47]
Ca2Fe2O5 1–2 O2, 1–2 atm [48]
Ca0.5La0.5MnO3 1–10 Air, O2 [49–51]
Ca2MgSi2O7 2–3 Air, O2 30–45 [43]
CaTiSiO5 0.5–12 Air [52]
Ca2RuO4, Ca2�xLaxRuO4 20 9Ar:1O2 10 atm [53]
Ca2�xSrxRuO4 20 9Ar:1O2 10 atm [54]
CaYAlO4 3–5 Ar, O2, N2, air, O2/N2 15–20 [55]
Ca2DxY2-xCu5O10 0.5 O2 15 [56]
CdCu3Ti4O12 6 O2 30 [57]
Ce2Fe2O5 1 [48]
CoFe2O4 10 O2 40 atm 40 [58]
Co1�xZnxFe2O4 10 O2 50–70 atm 40 [58]
CoNb2O6 1–3 20%Ar O2 [59]
CoTiO3 5 O2 20 [22]
Co3(VO4)2 0.5–3 Air 20–30 [60,61]
(Co1�xMgx)3V2O8 2 Air 30 [62]
CoV2O4 30 Ar 25 [63]
CuO 10 3.5–5.5 MPa O2 30.7 [64]
CuGeO3 1–10 1 atm O2 30 [52,65,66]
b-CuNb2O6 1–3 Air [67]

(Continued)
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Table 8.1.1 Oxide Crystals Grown by Optical Floating Zone Technique and Traveling
Solvent Optical Floating Zone Technique—cont’d

Material

Growth

References and CommentsRate, mm/h Atmosphere Rotation, rpm

alpha-Fe2O3 0.15–0.2 8 bar 18 [68]
Fe3O4 6 CO2 20–30 [7]
FeNb2O6 1–3 20%Ar O2 0–40 [59]
FeV2O4 30 Ar 25 [63,69]
Ga2O3 5–10 Air, Ar 15–30 [13] Volatile
GeCo2O4 15–30 Air [70] Evaporation, low viscosity
GeNi2O4 40 1 MPa, O2 [70] Evaporation, low viscosity
Gd3Fe5O12 1.5 70 atm O2 [24]
Gd2Si2O7 2 N2 6 [71]
Ho3Al5O12 10 Ar 10–20 [72] Growth on seed
Ho3Ga5O12 10 Ar 10–20 [72] Growth on seed
La2CuO4 0.5–1 O2 25–30 [65,73]
La2LxSrxCuO4 1–15 O2, air 40 [74–79]
La2LxBaxCuO4 0.5–0.7 10�2 atm O2 30 [73,74,79–85]
(La1LxCax)2CaCu2O6Dd 0.35–1 10 atm O2 [86]
La14LxCaxCu24O41 1–1.5 13 atm O2 40 [87]
LaCoO3 20 O2 [88,89]
LaFeO3, YFeO3 20 O2 [90]
LaMnO3 10 Air [90]
La0.8Sr0.2MnO3 3–10 Air, Ar/O2 15–50 [50,51,91–93]
La1.5Sr1.75Mn2O7 3–7 Ar 30%O2

6–8� 105 Pa
40 [94]

La2NiO4 20 O2 30–50 [95]
La2�xSrxNiO4þd 3–5 5–7 atm Ar:O2 40 [96]
LaTiO3 50 Ar/30%H2 [90]
LaVO4:Nd 10 Air 5.4 [96]
LiNbO3 9 [97–99]
Li3VO4, b(II)-Li3VO4 0.5–1 Ar, O2, air [100,101]
LuFe2O4 1 Air, CO2/CO¼ 5/2 2 bar [102,103]
LuGaCoO4 1–20 Ar, O2, air 30 [22]
LuFeCoO4 CO2/CO [102]
MgAl2O4 7 Air 10–30 [22]
MgFe2O4 5 50 atm O2 [24]
Mg2SiO4:Cr Ar/O2 300 cc/min [104]
MgTi2O4 1–5 O2 30 [105]
Mg3(VO4)2 0.5 O2/N2, O2 16–18 [106]
MgV2O4 2 H2/Ar2 50 [107]
MnNb2O6 1–3 20%Ar O2 0–40 [59]
MnV2O4 30 Ar 25 [63]
NaxCoO2 2 O2 [108–110]
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Table 8.1.1 Oxide Crystals Grown by Optical Floating Zone Technique and Traveling
Solvent Optical Floating Zone Technique—cont’d

Material

Growth

References and CommentsRate, mm/h Atmosphere Rotation, rpm

Nd2CuO4,
Nd1.85Ce0.15Cu4Ld

0.5–0.7 O2 flow, O2/Ar, 8 atm O2 30 [78,111]

Nd9.33(SiO4)O2 2–5 N2 1 L/min 50–80 [112,113]
Nd0.7Sr0.3MnO3 2.5–10 Air/O2 [51]
Nd1þxSr2�xMn2O7 2–8 Air 25–30 [114]
NdTiO3, Nd1�xTiO3 25 95Ar 5H2 15 [115]
NiAl2O4 2.5–10 1–3 atm O2 5–40 [116]
NiFe2O4 10 O2 30 atm 40 [58]
Ni1�xZnxFe2O4 10 O2 50–70 atm 40 [58]
NiNb2O6 1–3 20%Ar O2 0–40 [59]
Ni3(VO4)2 0.5–3 Air 20–30 [61]
Pr1þxSr2�xMn2O7 2–8 Air 25–30 [114]
Pr2CaMn2O7 2,5–8 90%Ar10% O2 5 bar 16 [117]
Pb2V3O9 0.5 Ar, 5 L/min 5 [118]
RE3Ga5O12 10 Air [24]
REBaNiO5 1 O2 [119]
REBa2Cu3O7Ly

(RE[Y,La,Pr,Nd,Sm)
0.4–1 10�2 atm O2 25 [120]

REFeO3 3–10 70 atm O2 [24]
REMnO3 6 Ar 6–8 atmþ 1–5% O2 40 [90,93,121]
RE2Ti2O7 5–20 Ar, O2 10–20 [96,122–126]
REVO4:Er, Ho, Tm 5–20 Ar/7%H2, O2 20–30 [90,96,127–129]
SrAl2O4 4 Ar-O2, Ar, Ar-H2 21 [41]
Sr2CuO2Cl2 5 Ar, Ar/O2 30 [130]
Sr3Cr2O8 4 or 20 Ar [131]
SrCuO2 0.5–2 1 atm O2 [65,132,133]
Sr2CuO3 1 1 atm O2 [65,132]
SrCu2(BO3)2
SrCu2(BO3)2:Mg, La, Na

0.2–0.5 O2 10–20 [134–137] Low surface tension

Sr14Cu24O41 1 500 kPa [22,52,65,132,137,138]
Sr14LxCaxCu24O41 0–8.2 13 atm [139]
SrFe12O19 6 50 atm O2 [24]
Nd9.33(SiO4)6O2

Sr2Nd8(SiO4)6O2

2–5 N2 1 L/min 50–80 [112] Core

Sr3Fe2O7Lx 1–5 0.2–3 bar O2 10–15 [140]
SrRE2O4 1–10 Ar 2 L/min 20–30 [12,141]
Sr2RhO4 10 10 bar O2 10–30 [142]
Sr2RuO4, Sr2RuO4:Ti 25–45 2Ar:1O2 [143–145] Volatile
Sr3Ru2O7 15–20 1Ar:9O2 [145,146] Volatile
SrTiO3, SrTiO3:La 15 15 atm 20–30 [24,147,148]

(Continued)
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8.1.2 Optical Floating Zone Technique
8.1.2.1 Experimental Setup

Several types of optical floating zone furnaces are commercially available, in two-

and four-ellipsoidal mirror configurations. These furnaces use either incandescent

tungsten halogen bulbs or xenon arc lamps as an energy source, which is an efficient

way of heating, thanks to the fact that most of oxides easily absorb infrared energy.

Furthermore, infrared laser diodes heating is an emerging technology applied in the new

OFZ systems, with different optical design [165]. More information about commercially

available furnaces can be found in references [6,7,9,14,161] as well as on various man-

ufacturers’ Web sites [162–165].

All modern image furnaces are equipped with video cameras, allowing for the in situ

observation of crystal growth process. There are also options that allow for remote

control of the furnace via the Internet. This is helpful for adjusting growth conditions

during lengthy experiments.

Table 8.1.1 Oxide Crystals Grown by Optical Floating Zone Technique and Traveling
Solvent Optical Floating Zone Technique—cont’d

Material

Growth

References and CommentsRate, mm/h Atmosphere Rotation, rpm

SrZrO3 5–65 Air 3–25 [149] Evaporation
TbMnO3 CO/CO2, 1:5 [150]
Tb0.9Dy0.1BaCo2O5þd 0.2–2 Ar 2% O2 15 [151]
TiO2 5 Air, O2 30 [16,24,152] ZrO2 added
Y3Al5O12 5 Air [24,26,153]
Yb3Al5O12 10 Ar 10–20
YCrO3 20 Ar [90]
Y3Fe5O12 1.5–3 15–30 atm O2 10–30 [7,24,154–156]
Y3Fe5LxAlxO12 6 O2 [5,7,153]
Y3Fe5LxGaxO12 1.5–3 20–30 atm O2 [5,24] Dop. AlGa
YFe2O4 <2 CO2/H2¼ 0.8

CO2/CO¼ 0.4
30 [157]

Y2Mo2O7 30 Ar 25 [158]
YTiO3 50 Ar/30%H2 [90]
YVO4:Er, Ho, Tm 5–20 Ar/7%H2, O2 20–30 [90,127,128]
YbCoGaO4 1.7 Air 15–30 [159]
Yb3Ga5O12 10 Arþ 4%O2 10–20 [72]
YbFeMgO4 Air [102]
ZnO 0.5–1 Air 20 [160]

RE¼ rare earth, Bold¼ TSFZ (Traveling Solvent Optical Floating Zone).
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The schematic drawing of the optical floating zone is presented in Figure 8.1.1. In a

typical crystal growth process, two ceramic rods are mounted in such a way that their

tips meet at the common focal point of the ellipsoidal mirrors. Rods are inside a fused

silica tube, which allows control of the growth atmosphere. Either halogen or xenon

lamps sit in the other focal point of each mirror. Any crystal growth process performed

by the OFZ starts by melting the tips of these rods, bringing them together and estab-

lishing a liquid bridge commonly called the “floating zone” between the bottom (seed)

rod and the top (feed) rod. After the zone is created, it travels upward, either by moving

the seed-and-feed setup downward or by moving the mirrors upward. During this

translation, the melt cools down and the material crystallizes on top of the seed rod.

Many grains form at the beginning of the process. Eventually, the grain with higher radial

component of growth velocity continues to grow.

The stability of the growth process depends on the quality of the material and on the

shape of the starting rod as well as on the alignment of both seed and feed rods. The seed

rod is rigidly fixed to the lower shaft. The feed rod may be moved up and down inde-

pendently, and it can either be attached rigidly to the top holder or it can hang loosely

from a hook. Rigid mounting of the top rod requires high quality ceramics, manufac-

tured straight and with a high density. It also requires a very precise alignment. It is

advisable to start the growth on a crystalline and oriented seed as this facilitates the

beginning of crystallization and can control the crystal orientation. Growing on a crys-

talline seed also prevents the absorption of liquid from the molten zone into a porous

FR

SR

TS

M

H

QT

CR

Lq

X

FIGURE 8.1.1 The schematic drawing of the
optical floating zone. M, elliptical mirror; H,
halogen tungsten lamp; TS, x-y-z micrometer
translation stage for filament adjustment;
QT, vitreous silica tube (quartz glass); FR,
upper translation/rotation rod; CR, ceramic
“feed rod”; Lq, liquid bridge “floating zone”;
X, “seed rod” and crystal; SR, lower
translation/rotation rod.
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seed rod. In practice, the appropriately oriented seed is rarely available. Crystals of new

materials are grown, as a rule, on ceramic seeds obtained by a time-consuming grain

segregation process (Figure 8.1.2).

8.1.2.2 Ceramic Rod Preparation

Preparation of feed rods for OFZ crystal growth requires grinders, mortars, a press for

ceramic rod preparation, as well as furnaces with controlled atmosphere and long

isothermal plateau for uniform rod sintering.

The first step of rod preparation is a typical ceramic synthesis. A batch of oxide

constituents is weighed accordingly to the stoichiometry of the reaction. To assure

proper composition, preannealing of starting reagents is recommended. This step is

especially important for oxides that are known to be hygroscopic or can form hydrates or

carbonates. It is critical to choose an appropriate annealing temperature and time,

especially if decomposition change of oxidation state in the starting material can be

expected. Multiple syntheses with a regrinding of the oxide mixture is a more effective

way of producing uniform ceramics than simply a long thermal annealing. Mechanical

ball milling is a convenient and reproducible way of homogenizing and decreasing grain

size of the powders. The quality of the preprepared ceramics should be assessed by X-ray

powder diffraction in case a single phase starting material is required. The annealed

material is then reground and shaped as a rod, typically 8–10 mm in diameter and

100–150 mm long by either cold or hot pressing in dies of special design. The applied

pressure has to be experimentally selected to avoid “overpressing” of material (tablet or

rod breakup into shell-like flakes) and to avoid damage to the die. A very convenient and

“clean” technique to perform cold pressing is the isostatic method (“hydrostatic press-

ing”), described below. The powder is loaded and compacted uniformly into a cylindrical

rubber balloon, 5–8 mm in diameter and 150–200 mm long. After evacuating air and

FIGURE 8.1.2 Schematic of stages of nucleation on ceramic rods and grains expansion. Individual grains can
exhibit facets (F) on the crystal lateral side. After last secondary grain termination (GT), single crystal continues to
grow.
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sealing the balloon, it is placed in a hydrostatic chamber filled with hydraulic media and

pressurized with pressure in the range of 800–2500 bar. A tiny amount of glycerol,

polyvinyl alcohol, or similar additive mixed well with powder can be used to reduce

internal friction during pressing, allowing the production of denser, less porous ceramic

rods. The pressed, fragile rod is carefully separated from the balloon and sintered at a

temperature and atmosphere specific to each compound.

The ratio of (measured) rod density to the crystallographic density depends on the

material properties and on the quality of preparation, varying from under 60% to above

90%. If the rod density is low, it is suggested to proceed with premelt (a very fast growth

process conducted in the same furnace) before performing the final crystal growth. This

procedure was found to be especially important for slower grown, incongruently melting

compounds like SrCu2(BO3)2 [134,135] or Bi2Sr2CaCu2O8þd [28]. Attention must be paid

to evaporation losses during synthesis. Inhomogeneous evaporation can be eventually

compensated for in the sintering step by adding an appropriate amount of the evapo-

rating compound, above the expected stoichiometry, which will be discussed later

(Section 8.1.2.7).

8.1.2.3 Growth Conditions

The stability of the growth process and the quality of the obtained crystal depend

strongly on the stability of the molten floating zone. Following are the general pre-

requisites to stable growth:

1. stability of power (modern equipment is capable of stabilizing the power supplied

to the halogen lamp with relative accuracy 10–4 or better);

2. stability of feed and seed rod shafts translations (the rate of shafts translation is

electronically controlled with similar accuracy);

3. stability of the gas flow and gas pressure (is important for constant temperature

distribution within the growth chamber as even small fluctuations can cause signif-

icant process disruption and have to be avoided);

4. high homogeneity of a well-shaped, uniformly dense ceramic rod; such a rod is

acting as the source of crystallizing material, and important aspects of its synthesis

were mentioned in Section 8.1.2.2.

Variations in shape and/or density of the feed rod rapidly change the volume of

molten zone, potentially even causing its collapse. Nonuniformity of feed rod ceramics

seriously impacts the zone, introducing gas bubbles and interrupting the crystal growth

process [15,20,21].

During the crystal growth process, the translation rate (pulling rate) of lower rod with

regard to the lamps is often referred to as a growth speed (rate), although this definition

is not actually precise. The distance between rods is controlled by adjusting translation

rate of the feed rod. This directly controls the size and volume of the molten zone,

adjusting crystallization and dissolution rates and avoiding instabilities, which can be
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catastrophic to the crystal growth process. The power settings of the lamps is being

monitored at the same time, to ensure long-term zone stability. Rotation rates of rods are

usually kept stable (see Section 8.1.2.6).

Congruently melting crystals can be grown faster, with rates typically from 1 to

20 mm/h (e.g., RE2Ti2O7 – Figure 8.1.3). In the case of doped or incongruently melting

crystals, where transport and, as a result, growth rate are limited by phenomena in the

diffusion layer, stable growth and sustainability of the zone can only be achieved at

much lower growth rate, typically between 0.1 and 2 mm/h. Classical problems of

diffusion layer, constitutional supercooling, and crystallization front stability are dis-

cussed in most of textbooks in the field of crystal growth; see for example [1,2]. Materials

that evaporate have to be grown very quickly, sometimes in the range of 20–50 mm/h.

This usually has a negative effect on the quality of the crystal (e.g., Sr2RhO4 [142]).

The small volume of liquid in the zone makes the stability of this crystal growth

method susceptible to even small fluctuations of power or short time oscillations of the

gas pressure. Together with a very high thermal gradient at the liquid/solid interface this

causes difficulties in achieving and maintaining a flat crystallization front and a stable

growth rate. These issues result in many defects and growth instabilities [9,97,166].

8.1.2.4 Temperature Distribution in the Zone

Growth rate, controlled by the supercooling on the crystallization front, should be

coordinated with pulling rate. Figure 8.1.4 presents some typical problems encountered

FIGURE 8.1.3 Rare earth titanates with pyrochlore structure. These materials melt congruently and pulling rate
was 2–9 mm/h. Pictures courtesy of Marjerrison CA, Morningstar A, Munsie TJS, Ross K, Couchman M.
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during the growth and suggests how to deal with them. These are suggestions only, as

each material is unique, even within the same family of compounds. Too slow growth

(lower supercooling, caused by overheating), increases the length of liquid bridge

(Figure 8.1.4(b)), which can lead to its collapse. Too fast growth (high supercooling,

usually when zone is not hot enough) will lead to instabilities of crystallization front,

decreasing crystal quality. Even further, such conditions can close the space between

rods (Figure 8.1.4(d)). Temperature distribution in the vicinity of crystallization front is a

key parameter that cannot be measure directly. Adjusting the output power of the lamps

directly controls the zone maximum temperature and temperature gradients but the

results of the adjustments are observed with a delay and, preemptive efforts of operator

are in essence rather intuitive.

Heat transport in this growth system is very complex, and advance modeling is

required to treat it quantitatively. Energy is delivered to the molten zone in the form of

FIGURE 8.1.4 Shapes of the liquid zone for Dy2Ti2O7: (a) Good conditions; (b) Zone overheated; growth too slow
or not enough feeding; (c) Too much feeding, temperature not high enough; (d) Zone not hot enough, growth
too fast.
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light with maximum intensity depending on the temperature of the tungsten filament in

the halogen lamp, in the 1–2 mm wavelength range, and it is emitted out from liquid and

crystal in a longer wavelengths. Additionally, heat is dissipated by surrounding gas and by

conduction of solids. The temperature distribution in the liquid bridge and the growing

crystal depends on the thermal conductivity and spectral properties of both molten

material and crystal, but also—to a smaller extent—of ceramic feed rod. Dramatic

changes in the temperature distribution after doping Y3Al5O12 with Nd (that has a strong

absorption band in the near infrared (NIR) region), have been well documented for the

Czochralski growth method [2], and similar effects are observed in the OFZ experiments.

There has been an intensive effort in modeling the silicon growth process [167], but

only a few attempts were made to assess the interface shape, heat, and fluid flow inside

the oxide molten zone [98,99].

The recent, and probably the most advanced 3-D modeling reported by Lan [168]

presents the temperature distribution and the pattern of convection cells in the molten

zone (rotation is not considered). Using as an example congruently melting Y3Al5O12,

grown in a typical double elliptical mirror system, and applying melt parameters

experimentally measured by Fratello and Brandle [169], Lan concluded that the over-

heating, a condition where the temperature is above the melting point of the material, is

higher than 600�, with azimuthal differences of more than 400� in the plane of lamps. A

thermal gradient near the liquid/crystal interface is also very high, in the range of

1500 degrees per centimeter.

Very high thermal gradients cause fast convection flows, even with the small volume

of the liquid zone (typically w0.4 cm3). The results of Lan’s modeling suggest that the

liquid velocity in the zone is in the range of few cm/s. In order to do more targeted

modeling, the experimental values of material properties such as the surface tension,

wetting angle, melt viscosity, and material density, as well as emissivity factor and

thermal conductivity of the melt and of the crystal are required. To obtain a complete

picture of the system changes of these properties with temperature should be under-

stood as well. As these variables are not yet measured for the majority of oxides, pri-

marily due to experimental challenges inherent with the necessarily high temperatures

involved, it is not yet feasible to directly compare modeling and experimental results.

Other modeling attempts investigate detailed lamp irradiation [98] and analysis of

thermal flows [99]. As expected, the external heating, either optical, including laser, or

radio frequency (RF), causes significant overheating of the liquid zone surface. The

length of the zone depends on the power used [170]. High temperature gradients within

the zone lead to strong buoyancy as well as to noticeable Marangoni convection

(Figure 8.1.5).

8.1.2.5 Rotation

During growth, the rods rotate either in the same or in the opposite directions with

experimentally established rates. Rotation of the molten zone not only averages the
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temperature and therefore decreases the thermal gradient but also influences convection

patterns in the liquid, allowing for control of the shape of the crystallization front.

Convection patterns in the molten zone for rotating or counter-rotating rods are very

complicated. To explain them, the existence of upper and lower convection cells has

been suggested. A schematic explanation of convection flows in the molten zone and

their influence by rotation is shown in Figure 8.1.5. Because the flows on the convection

cells’ interface should be collinear, one can expect a limited liquid exchange and, for

incongruently melting materials, upper and lower cells having distinctively different

chemical compositions.

The rate of rotation of a seed rod is important as it is responsible for the pattern of

forced convection flows within the zone. As a result, rotation is responsible for mixing of

material, the shape of crystallization front (the solid–liquid interface), and for the

thickness of the diffusion layer on the crystallization front. The thickness of the diffusion

layer limits transport on the crystallization interface and, from a practical point of view,

the critical growth rate. Exceeding the critical rate can cause various defects. The rota-

tion speed is optimized experimentally for each material and varies from 0 to 50 rpm.

Figure 8.1.6 shows crystals of a solid solution of Er1.95Y0.05Ti2O7 [122], grown with

different rotation conditions. In this case, the quality of the grown crystal was the best

when there was no rotation of the feed rod.

FIGURE 8.1.5 Influence of rotation on Marangoni, buoyancy, and centrifugal convections. (1) Upper cell: buoyancy
and Marangoni convections combined, acting in the same direction, stronger. (2) Lower combine buoyancy and
Marangoni cell, acting in opposite direction, weaker. (3) Upper and (4) Lower centrifugal convection. (a) Low or
no rotation. (b) Counter-rotation low, centrifugal convection low, buoyancy and Marangoni decreased (c)
Counter-rotation medium. Centrifugal mixing of liquid decreases thermal gradient in liquid. Buoyancy and
Marangoni convection decrease further; crystallization and dissolution fronts can be flatter (not shown on the
picture) (d) Counter-rotation high. Centrifugal mixing decreases thermal gradient in liquid. Buoyancy and
Marangoni convections marginal. Crystallization and dissolution fronts can be flat or concave (not shown on the
picture). Visualization only, based on [29,168].
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8.1.2.6 Overpressure and Growth Atmosphere

In the OFZ setup, crystals of oxides can be grown in either inert, oxidizing, or reducing

atmospheres, depending on the purpose of the experiment. The high flexibility in con-

trolling partial pressure of oxygen PO2 allows for stabilization of required oxidation state

of cations in the grown crystal. In Figure 8.1.7, the results of growths that started from the

same rods, V2O5:Lu2O3¼ 1:1 mol, but were performed in different growth atmospheres

are shown. It was relatively easy to obtain different kinds of crystals, stabilizing different

FIGURE 8.1.6 Influence of rotation on
quality of transparent crystals of solid
solution Er1.95Y0.05Ti2O7 (a) no seed
rotation, quality poor (b) no feed rotation,
the best quality (c) counter rotation, quality
fine. Pictures courtesy of Murray P.

FIGURE 8.1.7 Lutetium vanadates
grown at different oxidizing
conditions: (a) LuVO3 [Vþ3] 5%H2/Ar
1 atm abs (b) Lu2V2O7 [Vþ4] Ar, 5N5
1 atm abs (c) LuVO4 [Vþ5] O2 1 atm
abs. Pictures courtesy Marjerrison C.
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oxidation states of vanadium ions: LuVO4 [Vþ5] in oxygen, Lu2V2O7 [Vþ4] in slightly

reducing, and LuVO3 [Vþ3] in reducing atmosphere. Similar study on NaxCoO2 shows

influence of PO2 on Co3O4 precipitation and on total pressure on evaporation [108].

The OFZ method offers the potential for application of highly oxidizing conditions at

elevated temperatures, which is a condition very difficult or impossible to achieve using

other crystal growth techniques.

One has to be aware of the fact that changing the oxygen pressure influences the

delicate oxygen balance in the grown crystal. This is very visible in high temperature

superconductors such as Bi2Sr2CaCu2O8þd (BSCCO) [11,171], frustrated rare earth

pyrochlores, such as RE2Ti2O7 [123,124], or multiferroics, such as REMnO3 [121,172].

Furnaces capable of working at PO2¼ 70 bars or higher enabled growth of technically

important ferrites and multiferroics [14,23,58]. Also, as oxides of metals have different

vapor pressures for different oxidation states, the proper choice of PO2 helps control the

evaporation and can help to stabilize the required oxidation state of the components as

shown in the case of the material decomposing at high temperatures, such as La2CuO4

[65] or Sr2RuO4 [143].

If the desired material contains a volatile component, then applying an elevated

pressure of inert gas can slow down diffusion of vapors (e.g., CuO) from the liquid zone

as the diffusion coefficient is inversely proportional to the gas pressure. Additionally,

using a gas with higher molecular mass, such as argon, can also decrease the diffusion

coefficient (e.g., [173]):

D1;2f
1

P
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M1

þ 1

M2

r
(8.1.1)

where D1,2 is the interdiffusion coefficient of the volatile compound within vapor (1) and

surrounding (inert) gas (2),M1 andM2 the molecular mass of vapor and gas, respectively,

and P the total pressure.

With increasing gas pressure, the temperature of the sample decreases, due to a larger

heat exchange with the atmosphere, and a higher lamp power is needed to conserve the

molten zone. It is sometimes incorrectly interpreted that this is because of an “increase”

of the melting point of material due to higher external pressure. Faster heat exchange at

higher gas pressure creates also a larger temperature gradient in the crystal—this can

cause more cracks in many materials.

The presence of bubbles is one of the major causes of unexpected and unwanted

growth terminations. They appear in the zone usually at higher applied pressure and can

be caused either by gas trapped in the voids in ceramic feed rods or by partial decom-

position of oxides in the highest temperature region of liquid.

Solubility of oxygen in molten oxides creates liquid that contains significantly more

oxygen than expected for the highest oxidation state of the ions involved. In general, little

is known about the composition of most of molten oxides, but this effect is documented

in the case of Fe–O system where excess of oxygen is very significant at elevated PO2

[174]. As the excessive oxygen cannot be accommodated in the crystal structure, it may
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create either a bubble on the melt–crystal interface or it will gather in the upper part of

ceramic rod.

If the techniques described above are not adequate to prevent excessive decompo-

sition or evaporation from the melt, then the experimentally established additional

amount of evaporating constituent has to be added to the starting rod. Adding about

1–3% of CuO to a La2�xMexCuO4 rod, where Me¼ Ba or Sr [138,175], or about 15% of

RuO2 to Sr2RuO4 [144], proved to be a useful approach.

8.1.2.7 Crystal Growth Termination and Cooling

As most of the heat is supplied to the crystal via the liquid zone, growth termination

generates a difficult to avoid “thermal shock” to the crystal. To lower this shock, the tip of

an as-grown crystal should be left in the hot zone during the cooling process. The rate of

lamp cooling should be related to the pulling rate (often referred to as a growth rate), as

switching off the lamps rapidly will likely result in cracks in crystals.

To estimate cooling rate, a simple formula can be used:

CR ¼ Pmelt $ViT $ vg
Mp

(8.1.2)

with CR (%/h) – maximum cooling rate (halogen dimming rate), Pmelt (%) – lamp power

at the melting point, ViT (
�K/mm) – temperature gradient in the upper part of crystal,

50 �K/mm – a crude approx., vg (mm/h) – pulling rate, Mp (�C) – melting point.

Note, Eqn (8.1.2) is valid for lamp power controllers calibrated in % of maximum

power. For instance, if a material with Mp¼ 1500 �C is melted at Pmelt¼ 75% of

maximum power and the crystal was pulled with a rate vg¼ 2 mm/h, a cooling rate 5%/h

should be taking place over a time period of minimum 15 h.

Furthermore, postannealing of a grown crystal can reduce internal stress and often

will lower defect density. The choice of atmosphere (PO2) and a choice of chemically

inert substrate used for supporting the crystal in this process are both important if the

crystal quality is to be improved [1,2].

8.1.3 Conditions for Stable Growth of Congruently
and Incongruently Melting Oxides

One of the important preconditions for successful growth is the knowledge of the related

phase diagram [176]. If it is not available (as in the case of new crystals), a differential

thermal analysis (DTA) should be routinely performed on all the considered materials to

establish their melting properties. For many new materials it is not possible, as DTA

apparatus rated above 1500 �C is not commonly available and analysis at elevated

temperatures is often limited by a lack of an appropriate crucible material. In such a

case, the melting properties are necessarily determined during a preliminary growth
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experiment. Depending on the assessed properties, either direct crystallization or the

TSFZ approach can then be attempted.

For congruently melting oxides, the material composition of the ceramic rod, the

grown crystal, and the liquid melt is the same. The crystal growth process in this case is

relatively fast, and the growth rates vary from 1 to as high as 50 mm/h, where the higher

speeds are more likely to be used in the case of evaporating materials [143]. The rotation

rates should be high enough to assure flat or slightly convex crystallization front and

dissolution front in the feed. Too low rotation rate makes these fronts too convex—in

extreme case rods can touch one another. Too high rotation rate can cause concave,

unstable interface. Additionally, rotation rate controls thickness of diffusion layer (see

Section 8.1.2.5).

When an incongruently melting material is being grown (see Table 8.1.1), one has to

use a solvent, also known as a flux, to make crystallization possible [176]. The compo-

sition of the flux can be suggested on the basis of information from the appropriate

phase diagram [177]. The flux pellet is synthesized and mounted between the feed and

the seed rods. As the temperature increases, the flux pellet melts and the rods are joined

via a liquid bridge. At this point, the temperature has to be carefully adjusted again to

allow for homogenization. Once this is done, the growth can proceed. Dissolving the feed

rod in the liquid of the zone steadily restores the amount of material solidifying from the

zone on the seed rod. This type of growth should be slow, owing to the slow mass

transport through the diffusion layer at the solid–liquid interface. This mode of operation

is called traveling solvent floating zone.

The volume of the flux pellet is low, so, even if its components have a low vapor

pressure, the evaporation and dispersion of flux between the grains of the initially

multigrain crystallizing material usually make the flux bridge short lived.

The “self-flux” approach proved often to be more reliable. In this case the zone is

created by melting the ceramic rod, with a composition identical to the composition of

required crystal, or sometimes a composition corrected for evaporation as described in

Section 8.1.2.7 Careful adjustment of the temperature and the pulling rate is required

until the evolution of the composition of liquid zone stabilizes the growth of required

material. In the case of a very common peritectic transition, the crystal growth starts

with the precipitation of the high temperature primary phase (A) on the seed rod

(Figure 8.1.8). The zone composition then changes toward and beyond the peritectic

liquid composition, until a nearly steady state is established and crystallization of the

required phase begins. If the zone is quenched at this point, it is possible to analyze the

composition of the self-flux [9,86,105].

If the composition of self-flux is established, pellet of such composition can be used

to speed-up the process of achieving nearly steady state and creating a molten zone. This

is important for complex oxides that require the growth rate as slow as 0.1–0.2 mm/h like

Bi2Sr2Ca2Cu3O10 [36] or SrCu2(BO3)2 [135].
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8.1.4 Constitutional Supercooling and Crystallization
Front Stability

In most materials the congruently melting composition is usually not a stoichiometric

one. In such a case, the evolution of the zone composition helps to produce crystals with

desired close-to-stoichiometric composition. Similarly, using OFZ method doped

crystals with more uniform distribution can be obtained even if dopant distribution

coefficients 1. In the case of a peritectic type of melting of binary (or more complex)

oxides incongruently crystallizing crystal can be produced. In all these cases, the

composition of liquid and solid crystallizing from this liquid (being in equilibrium) have

to be different. Convection in conjunction with mechanical mixing stirs the majority of

the volume of the liquid phase; this volume has a relatively uniform composition. The

layer of liquid in the vicinity of the crystallization front is nearly stagnant. This layer is

depleted of the species that are incorporated into the crystal and enriched in the species

rejected from the solid state. In contrast to the volume of the well-stirred convection cell,

the mass transport in this stagnant layer is mostly driven by diffusion, hence it is referred

to as a “diffusion layer,” and a significant gradient of chemical species concentration is

observed. For distribution coefficients ks 1 (k>> 1 or k<< 1) this effect is more

pronounced, especially if a peritectic-type transition takes place. As a result of this

concentration gradient, the solidus temperature decreases toward the solid–liquid

interface. For a lower thermal gradient in the diffusion layer, a part of this layer can be

FIGURE 8.1.8 Evolution of growth process for incongruently melting compound G (a) Phase diagram (generic
diagram, no solid solubility assumed) “A” and “B” are forming compound “G,” Tm – melting points TP, TE –

temperatures of peritectic and eutectic transformation, P – composition of liquid at peritectic point E – eutectic
composition. (b) Evolution of composition – phases present during advanced crystal growth. (1) G(s) supporting
ceramic rod “seed-rod” (2) A(S) compound A crystallizing from molten zone with composition richer in A than
peritectic composition P depleting FZ (liquid) of compound A. (3) G(S) steady crystallization of compound G (4) FZ
(lq) Floating zone – subperitectic liquid richer in B than peritectic composition P (5) G(s) polycrystalline “feed rod.”
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supercooled more than the liquid adjoining to the solid/liquid interface. This effect is

referred to as constitutional supercooling [2,177] and for the case of OFZ it is discussed

in [9].

As the growth rate of the crystal is proportional to the degree of supercooling, any

positive fluctuation in the growth rate will lead to a further increase in the degree of

supercooling and force rapid crystallization deeper into the supercooled liquid. The

regions of the neighboring liquid will become even more depleted of crystal constitu-

ency, and locally the solidus temperature will be considerably lower. This effect (negated

to some extent by release of latent heat of crystallization) causes a crystallization front

instability. Numerous defects are caused by these instabilities. In more severe cases,

solute-rich channels, known as flux tubes, form with the general direction parallel to the

crystallization direction, which is not necessarily the pulling direction. Note that both

convex and concave crystallization fronts have been observed in OFZ experiments

[9,116].

To avoid constitutional supercooling, the growth rate of the crystal should be

decreased leading to a reduced concentration gradient due to back diffusion of the

enriched element into the melt. Higher thermal gradients on the solid/liquid interface

and a faster seed rod rotation can also be suggested as remedies. Unfortunately, these

actions result in an even larger temperature gradient in the already grown crystal, which

can result in cracking during growth (Figure 8.1.9) [86]. Significant thermal and

mechanical stresses limit the size and quality of crystals that can be obtained by the OFZ

method. These problems are reduced if an afterheater is applied [14,25,58,100,116,147].

8.1.5 Selected Examples of Crystal Characterization
Defects occurring in the OFZ grown oxides are caused by high temperature gradient or

by presence of flux [9]. An excellent discussion of defects found in oxide crystals grown

from high and low temperature solutions is given by Rudolph [178,179] and Klapper

[180]. Following are some examples of defects present in OFZ crystals.

FIGURE 8.1.9 Yb3Ga5O12 – insert shows top of the crystal with cracks caused by too high thermal gradient caused
by high cooling rate. Picture courtesy D’Ortensio RM.
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Impurities often distribute homogeneously through the crystal—typically substituting

atoms on particular crystallographic position. If the specific atoms are introduced on

purpose, they are called dopants. The influence of convection on dopants segregation is

discussed theoretically in [97,181]. Both dopants and impurities can strongly influence

material properties [136]. Impurities, combining together, form inclusions of a foreign

phase (Figure 8.1.10). This effect can be limited if high purity starting materials (4N and

better) are used.

Inclusions in the form of precipitates and flux tubes are found in many relatively good

OFZ crystals (e.g., in YVO4 [127,128] or in (LaxSr2�x)CuO4 [74]). They are created by in-

stabilities in the crystallization front, leading to a noticeable amount of particles

nucleating in the molten zone. Sometimes slower growth or changing of growth atmo-

sphere is all that is needed to eliminate these precipitations (e.g., Al2O3 in NiAl2O4 [116]

or carbonates and BiOx phase in BSCCO [29]). In other cases, a slight change in

composition of the starting rod helps correct for evaporation of the volatile component

from the molten zone (e.g., Mg2TiO4 grown from ceramic rod with Mg:Ti as 2:1.01 [105]).

Crystal quality can be further improved with the rotation adjusted to maintain flat

crystallization front. Dense feed rods and slower growths in the case of TiO2 have been

suggested [15,166] for reducing the number of dislocation promoting inclusions.

Vacancies of both cations and anions are observed in many oxide crystals. They

influence physical properties (like transport or magnetic) of the grown crystal, but their

presence is difficult to evaluate.

Characteristic for OFZ crystals, cracks (see Figures 8.1.3 and 8.1.9) are caused by

mechanical stress during cooling in the time of the growth (e.g., (La1�xCax)2CaCu2O6þd)

[86]. They can be limited either with the use of an afterheater (see Section 8.1.4) or with

defocusing the lamps [26]. Slower growth (although not always feasible) and very slow

cooling of a grown rod sometimes limit cracking of the crystal, and so does optimizing

the growth atmosphere. Some severe cracks are the result of phase transitions during

cooling (e.g., CaTiSiO5) [9,52].

FIGURE 8.1.10 Impurity precipitations in SrDy2O4.
Each precipitation path was triggered by nearly
catastrophic instability of molten zone and
caused by rapid and significant variations in the
growth rate. As the crystal was transparent, it
was possible to observe the consequences of the
manual, stressful attempts to restore stability.
Purity of starting materials was lower than 3N,
melting point >2000 �C. Picture courtesy of
Medina T.
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Gas bubbles are trapped inside of the crystals grown by the OFZ method as the

shape of solid–liquid interface causes the bubbles to expand in the core region of the

crystals (extreme case was reported for CoTiO3) [9]. This often catastrophic effect (see

Section 8.1.2.6) is caused by either solubility of O2 in the liquid phase or by partial

decomposition of oxides in the zone. In the last case it can be—to some extent—

controlled by adjusting partial oxygen pressure (PO2) as described for Al2O3 [20,21] and

Li3VO4 [101].

Eutectic solidification is sometimes observed for preliminary experiments of incon-

gruently melting materials grown with high growth rates (e.g., Sr2RuO4, Sr3Ru2O7) [182].

Lowering growth speed is not possible in the case of highly volatile RuO2, which limits

the chance of obtaining single crystalline phase [145].

Striations are caused by fluctuations of temperature of the liquid near the crystalli-

zation front, originating from convection flows. Temperature fluctuations cause fluc-

tuations of growth rate, which result in changes of chemical composition (as an effective

segregation coefficient depends on the growth rate). Striations may be used as indicators

of the shape of the solid–liquid interface [7,128].

In the case of transparent materials, observation of as-grown crystal using various

microscopic techniques (transmission, polarized light, phase contrast, confocal mi-

croscopy, light scattering, and similar techniques) can deliver meaningful information

about the quality of crystal grown. Surface features observed on nontransparent

crystals can also deliver information about crystal quality. A distinctive facet on as-

grown crystal (often indication of single grain) is very informative as the quality of a

facet is a sign of overall crystal quality. Facets are the result of growth rate anisotropy

and formally are considered to be a defect in the sense of “ideal” crystal. Multiple and

incoherent facets are often observed on a lateral surface as a result of grain evolution,

and they are more visible at the beginning of nonseeded crystallization—before a

boule becomes a single crystal. For materials with high growth rate anisotropy

(especially for crystals with layered crystallographic structures like CuGeO3 [65,183] or

Bi2Sr2CaCu2On), instability of the crystallization front results in growth of boule that

separates into thin crystalline plates [28] typically visible on lateral or cross-section

surfaces. The majority of the crystals grown by OFZ technique do not show distinc-

tive facets. Usually crystals are round or growth rate anisotropy is manifested as an

oblong cross-section. Facets on the crystallization front (not visible directly on the

grown crystal) can be a source of defects, for example, of core effect. If the striations

are observed in the crystal (typically in the cross-section parallel to the growth axis)

they are indicating the shape of crystallization front (see also Section 8.1.6). Detailed

optical analysis of (especially opaque) crystal requires the boule to be cut and

polished.

Accurate values of crystallographic lattice parameters can then be determined by

X-ray powder diffraction on pulverized sample [184]. In the case of solid solutions or

nonstoichiometric compounds, this method provides vital information about compo-

sition, oxidation state, and other chemical properties of the material.
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For high quality crystals, information about mosaic spread, grains, and twinning in a

more quantitative manner can be obtained by pole-figures analysis, rocking curve

measurements, or X-ray topography [1,180].

The Laue method utilizing systems with area detectors and specialized software

[185,186] is an excellent approach to orient crystal before cutting.

Model experimental work on defect characterization using STEM, EELS, and TEM

techniques on cleaved Bi2Sr2CaCu2O8þd crystals grown very slowly (0.21 mm/h) by the

TSFZ method has been published by Zhu et al. [30]. Similar work in the future will

likely answer many questions about microscopic defects. High angle annular dark

field – scanning transmission electron microscopy (HAADF-STEM) imaging can also

be used to characterize some growth defects in obtained crystals. An example of such

work revealing stacking faults in BSCCO is presented in Figure 8.1.11. Whereas these

techniques provide interesting information about the internal properties of a grown

oxide on the atomic level, there is no possibility to use this information as feedback to

modify growth conditions and improve the overall quality of the grown crystal. It is

important to stress here that the information about grain boundaries, stacking faults,

and intergrowth of layers of different phases can only be obtained in a useful sense by

electron microscopic methods, if the investigated material is a crystal of a high

quality.

(a)

(b) (c)

FIGURE 8.1.11 (a) Single crystal of incongruently Bi2Sr2CaCu2O8þd (BSCCO) grown at puling rate 0.2 mm/h
(b) Perfect region of BSCCO crystal (c) Stacking fault visible on STEM image [96]. Picture courtesy of Couillard M.
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Energy dispersive X-ray analysis (EDAX) and electron probe microanalysis (EPMA,

electron microprobe) with good standards can confirm the exact chemical formula of

crystals and solid solutions grown in different conditions.

Both X-ray and electron diffraction supply very valuable surface information. Neutron

diffraction techniques, if available, provide information about the entire volume of a

crystal, due to low absorption of neutrons in the majority of materials. They provide an

excellent confirmation of the total crystal quality, as all the substantial grains present in

the as-grown crystal can be detected. This is especially important in the case of non-

transparent crystals where the assessment of the total quality of boule can be performed

without the labor-intensive and destructive process of crystal cutting followed by sub-

sequent surface preparation. Neutron rocking curves (FWHM) measured on as-grown

boule (Figure 8.1.12) opens new ways of crystal quality assessment [96].

8.1.6 Concluding Remarks
More and more complex crystals are grown by the optical floating zone and traveling

solvent floating zone techniques due to the fact that these methods produce high quality,

relatively large and uniform crystals of oxides inexpensively and without contaminating

the environment, without any crucible, and in selected atmosphere and pressure.

Obtained crystals are investigated accordingly to their physical properties and predicted

applications. These unique magnetic, electrical, and optical properties and their changes

with different dopants and/or growth conditions are now the main purpose of growing

crystals of oxides by OFZ and TSFZ methods. Some crystals are new and have never been

grown before. Others have already been studied, but larger or better quality samples are

O  O
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FIGURE 8.1.12 Neutron rocking curve (600) reflection of SrHo2O4 (one grain crystal) and (111) reflection of
Tb2Ti2O7 (two grains detected). Pictures courtesy of Pole A. and Fritsch K.
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now needed. These two methods also provide a relatively easy and consistent way of

crystallizing solid solutions of oxides, modifying their properties according to future

applications.

It would be very beneficial for scientific development of the OFZ methods if more

modeling for different oxides is performed. Then it will be possible to connect growth

features with the applied change of growth conditions. To develop this field of research,

the properties of molten oxides at high temperature have to be assessed. More infor-

mation about thermodynamic properties (including phase diagrams) for the systems of

interest will also be beneficial.

There is also the crucial but nearly untouched problem of automation of this crystal

growth. The automatic diameter control systems have proven to be very useful in the

Czochralski crystal growth (see Chapter 28 of Volume IIB) and it is also successfully

applied to the floating zone process with RF heating (see Chapter 7 of Volume IIA).

Unless such progress happens for the optical floating zone method, the process control

and crystal quality rely only on the experience and skills of a crystal grower.

As the crystal growth process has to be refined in multiple experiments, close

collaboration between the grower and all the crystal users is essential.
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8.2.1 Introduction
Chapter 7 discussed the high importance of crucible-free floating zone (FZ) for silicon,

and Part I of this chapter demonstrated its versatility for dielectric crystals. Here, in Part

II of this chapter, the favorable applicability for intermetallic compounds will be shown.

Especially the crystal growth of intermetallic compounds requires the application of

the floating zone technique because of their high melting points and reactivity to oxygen.

The term intermetallics was introduced by William Hume-Rothery in 1955 [1] for solid

state phases involving metals. Examples for such phases are Laves phases, rare-earth

compounds, silicides, and many others. A recent description of properties and

emerging applications of intermetallics can be found, e.g., in [2]. Recently, much interest

has been concentrated on the single crystal growth of multicomponent intermetallics,

such as rare-earth-transition compounds. Silicides and borocarbides have been grown

by the floating-zone method to study their magnetic, electric, and transport properties,

as well as superconductivity [3–5]. The use of standard radio frequency (RF) floating

zone for the growth of high melting point compounds is often problematic due to strong

heat radiation from the surface and melt convection, which give rise to a nonuniform

solid–liquid interface being concave toward the solid phase parts at the crystal rim. In

that case, complex multicomponent intermetallic compounds are particularly difficult

to produce as single crystals over the whole cross-section. Especially in demand are

high precision single crystals of novel materials with interesting properties. The growth

of single crystals of such intermetallic compounds by floating zone requires a well-

designed electromagnetic control of heat and mass transfer, which, in turn,

determines the shape of the solid–liquid interface [6]. To obtain single crystals, a convex

to the melt growth interface is usually desirable [7]. As it is well known, the growth of

defect-free single crystals is strongly affected by the heat transfer and the melt flow [8,9]
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(see also Chapters 20 and 21 in Volume IIB). This is also valid for FZ characterized by

high temperature gradients and forcible buoyancy and Marangoni convections within

the melt zone. Thus, much research is concentrated on the application of rotating [10,11]

as well as static magnetic fields [12] in order to reduce the convection-driven temper-

ature fluctuations and isotherm curvatures causing harmful dopant fluctuations. In the

floating zone process with RF heating, the electromagnetic force is one of the major

mechanisms driving the melt flow. This force is directed against the phase gradient of

the AC magnetic field [13]. The standard single-phase inductor, which is shown in

Figure 8.2.1 (top), generates an AC phase gradient directed almost normally to the free

surface of the melt with the maximum of the force at about mid-height of the floating

zone [14]. Such a force usually drives a radially inward jet of hot melt at the middle of the

floating zone. At the center of the floating zone, the radial jet splits into two nearly

symmetric axial jets, which further stream toward both solid–liquid interfaces. The hot

axial jet impinging at the center of the growth interface renders it concave, promoting

polycrystalline growth.
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FIGURE 8.2.1 Schematic view of the floating-zone setup (on left) and the basic structure of electromagnetically
driven melt flow (on right) for a standard single-phase inductor (top) and a two-phase inductor (bottom) contain-
ing crystal (1), molten zone (2), feed rod (3), primary coil (4), and secondary coil (5).
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Favorable growth conditions require a flow directed away from the solidification front

at the axis of symmetry and against the front at the free surface of the floating zone. Such

a flow can be generated by an electromagnetic force directed along the free surface

toward the solidification front. To obtain such an electromagnetic force directed along

the floating zone, a phase gradient of the AC magnetic field in the respective direction is

required. This phase gradient can be produced by using a two-phase magnetic field

instead of the standard single-phase one. Recently, such a two-phase inductor was

developed, shown in Figure 8.2.1 (bottom), which reverses the direction of the electro-

magnetically driven melt flow so that the solidification front becomes mostly convex

[15,16]. In this chapter, the design of the two-phase inductor is presented, together with

its basic features and experimental results concerning the growth of a number of

industrially relevant single crystals.

8.2.2 Two-phase Inductor and Its Basic Characteristics
Figure 8.2.2 (top) shows a two-phase inductor. The inductor consists of a primary coil

(1), which is connected to an RF power generator, and a secondary coil (2), which is

short-circuited through capacitor and resistor as shown in the principal electric scheme

in Figure 8.2.2 (bottom). The capacitor is tuned to have a resonance in the secondary

circuit, which results in a 90� phase lag of the secondary current relative to the primary

one. The resistor, in turn, is tuned to balance the secondary and primary current am-

plitudes. Thus, a component of the magnetic field is created that travels toward the coil

with the phase lag dragging the melt with it. As a result, the outer layers of the hot melt

are driven toward the periphery of the solidification front, while the cooled down melt

returns in the center [17].

To verify and optimize the design of the two-phase inductor, both numerical and

physical modeling were used. Numerical simulation of the melt flow and the tempera-

ture distribution in it was carried out using the commercial code FLUENT. This allowed

us to take into account all relevant effects including buoyancy, Marangoni convection,

electromagnetic forces, heat diffusion, crystal and feed rotation, and the boundary

conditions at the solid–liquid interface. As seen in Figure 8.2.3, the EM force generates a

meridional flow directed upward along the free surface of the floating zone, which

produces the desired, mostly convex solid–liquid interface.

Important parameters that determine the intensity of melt pumping are the gap

between the coils, as well as the capacitance and the resistance of the secondary circuit.

The strongest pumping effect is achieved at 90� phase shift between the coil currents.

This is reflected by the variation of the dimensionless Reynolds number from 917 at

0� phase shift to 1160 at 60� phase shift and 1210 at 90� phase shift, with other

parameters kept constant (see Figure 8.2.3). Note that the 0� phase shift generates the

usual double-vortex flow pattern that is characteristic for the standard single-phase FZ

process. The EM field, which is defined by the complex azimuthal component of the

magnetic vector potential, was computed by the boundary integral method [18].
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The action of the two-phase inductor was verified also by means of physical

modeling. The velocity distribution in a eutectic GaInSn melt filled in a cylindrical

cavity and placed into a two-phase inductor was measured using both ultrasonic

Doppler velocimetry and local potential probes. The phase shift was varied using in-

dependent power supplies for each of the two coils. This allowed us to observe the

transition from a typical double to single toroidal vortex flow structure as the phase

shift between the currents in two coils was gradually increased from 0� to 90� [19].

Figure 8.2.4 shows a good agreement between experimentally measured and numeri-

cally computed velocity distributions driven by the two-phase inductor in the eutectic

GaInSn melt.

R1 R2

C1

Ic

I0

U0 L2 C2

I1 I2

L1

M

FIGURE 8.2.2 Photograph of a two-phase inductor (top) and its basic electric scheme (bottom). The inductor con-
taining a nickel rod of 6 mm in diameter (5) consists of a primary (bottom) coil (1,L1), which is connected to an RF
generator through terminals (3), and a secondary (top) coil (2,L2), which is short-circuited thorough a remote
adjustable capacitor (C2) connected to terminals (4).
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(a) (b) (c)

FIGURE 8.2.3 Velocity distributions in the melt at various phase shifts between the currents in primary and
secondary coils: (a) 0� (Re¼ 917), (b) 60� (Re¼ 1160), (c) 90� (Re¼ 1210); the Reynolds number in the brackets
characterizes the magnitude of the flow.
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FIGURE 8.2.4 Velocity distributions in the GaInSn eutectic melt measured by the potential probe (left) and
computed numerically (right) for equal effective currents of I¼ 350 A alternating with 400 Hz frequency and a 90�

phase shift between the two coils.
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8.2.3 Single Crystal Growth of Intermetallic
Compounds

8.2.3.1 Ruthenium Aluminides

Ruthenium aluminide is an interesting candidate for future applications because of its

extraordinary thermodynamic, mechanical, and chemical properties. There have been

recent reports of the synthesis of B2-RuAl coatings on mild steel [20], phase formation

during annealing of Ru/Al multilayers [21], and compositional and grain size effects on

the interdiffusional behavior in the single-phase RuAl intermetallic compound [22]. The

intermetallic compound RuAl exhibits a high melting point (about 2323 K), high tem-

perature strength, good corrosion resistance, and even good room temperature ductility

[23,24]. Particularly single-phase RuAl shows extraordinary resistance against oxidation

at high temperature, making RuAl a potential material for high temperature applications

in aggressive environments. But due to the high difference in melting points and a great

enthalpy from the reaction between Ru and Al, homogeneous RuAl is difficult to prepare

either by melting or by powder metallurgy processes [25]. Therefore, intense research

activities are focused on processing and alloying to improve the mechanical properties

and the oxidation resistance of RuAl [26–29]. For the first time, single-phase crystals of

RuAl alloys with near stoichiometric composition were grown by the authors’ magnetic

field controlled floating zone technique with the two-phase stirrer system.

The aim of this work was twofold: synthesis and growth of RuAl single crystals and the

study of composition effects on resistivity and microhardness. For this reason, experi-

ments were performed using single crystal as well as polycrystalline single-phase and

multiphase material. The master alloy preparation and the subsequent crystal growth

proved to be rather complicated. Only small rods, with maximum 2.5 cm length, could

be cast. The RuAl single-phase master alloy was, therefore, done by powder metallurgy

using reactive sintering and reactive hot pressing. Due to the strong Al loss during crystal

growth, the master alloys were prepared with an Al excess of 1 and 2 at%, respectively,

from pure Ru (99.95%) and pure Al (99.9965%). The growth rate for the RuAl-single

crystal growth was chosen to 30 mm/h to reduce the strong Al loss that limits finally

the growth experiment. Because the intermetallic RuAl compound is a congruent

melting material, relative high growth rates can be applied. The whole crystal rod can be

divided into two parts. The initial part of the crystal is characterized by growing of large

grains leading to single crystal after some millimeters. Strong Al evaporation during

crystal growth leads furthermore to the transformation to dual phase microstructure.

Figure 8.2.5 shows the X-ray Laue back-scattering pattern of the final single crystal of

a Ru51,25Al48,75 (at%) alloy (a). In contrast, Figure 8.2.5(b) maps the transformation to

dual phase microstructure after rather high aluminum loss. According to the binary RuAl

phase diagram [30], the second phase is attributed to the eutectic Ru70Al30 composition.

The resistivity in dependence on the temperature (273–4.2 K) and the microhardness

(Vickers hardness) were measured at different alloy compositions on single-phase and
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dual-phase regions of selected samples. The resistivity decreases linearly up to 70 K and

runs to a saturation value at 4.2 K. The dependence of the reciprocal residual resistance

ratio on the composition of RuAl alloy is very sensitive to composition fluctuations and

shows a maximum value of 6.7 close to the stoichiometric composition. In contrast, the

Vickers hardness decreases up to a minimum close to the stoichiometric composition on

the hypertectic composition region and raises on the hypotectic composition side again.

Hence, the maximum of the reciprocal residual resistance ratio coincides with the

minimum of the Vickers hardness [31].

8.2.3.2 Titanium Aluminides

TiAl intermetallic alloys have been developed as potential materials for high temperature

applications because of their excellent chemical and physical properties such as low

density, high modulus, and corrosion resistance at high temperatures. These charac-

teristics are attractive for applications in aerospace and automotive industries as well as

for chemical and biomedical applications [32,33]. However, their low ductility at room

temperature but also microscopic factors such as volume fraction of the apparent

phases, the distribution of orientations, and the microscopic structure strongly affect the

mechanical properties and limit their application [34–38].

Ti-Al alloys can be classified into equiaxed single-phase g-TiAl, fully lamellar mi-

crostructures consisting of lamellar grains composed of alternate a2 and g-plates, and

the mixture of equiaxed g-phase and lamellar (gþ a2) phase (duplex microstructure)

[34,35]. g-TiAl is very reactive to oxygen, which dissolves interstitially, leading to hard-

ness increase and alloy brittleness. To improve the properties of gamma-TiAl alloys, the

influence of alloying elements has been extensively studied. Small chromium additions

lead to increased ductility, whereas niobium is used to improve oxidation resistance

[39,40]. A representative number of samples of titanium aluminides (40–60 at% Ti) were

(a) (b)

FIGURE 8.2.5 (a) X-ray Laue back-scattering pattern of the final single crystal of a Ru51,25Al48,75 (at%) alloy,
(b) SEM micrograph: transformation to dual-phase microstructure.
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grown by the magnetic field controlled floating zone technique (two-phase stirrer) [15],

part of them with Nb additions. The master alloys were prepared from pure (99.99%, Alfa

Aesar) Ti and Al in a cold crucible induction furnace under argon atmosphere and cast to

rods with 6 mm diameter and 60 mm length. The growth rate for crystal growth was

chosen to 10 mm/h. Necessary for the parameter configuration of the two-phase stirrer,

the thermophysical properties, such as electrical conductivity, thermal conductivity, and

viscosity were firstly investigated since there are no data available in the literature for

this material [41,42]. With the knowledge of these material parameters, the systematic

growth of high precision crystals is feasible because an optimized, well-defined melt

convection can be adjusted by the two-phase stirrer action.

The nature of the crystal growth process under optimum conditions leads to fast

selection of grains. Figure 8.2.6(a) shows the optical micrograph of a longitudinal cut

through a Ti45Al55 alloy processed at optimum 90� phase shift between the coils. Clearly

visible here, the grains grow rapidly out resulting finally in a dominating single crystal.

Figure 8.2.6(b) displays the cross-section of a Ti46Al46Nb8 alloy with fully lamellar

microstructure (three large grains), respectively.

To study the reactivity to oxygen of these alloys, the oxygen content of binary TiAl and

ternary TiAlNb single crystals and polycrystalline alloys was quantified using secondary

ion mass spectrometry (SIMS). Hereby, Csþ primary ions were applied for sputtering,

which exhibit a high sensitivity for oxygen determination. The absolute concentration

was determined using oxygen-implanted reference samples. As a result, the ternary alloy

contains generally less oxygen. Additionally performed microhardness measurements

yielded in higher Vickers hardness for the binary TiAl alloy compared to the ternary

TiAlNb crystal. As a conclusion, the Nb elemental addition combined with the positive

impact against oxygen adsorption increases the ductility of the ternary alloy [43].

(a) (b)

FIGURE 8.2.6 Optical micrograph (a) of a longitudinal cut through a Ti45Al55 alloy showing rapid growing out of
grains from inner to outer part of the rod, (b) a cross-section of a Ti46Al46Nb8 alloy with fully lamellar
microstructure.
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8.2.3.3 Manganese Silicides

The magnetic two-phase stirrer system was furthermore applied to the crystal growth of

the Heusler compound Mn3Si. For the first time, single-phase crystals of this Heusler

compound could be obtained. This compound is known as an itinerant antiferromagnet

with an incommensurate spin-density wave [44,45]. It is assumed that its unusual mag-

netic behavior, in particular an extraordinary stability of the itinerant antiferromagnetism

in high fields [46], is related to a half metallic electron structure [47]. Neutron scattering

experiments and measurements of the magnetic susceptibility show that Mn3Si orders as

an antiferromagnet below 23 K [44,48]. The interesting Mn3Si phase forms via peritectic

reaction from liquid and the properitectic Mn5Si3 phase. It is therefore complicated

to grow single crystals with Mn3Si composition, as, e.g., also described in [45,49]. The

difficulty to produce single-phase crystals becomes also apparent in [50], where the

authors detected surface structures (white lines of some mm thickness) on all polished

surfaces of the Mn3Si crystals. Because no evidence for compositional variations with the

used method could be found, the authors assumed crystal defects like line dislocations or

small angle grain boundaries. Concerning the magnetic properties, the authors observed

furthermore quantitatively large differences between the samples.

We expected that these differences have their origin in the presence of a second

phase. The origin of the white lines with micro-cuts cleared up using a focused ion beam

(FIB) technique revealing their three-dimensional sheet-like shape and composition.

This investigation indicated the precipitates to be the Mn5Si2 phase. To achieve more

composition accuracy of the very thin line phase, a sample was annealed at 800 �C for

72 h (within the corresponding temperature region of the phase formation) and subse-

quently fast cooled to increase thickness and volume fraction of these precipitates. On

the other hand, to obtain real single-phase crystals of the Mn3Si phase, samples were

annealed at 1000 �C for 72 h, well above the formation of the Mn5Si2 phase in order to

dissolve the precipitates but also the residual properitectic Mn5Si3 phase. Master alloys

with the composition Mn75Si25 (at%) were prepared from pure Mn (99.99%, ChemPur)

and Si (99.999%). The growth rate for crystal growth was chosen to 10 mm/h.

Figure 8.2.7 compares SEM micrographs of cross sections at different growth stages.

Large grains grow rapidly from start to finish of the crystal growth. The SEM micrograph

of Figure 8.2.7(a) shows single-phase Mn3Si grains surrounded by a second phase. This

phase, located at the grain boundaries, was clearly identified by EDX as the properitectic

Mn5Si3 phase. With proceeding crystal growth, precipitates (white lines, see

Figure 8.2.7(b)) form in the Mn3Si crystals arising from peritectoid solid state trans-

formations. The volume fraction of the precipitates increased continuously from

1.6� 0.9 vol% after 1.5 cm growth to 11� 3 vol% after 4 cm growth. Figure 8.2.7(b) shows

a tilted SEM view (45�) on a FIB cut through a platelet stack formation revealing the

three-dimensional sheet-like shape of the precipitates. On the other hand, the elevated

annealing led to complete dissolving of Mn5Si2 precipitates and residual properitectic

Mn5Si3 phase, respectively. For the first time, single-phase crystals of the Heusler

Chapter 8 • Floating Zone Growth of Oxides and Metallic Alloys 321



compound Mn3Si could be prepared using the magnetic field controlled RF floating zone

technique with two-phase stirrer system. (Single phase hereby means no detection of

second-phase precipitations using high resolution SEM or X-ray powder diffraction.)

Thus, the present investigation cleared up the solidification and phase transformation

of the peritectic solidifying Heusler compound Mn3Si. Confirmed by the binary MnSi

phase diagram, it could be shown that in fact it is not possible to prevent the

(a)

(b)

FIGURE 8.2.7 SEM micrographs of different cross-sections of as-grown Mn3Si alloy. (a) start region, (b) tilted SEM
view (45�) on a FIB cut through platelet stacks.
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precipitation formation via peritectoid reaction during crystal growth. But the advantage

of the strong mixing due to the two-phase stirrer application and the high growth rate

allows the growth of large crystal sections with low volume fraction of precipitations that

can be dissolved with adequate subsequent annealing. It is important to note that the

elucidation of the second phase is essential due to their influence on material properties

such as magnetic and transport properties.

For measurements of the temperature dependence of magnetization and specific

heat, the grown crystals were oriented and cut to samples with the crystallographic

orientations [100] and [110] normal to a plane. The measured magnetization curves

display maxima that correspond to the Néel temperature TN, indicating the phase

transition to antiferromagnetic order at 23 K. The hysteresis loops exhibit small per-

manent magnetic moments even above the ordering temperature of the majority mag-

netic Mn3Si phase. It can be assumed that this ferromagnetic hysteresis, superimposed

to the paramagnetic or antiferromagnetic behavior of the Mn3Si phase, is related to a

very small residual amount of the impurity Mn5Si2 precipitates, but not to the majority

helix magnetic phase Mn3Si. The remanent moments determined from the volume

fractions of the precipitation phase are between 0.1 and 3 mB/Mn atom [51,52].

Furthermore, the microhardness (Vickers hardness) were measured on the two main

phases, whereby the peritectic Mn3Si phase possesses distinct lower Vickers hardness

(average value 644) than the residual properitectic Mn5Si3 phase (average value 906).

8.2.3.4 Titanium Niobium

The magnetic system was furthermore applied to crystal growth of the very recently

studied biocompatible b-type (bcc phase) TiNb alloys. These titanium-based alloys

belong to the materials currently used for biomedical applications. They exhibit high

corrosion resistance and excellent biocompatibility [53–56]. This material is favored as

the ultimate choice for orthopedic implants due to the combination of high strength and

low Young’s modulus [54–59]. The strength of the titanium alloys is close to that of

stainless steel, but the density is about half the value of steel. The Young’s modulus

should be comparable to that of bone because this is an essential condition for implants

to minimize stress-shielding [60] and to serve for a long period without failure [57]. The

value of the bone modulus varies between 4 and 30 GPa [57] depending on the type of

bone and on the direction of measurement. Second generation biomedical Ti-based

alloys with b-phase stabilizers (Mo, Nb, Ta, V) possess Young’s moduli between 85

and 55 GPa [57]. The development of biocompatible alloys with lower modulus is

actually of high priority in materials science and biomedical research. Only a few studies

have been done on single-crystalline materials for biomedical application probably due

to their limited availability. Elastic constants of TiNb b-phase single-crystal alloys were

investigated by [61,62]. Tane et al. [63] studied b-Ti-Nb-Ta-Zr single crystals with high

elastic anisotropy and low Young’s modulus in [100] direction. Lee et al. [64] presented

the plastic deformation behavior of a Ti-Mo-Zr-Al single crystal. Takesue et al. [65]
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investigated the elastic properties of a typical b-type Ti-Nb-Ta-Zr-O single-crystal gum

metal. Zhang et al. [66] prepared and characterized Ti-Nb-Zr-Sn single crystals.

Here, the crystal growth of TiNb is reported with focus on the elastic properties of

b-Ti70Nb30 (at%) single crystals. Figure 8.2.8 shows a photo of as-grown TiNb crystals. The

surface appears very shiny obviously indicating single crystallinity over the full cross-

section. The orientation of the grown crystals was determined from X-ray Laue back scat-

tering and additionally proved with the space-resolved electron back-scatter diffraction

(EBSD). The growth rates for crystal growth were chosen to 10 and 15 mm/h, respectively.

The ultrasonic sound velocity measurement technique was used to determine the

elastic constants. The acoustic velocities of both the titanium single crystals and a

polycrystalline alloy were measured at room temperature, whereby the elastic waves

were propagated between the parallel pairs of the orientated crystal planes. These ve-

locities in the longitudinal and shear mode, respectively, can be written in terms of

elastic coefficients using the measured density. The three independent elastic constants

of a cubic crystal are C11, C12, and C44. Additionally, the bulk modulus B and the shear

moduli G110, G100, and G111 for the [110], [100], and the [111] direction, respectively,

were determined, identified by means of the connections B¼ (C11þ 2C12)/3,

G110¼ (C11�C12)/2, G110¼C44, G111¼ 3C44(C11�C12)/(C11�C12þ 4 C44). The

anisotropy factor calculates from A¼C44/G110.

The Young’s moduli, E, of the crystals show pronounced anisotropy. The values for the

different directions were determined to E100¼ 39.5 GPa, E110¼ 68.7 GPa, and

E111¼ 91.0 GPa, respectively. The effective Young’s modulus, E*, of the polycrystal is

E*¼ (65.5� 0.5) GPa. The lowest Young’s modulus, E100 of 39.5 GPa, is approximately half

of the Young’s modulus of the [111] direction and closely to that of cortical bone. This

relatively high anisotropy resulting in low E100 can give advantages in suppression of

stress-shielding in bone. Therefore, in accordance with the conclusions drawn by Tane

et al. [63], single crystals with [100] orientation or textured polycrystals with the preferred

[100] orientation are promising candidates for biomedical implants in humans [67].

Comparison of the present results with recently published data and on the extrapolation to

low Nb content of about 20 at% shows that the preparation of TiNb-based alloys with E100

of 20–30 GPa should be possible, which would match the modulus of bone [68]. Therefore,

TiNb single crystals with 25 and 20 at% Nb were grown and investigated, respectively.

Despite high rates of success in medical applications, there remain serious prob-

lems, for example, the rate of revision surgery for orthopedic implants. One important

fact is the surface modification of the TiNb biomaterial such as the formation of oxidic

FIGURE 8.2.8 Photo of the grown crystalline rod of Ti70Nb30 alloy. Left – start of growth, right – final zone.
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nanotubes to improve the healing phase in the human body. This can be done using

mechanical, chemical, and physical methods [69]. Because only a few studies on single

crystals of materials for biomedical application have been published in the literature

concerning the crystal orientation dependence in electrochemical and cell biological

experiments, the hereby obtained oriented crystals were subjected to surface modifi-

cation. Electrochemical anodic oxidation is a technique for the preparation of oxide

layers on metals. Oxidic nanotubes were formed on the surfaces of Ti70Nb30 single

crystals, and the influence of the grain orientation was investigated [70]. The formation

mechanism of oxidic nanotubes performed in 0.25 M NH4Fþ 1 M (NH4)2SO4 at room

temperature depends strongly on the electrolyte, potential, and temperature. The

potential was adjusted from 0 to 20 V with a rate of 50 mV/s and the holding time of

the high level potential was 1 h. Figure 8.2.9 shows SEM micrographs of nanotubes

(a) (b)

(c)

FIGURE 8.2.9 SEM micrographs of nanotubes grown on Ti70Nb30 single crystals. (a) parallel to the [100] direction,
(b) parallel to the [101] direction, and (c) side view on a flake imaging the nanotube length of about 1 mm. The
photo area in (a) and (b) is 1 mm2.

Chapter 8 • Floating Zone Growth of Oxides and Metallic Alloys 325



grown on Ti70Nb30 single crystals (a) parallel to the [100] direction, (b) parallel to the

[101] direction, and (c) a side view on a flake imaging the nanotube length of about

1 mm. The nanotubes grown along the [100] direction display a close-packed config-

uration with diameters of about 100 nm. The nanotubes grown along the [101] di-

rection show a distinct different feature, whereas the nanotube structure is a mixture

of tubes with large diameters of about 70–80 nm and tubes with small diameters of

about 30–40 nm. The origin of the orientation dependence of the nanotube growth is

unclear so far and requires further investigation. But the size of the nanotubes and the

morphology is very important because the healing process of an implant in a human

body depends on it. It is already reported that a porosity of the surface with nanotube

diameter between 70 and 100 nm improves the bioactivity [71]. The growth of nano-

tubes on material with preferred [100] orientation therefore seems to be an interesting

approach.

8.2.4 Conclusions
The floating-zone crystal growth using a two-phase RF inductor is a novel technique

capable of producing single crystals of complex intermetallic compounds. The two-

phase inductor not only melts the material but also stirs it in such a way as to main-

tain a convex toward the liquid phase solidification front. This is essential for the growth

of bulk single crystals. When the current in the secondary coil is adjusted to have nearly

the same amplitude and about a 90� phase lag relative to the current in the primary coil,

a component of the magnetic field is generated that travels toward the secondary coil.

This traveling magnetic field drags the hot outer layer of the melt with it toward the

periphery of the solidification front, while the cooled down melt returns in the center.

This results in the formation of the desired convex solidification front, which, in turn,

facilitates the growth of single crystal over the whole cross-section of the solidified

material. The operation of this two-phase inductor was demonstrated by growing single

crystals of industrially relevant RuAl and TiAl intermetallic compounds. Recently, the

crystals of antiferromagnetic Heusler MnSi compounds and biocompatible TiNb alloys

[72] were grown by this method.
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[32] Clemens H. Z Met 1995;86(12):814.

[33] Dimiduk DM. Mater Sci Eng A 1999;263:281.

[34] Dudzinski D, Zhao L, Beddoes J, Wallace W. Scr Mater 1996;35:367.

[35] Kim Y-W. Mater Sci Eng A 1995;192/193:519.

[36] Parthasarathy TA, Keller M, Mendiratta MG. Scr Mater 1998;38:1025.

Chapter 8 • Floating Zone Growth of Oxides and Metallic Alloys 327

http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0905
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0910
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0910
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0915
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0915
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0920
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0920
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0925
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0930
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0935
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0940
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0945
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0950
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0955
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0960
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0965
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0970
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0975
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0975
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0980
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0985
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0990
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref0995
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1000
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1005
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1010
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1015
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1020
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1020
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1025
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1030
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1035
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1040
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1045
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1050
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1055
http://refhub.elsevier.com/B978-0-444-63303-3.00007-9/ref1060


[37] Karthikeyan S, Viswanathan GB, Gouma PI, Vasudevan VK, Kim Y-W, Mills MJ. Mater Sci Eng A
2002;329–331:321.

[38] Boehlert CJ, Dimiduk DM, Hemker KJ. Scr Mater 2002;46:259.
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9.1 Introduction
The binary inorganic compound semiconductors that are relevant to solid-state elec-

tronics are commonly classified according to the position of their constituents in the

periodic table of elements as II-VI, III-V, and IV-IV compounds, representatives of which

are CdTe, GaAs, and SiC. The IV-VIs (e.g., PbTe) and I-VIIs (e.g., CuCl), which are also

semiconductors, are of less commercial interest and are omitted from the discussion

here. However, they have found some applications, such as PbTe for infrared detectors

and in thermoelectricity [1–3] or metal halides in electro-optic light modulators [4,5]. In

Table 9.1, relevant data for some compound semiconductors considered in this chapter

are compiled and compared with that of silicon [6–15].

A common feature of III-V and II-VI compound semiconductors (with the exception

of the III-nitrides) is congruent melting at moderate temperatures, with the compounds

dividing the phase diagram into two eutectic partial diagrams. This basically allows the

melt growth of single crystals. However, although the liquid state of the elemental and

III-V compound semiconductors is metal-like [16], the melt of the II-VIs is characterized

by a noticeable long-range order, resulting in serious problems of melt growth of crystals

[14,17]. This is related to the greater iconicity of the latter compared to the III-V semi-

conductors (see Table 9.1).

The melting temperature of the III-nitrides and SiC are not well established. They

decompose at high temperatures and cannot be grown from the melt using Bridgman

techniques; instead, mostly vapor transport or solution growth is used. Therefore, they

will not be considered in this chapter.

In the early 1950s, Welker [18–20] invented the III-Vs, studied the properties of GaAs

and its kin, and recognized that the III-V compounds could be a material to compete

silicon. At that time, the II-VI compound semiconductors were already known. Today, it

has become obvious that, despite of some possible overlapping in application, com-

pound semiconductors are powerful supplementations to silicon due to a number of

unique physical properties, which allow for special and superior functionality of elec-

tronic devices. All III-V and II-VI compounds (with the exception of GaP) are direct

semiconductors, whereas silicon has an indirect transition.

Due to a higher efficiency to emission of light, these compounds are suited for op-

toelectronic devices such as laser diodes, light-emitting diodes, light sensors, and solar

cells. Furthermore, the mutual solubility of the compounds allows for a bandgap

tailoring and, therefore, to achieve a spectral range from infrared to ultraviolet. In

addition the adaptation of the lattice constants of substrate, epitaxially grown layers are

possible, such as in the system Cd1yZnyTe substrate –Hg1�xCdxTe layer; for every x in the

range of 0< x< 1, a y can be determined such that the misfit is minimal. In addition,

lattice constants can be adapted easily in multilayer systems. The larger bandgap and the

higher electron mobility of GaAs and InP allow devices to operate at higher tempera-

tures, which has led to their adoption in both high-speed digital and high-frequency

analog devices. Doping to obtain n- and p-conductivity in the range of 10�3 to
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Table 9.1 Properties of Compound Semiconductors

Property Si GaAs InP GaP InSb ZnSe CdTe

Crystal structure/space group Fd3m F43m F43m F43m F43m F43m F43m
Bandgap (eV) 1.12

indirect
1.43
direct

1.35
direct

2.26
Indirect

0.17 direct 2.82 direct 1.56 direct

Electron mobility at 300 K (cm2/ Vs) 1450 8500 5400 160 (250) (77000) 500 1100
Hole mobility at 300 K (cm2/Vs) 600 400 200 75 (150) 850 30 100
Saturation velocity at 300 K (107 cm/s) 1 2.1 2.3 2 (9.8)
Breakdown voltage at 300 K (106 V/cm) 0.3 0.4 0.5 z1 (10�3)
Melting point Tm (�C) 1420 1239 1062 1457 527 1515 1092
Decomposition pressure at Tm (bar) 1E-7 2.2 27.5 32 2.3E-5 4 0.7
Linear thermal expansion coefficient
a (10�6/K) at 300 K

2.6 5.73 4.60 4.65 5.37 7.8 4.8

Latent heat of fusion L (kJ/mol) 50.7 96.7 62.7 122.3 48.7 51,9 50.1
Thermal conductivity at Tm ls (W/cmK) 0.223 0.071 0.091 0.08 0.0474 0.2 0.009
Thermal conductivity of melt at Tm lm (W/cmK) 0.64 0.178 0.228 0.123 0.018
Thermal diffusivity of melt km (cm2/s) 0.264 0.072 0.103 0.068 0.0475
Density/solid–liquid r(Tm) (g/cm

3) 2.29/2.42 5.17/5.72 4.71/5.05 4.138/ 5.76/6.48 5.26/ 6.2/5.64
Kinematic viscosity v (cm2/s) 0.0028 0.0048 0.0016 0.0037 0.0041
Prandtl number Pr¼ v/k 0.011 0.068 0.015 0.054 0.086
Critical resolved shear stress s near Tm (MPa) 9

(Tm� 200 K)
0.3–0.5
(Tm� 200 K)

0.6
(Tm� 330) K

4.1
(Tm� 670) K

0.25 (Tm) 0.2 (zTm)

Ionicity 0 0.310 0.421 0.327 0.321 0.630 0.717
Stacking fault energy (mJ/m2) 100 55� 5 17� 3 41� 4 38� 4 13� 1.5 10� 1.5
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10�1 Ucm is easily accessible. Even semi-insulating behavior characterized by an elec-

trical resistivity greater than 106 Ucm can be adjusted by pinning the Fermi level at

midgap donors or acceptors. Nevertheless, their market volume is and will be consid-

erably less than that of silicon-based technologies.

The fabrication of electronic devices inevitably needs single crystals and wafers,

which have to meet customers’ continuously increasing high quality standards at

affordable costs. Quality requirements include large-diameter and long crystals, high

physical and chemical (compositional) perfection, uniformity of structural and physical

properties, low strain, and high reproducibility and reliability from wafer to wafer and

from crystal to crystal. State-of-the-art device technology uses epitaxial growth of ternary

or quaternary layers on top of the wafer. Therefore, the structural properties and the

surface perfection are very important quality criteria. To address this challenge, the

crystal grower and wafer manufacturer have continuously to develop technologies that

constantly reduce production costs and improve the environmental friendliness of every

technological step.

In contrast to elemental semiconductors, compounds possibly exhibit a homogeneity

range. However, knowledge about the existence and extent of a homogeneity range

relative to the stoichiometric composition is limited and not commonly accepted in

every case. Some data on the maximal width of selected compounds are given elsewhere

[14,21]. Likewise, the composition and the partial pressure of the components at the

congruent melting point are still under discussion. Typically, the homogeneity range

contracts with decreasing temperature. Therefore, precipitation of a degraded eutectic

can occur during cooling down from growth temperature. This is well known for GaAs,

GaP, ZnSe, CdTe, and PbTe. Deviation from stoichiometry and its change with tem-

perature is related to (charged or uncharged) native defects (vacancies, interstitials,

antisite defects). These native point defects will influence carrier inventory and carrier

mobility. They can interact with dopants, form complexes, and thus again affect the

physical properties of the material.

Arsenides, phosphides, and tellurides have a substantially higher decomposition

pressure in the melt at or near to the congruently melting compound compared to

silicon (see Table 9.1). This can lead to a loss of the II, V, or VI group component from

the melt or the crystal and to a deviation from the stoichiometric composition, which

causes changes of the defect content and physical properties. Therefore, adequate

measures have to be taken to control the volatile component and prevent it from

escaping.

Crystals could be grown by direct solidification of a melt with a composition exactly

corresponding to the melting point of the compound. However, this composition is

hardly precisely known and cannot be adjusted exactly under technological conditions.

Therefore, crystal growth is practically always carried out from a melt, the composition

of which deviates from that of the congruently melting compound. This possibly results

in macro- and microsegregation of the components and even breakdown of the solid/

liquid interface due to constitutional supercooling.
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The thermal conductivities of the compound semiconductors in the solid and liquid

state are significantly smaller compared to silicon. That is, the transport of heat at solidi-

fication is lower, leading to a lower growth rate. At the same time, the Prandtl numbers

(Pr¼ n/k, with nandkbeing the kinematic viscosity and thermal conductivity, respectively)

of the melts are small, indicating that convection in the melt has limited influence on the

temperature field. The opposite applies for the diffusive transport of species, which is

substantially influenced by convection in the melt and described by the Schmidt number

being much greater than 1 (Sc¼ n/D, with D being the diffusion coefficient in the melt).

The classic Bridgman methods modified to meet the special requirements of the III-V

and II-VI compounds have been used to grow single crystals for quite some time. These

methods are suitable for anupscaling of thediameter and the length of crystals. The growth

of crystals in crucibles has some advantages and drawbacks. The temperature fields of

Bridgman techniques are less nonlinear as compared to the Czochralski method, in

particular for the liquid encapsulated Czochralski technique. Therefore, thermal stresses

in the crystals are lower, resulting in a lower dislocation density in comparison to

Czochralski grown crystals. On the other hand, it is practically impossible to observe the

outer contour of the solid/liquid interface during Bridgman growth. Another problem in

Bridgman growth is the wetting of the melt and the crystal to the crucible wall, which

promotes twinning and polycrystallization as well as stresses (see Section 9.3.3).

At the beginning of the 1990s, when the market for GaAs and InP wafers significantly

rose, the Czochralski method was mainly used for crystal growth. After the recession in

the early twenty-first century, the demand for wafers with a higher structural perfection

increased above the ordinary because of the switch from ion implant devices

(i.e.,MESFET –MEtal-Semiconductor Field Effect Transistor) to epitaxial grown structures

(e.g., for HEMT’s – High-Electron-Mobility Transistor, HBT’s – Heterojunction Bipolar

Transistor, and BiFET’s – Bipolar Field-Effect Transistors). This demand could be better

fulfilled by the Bridgman method, with a vertical arrangement of the crucible resulting in

circular single crystals. Therefore, in recent years, the ratio between Czochralski and

Bridgman originating wafers has changed in favor of the latter, now being approximately

10:90. In that time, the horizontal Bridgman methods (HB- Horizontal Bridgman, HGF –

Horizontal Gradient Freezing), which are also appropriate for the growth of crystals with

higher structural perfection, lost their meaning as they produced D-shaped crystals and

requiredmore effort tomanufacture circularwafers. In addition, thediameter of thewafers

could not easily be increased above 50 mm.

In the following section, the substantial progress made in the development of the

vertical Bridgman method in recent decades will be considered. It has now reached

maturity and is used for mass production of single crystalline III-V and II-VI compounds

[22–25]. However, it should be mentioned that the Bridgman method has also been

successfully applied to the growth of a plurality of other single crystals, such as ZnO,

CaF2 [26,27], or ternary compounds such as ZnGeP2 [28].

This chapter tries to continue the review by E. M. Monberg in the first edition [29],

who together with W. A. Gault and J. E. Clemans are the pioneers having brought forward

Chapter 9 • Vertical Bridgman Growth of Binary Compound Semiconductors 335



the vertical Bridgman methods for single crystal growth of III-V-compounds [30,31]. The

method was first commercialized by American Xtal Technology [24] in the late 1980s.

A comprehensive but dense description of all the methods used for single crystal growth

of III-V and II-VI compound semiconductors in the past can be found in the monograph

by Oda [8]. M. Tatsumi and K. Fujita [32] reported the situation of the “melt growth of

GaAs single crystals” up to 1998. Chapters devoted to Bridgman growth of III-Vs can be

also found in Refs [33–40] and to the II-VIs in Refs [41–43].

Section 9.2 summarizes the progress made in the hardware of Bridgman growth,

including control of the growth process and some remarks to modeling. Section 9.3 deals

with the results of single crystal growth of III-Vs and II-VIs, respectively. Finally, Section

9.4 indicates some issues to be solved in the future.

No attempt could be made to cover the huge number of relevant publications

(See [8]). Instead, this chapter tries to give only relevant examples.

9.2 Equipment (Design and Engineering Issues)
9.2.1 Basics

Both versions of the method of crystal growth in a crucible (or boat) are used to grow

compound semiconductor single crystals: the classical vertical Bridgman–Stockbarger

method (abbreviated here as VB) characterized by a downward or upward displacement

of crucible or furnace, respectively, and the growth in a stationary crucible by vertical

gradient freezing (abbreviated as VGF), sometimes also called the Tammann-Ströber

method [44]. Schematic representations of the hot zones of the methods are given in

Figure 9.1. The hot zone of a VB apparatus consists usually of two cylindrical furnaces

possibly composed of several separate resistance heaters with a temperature above and

below the melting point of the substance to be crystallized, supplying/extracting heat

mainly radially inward/outward and inducing radial temperature gradients. An insu-

lation member or a booster heater separates the furnaces and defines the position and

shape of the solid/liquid interface and the temperature gradients in the melt and the
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FIGURE 9.1 Hot zones of VB (left) and vertical gradient freezing (VGF) (middle and right). (Reproduced in part
from [45], with kind permission from Springer Science and Business Media.)
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crystal, which are typically on the order of magnitude of 5 K/cm. The crucible rests on a

support pad cooled at its lower part in order to facilitate an axial heat flow. Seeded and

unseeded growth for III-V and II-VI compounds is used. To prevent or to reduce radial/

azimuthal inhomogeneities of the temperature field, the crucible can be rotated with

constant or alternating rotation rate. The displacement rate of the crucible or the furnace

is often held constant and is related to the growth rate, but does not necessarily agree

with it along the entire charge. It amounts to approximately 1 mm/h for the growth of

Cd1–xZnxTe and 3–5 mm/h for GaAs, GaP, and InP, respectively. This also applies to the

position and the shape of the interface. The reasons are end effects caused by the radial/

axial heating and cooling and their dependence on the relative position of crucible and

furnaces. An upscaling of the hot zone is possible to grow long single crystals with aspect

ratios of H/R> 3 (where H is the length and R is the radius of the crystal).

The growth process is followed by a controlled cooling to room temperature in which

the cooling rate is determined such that thermal stress is below the critical shear stress

for dislocation multiplication and glide processes.

VGF of a charge in a stationary crucible is achieved by a cylindrical furnace composed

of a plurality of separate heaters, the temperature of which is to be controlled so as to

generate a T-field moving along the charge with a controlled rate. The connecting ter-

minals of the heaters are disposed at different azimuthal positions to avoid temperature

inhomogeneities. Up to 23 separate heaters have been used in such VGF equipment [46].

In industrial crystal growth equipment, the number of heaters is less for reasons of cost,

stability, and reliability. An upscaling is possible. The aspect ratio seems to be limited to

H/R< 2 because of difficulties to keep the phase boundary deflection low for longer

crystals. Temperature gradients and growth rates are similar to those of VB growth.

Instead of heating the charge from the side only, directional solidification can also be

performed by a system consisting of a top and a bottom heater and one or more mantle

heaters in between, as described by Rampsberger and Melvin [47] and adapted to the

growth of GaAs single crystals by Sonnenberg and Küssel [48]. It better approximates the

required axial heat transfer. More than one charged crucible can be arranged in the hot

zone and converted to single crystals (see Section 9.2.2.1). Another possibility to create a

preferably axially directed temperature field is the application of a submerged heater

(see Section 9.2.2.3).

The hot zones described above are either incorporated in a water-cooled pressure

vessel (cold wall) or the heater system is arranged outside of the reactor (hot wall).

Depending on the melting temperature and gas pressure of the substance to be grown,

both constructions have advantages and disadvantages. The active heaters are screened

from the vessel wall or the surroundings by a sophisticated system of passive insulation,

which together with liners, crucible support, etc., produce as a whole the required

temperature field and control the heat fluxes around the crucible with the charge. The

temperature of the heaters and the seed well is followed by thermocouples and regulated

and/or controlled by closed loop systems. Evacuation and refilling with inert gas of the

vessel or reactor are provided.
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The so-called heat exchanger method (HEM) is a further version of the growth

methods in a stationary crucible. A seed crystal is placed on the bottom of the crucible

and connected with a heat-conducting rod (the heat exchanger), which prevents the seed

from melting. Solidification takes place by reduction of the heating power and/or in-

crease of the cooling efficiency. This method is used to produce large sapphire single

crystals [49], for example, but it has not achieved acceptance for crystal growth of

compound semiconductors.

9.2.2 Specifics

9.2.2.1 General
As mentioned, the high vapor pressure of the V-component of some of the III-V com-

pounds (see Table 9.1) requires measures to prevent decomposition during crystal

growth. This can be done either by liquid encapsulation of the molten presynthesized

charge or by solidification of the charge under the equilibrium pressure of the

V-component.

In the liquid encapsulation VB (LEVB) or liquid encapsulation VGF (LEVGF) method,

high-purity boron oxide (B2O3) with well-defined water content (see Section 9.3.2) is

added to the pyrolytic boron nitride (pBN) crucible with the charge. Other encapsulants,

such as BaCl2 or CaCl2, have also been applied, but boron oxide has been proven to be

most successful, mainly because boron is an isoelectric impurity in most III-V com-

pounds. During heating, the initially solid boron oxide gradually softens; at around

600 �C, the viscosity is small enough to completely cover the charge. At the same time, an

inert gas pressure is established in the vessel, overcompensating for the vapor pressure

of the molten charge. Boron oxide is not at all inert. Instead, chemical reactions with the

charge and the surrounding gas atmosphere have to be considered. This can be used to

some degree to influence the impurity content of the compound and, more importantly,

for doping. This will be briefly discussed in Sections 9.3.3 and 9.3.5.

Crystal growth under the equilibrium pressure of the compound requires a closed

reactor/ampoule consisting of two compartments connected with each other. One

compartment contains the charge, whereas the other contains the component to be

evaporated in elemental form. During heating and crystal growth, the charge and

receiver are held at different temperatures in order to establish a partial pressure of the

evaporating component corresponding to the decomposition pressure of the charge. In

addition, this allows some degree of control of the III/V or II/VI ratio, respectively, by the

temperature of the receiver—that is, the composition of the compound if there is a

homogeneity range [50]. Obviously, this arrangement can also be used to synthesize the

compounds from the components followed by crystal growth. An outer pressure has to

be established to approximately correspond to the equilibrium pressure inside to pre-

vent damage of the reactor/ampoule. Due to its good workability, fused silica is mainly

used for the reactor/ampoule. However, the application of quartz limits both the tem-

perature of the compound to be grown and the mass of the inserted charge.
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For the growth of Cd1�xZnxTe and ZnTe crystals, the unseeded vertical Bridgman

growth process in quartz crucibles is used [51].

A plurality of embodiments of VB and VGF crystal growth apparatuses for compound

semiconductors have been reported in the patent and technical literature, but little is

known about the inwards of equipment actually used for mass production in the in-

dustry. Two examples are given here, with the viewpoint that the cost of equipment as a

crucial factor in crystal growth should be as low as possible.

In a series of granted patents, Hashio et al. [52] disclosed a furnace system arranged

outside of a reactor in the air atmosphere, which can be used for VB/VGF as well as

Czochralski growth of single crystals of GaAs, InAs, CdTe, and the like. Even synthesis by

the injection method should be possible. The main feature of the equipment is a reactor

tube having at least one open end. The tube consists by way of example of silicon car-

bide, silicon nitride, aluminum nitride, aluminum oxide, or a composite of these or other

refractory materials. If necessary, it can be covered by an oxidation resistant or an

airtight layer. Specially designed flanges are attached to the open ends to seal the reactor

tube. The sealing portion of the flanges is water-cooled or shielded against the furnace

by a heat insulator. The lower flange exhibits a lead through for a moveable shaft car-

rying a crucible support and the crucible. An exhaust tube and an inlet tube in the upper

flange allow for evacuation of the reactor tube and refilling it with inert or process (e.g.,

doping) gas. The apparatus has a Kanthal heater, which is divided in several zones

depending on the applied method and equipped with thermocouples to control their

temperatures. The described apparatus has several advantages: the cost of the reusable

reactor tube is lower than that of a water-cooled stainless steel high-pressure vessel,

which is necessary if carbon heaters are used. Furthermore, the interior of the reactor

can be carbon free, which simplifies the carbon doping of GaAs, for example (see Section

9.3.5). In principle, the length of the crystals that can be grown is not limited, although it

depends on the length of the furnace and crucible. The maximum pressure in the reactor

tube seems to be limited to 2 bar. Because auxiliary elements, such as insulators, are not

applied, the impurity content in the hot zone should be low. Low service and mainte-

nance costs are to be expected. A cost reduction of about 20% compared to VB growth in

a pressure vessel has been reported [52].

Another approach to reduce production costs determined in addition to the costs of

the production equipment by the operational capacity and the crystal growth rate is the

simultaneous growth of several crystals [53–55]. For example, Eichler et al. [56] disclosed

a Tammann-Ströber–like apparatus for the LEVGF-growth of III-V-crystals. The cylin-

drical hot zone is assembled of planar top and bottom heaters and a mantle heater

possibly composed of several heating elements in between. CFC-heating elements

characterized by superior heat conductivity and embedded in a graphite carrier for heat

equalization and graphite heating elements are applied for the planar and mantel

heaters, respectively. The dimensions of the planar heaters overlap the mantel heater(s).

Several crucibles of the same dimensions are coaxially arranged around the axis of the

hot zone, resting in cone-shaped support members on the bottom heater. In the center
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of the hot zone, a further crucible or an additional heater has been arranged. The seed

position in the seed wells is for all crucibles at the same relative height. Crystal growth is

performed by lowering the temperature of the bottom heater while the mantle heater is

kept at a temperature close to the melting point. The diameter of the complete

arrangement is much larger than its height. The latter one is generally scaled with the

length of the crucibles. The hot zone resides in a vacuum-tied pressure vessel.

Obviously, due to the arrangement of the crucibles outside the axis of the hot zone,

the cylindrical symmetry in each of the crucibles has been broken, which could lead to

unacceptable radial/azimuthal inhomogeneities in the grown crystals. However, this

breakdown of symmetry could be compensated for to an acceptable degree by filling the

clearances between the crucibles by means of specific material bodies, the heat con-

duction properties of which are adapted to that of the freezing substance. Graphite,

ceramics, and fiber materials (graphite felts and laminates) with adjusted density were

used. As a result, the radial temperature gradient with regard to the central axis of the hot

zone was suppressed. In addition, the axial temperature distribution could be properly

designed by utilization of the anisotropic heat conductivity of fiber materials. As a side

effect, the convection in the gas phase, which has to be considered at pressures higher

than several bars, was likewise reduced by the fillers.

The described VGF method has been successfully used for the growth of 9� 300B,

7� 100 mmB, 3� 150 mmB, and 3� 200 mmB GaAs single crystals. Also, 4� 100 mmB

InP (flat bottom) and GaP crystals have been successfully grown.

For both methods discussed, an upper limit of the growth rate v exists, which is

determined by the heat balance at the solid/liquid interface. Neglecting the heat

transport in the melt to the interface, it follows:

v=gradTs � ls=Lrs

with the latent heat of fusion L, the thermal conductivity ls, the temperature gradient

gradTs and the density of the crystal rs.

Inserting for ls/Lrs¼ 5.4� 10�5, 4.5� 10�5 and 2.0� 10�5 cm2/ks for Si, InP, and

GaAs, respectively, and assuming (typical) gradTs¼ 5 K/cm, the upper limits of growth

rate are 9.7, 8.1, and 3.6 mm/h. It furthermore follows that changes of the temperature

gradient in the crystal will lead to corresponding changes of the maximum growth rate.

Due to the combined axial and radial/lateral heat flow in the crystal and the melt, the

melting point isotherm—that is, the solid/liquid interface in case of rough growth - is

typically not flat but curved. In addition, the thermal field often deviates from an exact

cylindrical symmetry; that is, the interface is not rotationally symmetric. Its shape is

formed in such a way that the effective local heat flux is always perpendicular to the

corresponding element of the interface. More specifically, for III-V compounds, it is

concave toward the crystal with an increasing curvature near the crucible wall [57,58].

The latter is a consequence of the low thermal conductivity of the crystal relative to the

higher axial conductivity of the exclusively used pBN crucible wall (see Section 9.2.3).

The interface deflection increases with growth rate. A concavely curved interface is
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known to deteriorate the structural (stresses, dislocations, spontaneous nucleation at the

crucible wall) and chemical perfection (macroscopic segregation) of the crystal [59].

A slightly convex shape would significantly reduce these problems. Therefore, efforts

have been reported to flatten the shape of the interface up to the three-phase junction at

the crucible wall by equipment-oriented optimization of the furnace profile in the

gradient zone by localized radiant heating [58] and by a control of convection in the melt.

In contrast, for Cd1�xZnxTe growth in quartz ampoules, a strongly convex-shaped

phase boundary is found at the beginning of the growth, followed by slightly convex-

shaped phase boundary in the middle and a flat phase boundary at the end of the

growth. This is due to the similar heat conductivities of fused silica and II-VI

compounds.

Several possibilities to influence convective flows and thus interface shape by

external force fields have been studied in the past [60], including flow control by elec-

tromagnetic fields, submerged or booster heaters, and excitation of vibrations. However,

to the author’s knowledge nothing is known about the application of these possibilities

in industrial VB/VGF crystal growth for III-V compounds.

9.2.2.2 Flow Control by Electromagnetic Fields
A widely used means to externally influence the natural convection and the T-field in VB

growth is crucible rotation, but it is rarely applied in VGF growth.

The melts of compound semiconductors are electrical conductors. Therefore, steady

as well as alternating (pulsating, rotating, and traveling) magnetic fields, also in com-

bination, are basically suited to actively influence the hydrodynamics and heat/mass

transfer directly in the bulk of the melt as well as near the solid/liquid interface. Two

objectives are pursued: damping of stationary or nonstationary natural convection and

excitation of controlled stationary fluid flow, such as to override and/or stabilize natural

convection, to symmetrize the thermal field of the heater, and to flatten the solid/liquid

interface near the crucible wall. However, the Prandtl numbers of semiconductor melts

are small (see Table 9.1), so a forced flow should be strong enough to contribute to the

overall heat transfer in the melt and, therefore, to influence the interface shape and

interface position. On the other hand, large driving forces result in unwanted flow in-

stabilities; therefore, a compromise has to be found. In particular, nonstationary flow is

appropriate for stirring a melt, such as to homogenize dopant distribution. The topic is

thoroughly considered by D. Vizman in this volume. Reviews treating the application

of magnetic fields in crystal growth of compound semiconductors can also be found in

Refs [61–65].

Concerning the application of static magnetic fields in VB/VGF growth of compound

semiconductors, only a few experimental and numerical results have been reported; for

example, see Refs [66–73]. Much more attention has been paid to numerical and, to a

lesser extent, to experimental, III-V related studies of alternating magnetic field in

Bridgman-like configurations.
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Rotating magnetic fields (RMF) have been reviewed in Refs [63,65,74]. For example,

the growth of 2-inch Si-doped GaAs single crystals by the vapor pressure–controlled VGF

method with and without an RMF should be mentioned. Details of the growth trials are

given in Ref. [75].

Schwesig et al. [76] (in agreement with [77]) concluded that alternating magnetic

fields do not allow minimization of the concave shape of the interface around the triple

junction at the crucible wall if the axial thermal conductivity of the crucible material

used is higher compared to the grown crystal. This is the case in growing III-V-crystals

in pBN crucibles. It can be avoided by a localized radial heating at the gradient

zone [58].

Among time-dependent magnetic fields, the traveling magnetic fields (TMF), possibly

in connection with a steady magnetic field [78], is the most flexible means to influence

hydrodynamics in electrically conducting melts [79]. The TMF drives directly either an

upward or downward meridional (axial and radial) melt flow without exciting an

unnecessary azimuthal flow as an RMF.

In laboratory trials, the AC magnet is often arranged outside the growth chamber.

This has the disadvantage that, due to the field loss in the space between the magnet and

the crucible caused by the chamber wall, screens, and heaters, stronger magnets must be

used in order to exploit the entire potential of a TMF [64]. This especially applies for the

growth of III-V and II-VI compounds with high vapor pressures, requiring very compact

chambers with water-cooled walls. As a result, only approximately one-tenth of the

magnet energy is indeed invested in the crucible. The positioning of the AC magnet

inside the growth chamber would be a solution.

This idea has been advanced by the group of P. Rudolph using the earlier approaches

of Keiki [80], Grimes [81], von Ammon et al. [82], and Mühe et al. [83]. Details can be

found in Ref. [64]. As a result, the so-called internal heater-magnet module (HMM) has

been developed and built, including power supply and control systems. In the mean-

time, the HMM has been tested in VB/VGF growth of GaAs and Ge-single crystals [84,85],

as well as for directional solidification of solar silicon [86–88]. It also has been refined for

applications in a multicrucible VGF puller, as outlined in Figure 9.2 [89]. In crystal

growth, the main objective has been the control of the solid/liquid interface shape under

laminar flow conditions, whereas most attention has been directed on an efficient

stirring of the melt during solidification of mc-silicon.

A cylindrical traveling magnetic field with an induction of B¼ 1�10 mT, a frequency

f¼ (10,600) Hz, and phase shifts jFIj ¼ 5�120� can be generated [85]. By varying the

frequency of the ACs, the penetration depth (skin effect) of the magnetic field is deter-

mined—that is, the thickness of the melt layer where a Lorentz force acts. In addition, a

direct current is supplied to the heater coils, which (together with the superimposed AC)

allow for melting of the charge and also generate a steady axial magnetic field. In this

connection, the ratio of the AC and DC is chosen to produce the required traveling

magnetic and temperature fields. If necessary, this ratio can be changed during crystal

growth. However, due to the contribution of the AC to the thermal field, there is a
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limitation for inducing Lorentz force. The temperature gradient is adjusted by bottom

and top heaters according to Refs [38,48].

Numerical results of the influence of HMM-generated TMF on the interface shape for

materials with rather different physical properties (e.g., Ge, Si, CdTe, BeF2, and YAG)

were published by N. Dropka et al. [90]. It was demonstrated that basically for all ma-

terials, a beneficial influence of the TMF on the solid/liquid interface deflection can be

obtained when the process parameter’s frequency, phase shift, and AC current were

properly chosen. However, it has to be considered that with decreasing electrical con-

ductivity, higher frequencies and higher currents are necessary, which enhances the

share of AC relative to DC heating and, therefore, could sets limits for the TMF [91]. In all

cases tested, a downward TMF increased the convexity of the central interface due to a

downward heat transport at the side wall of the crucible. The application of two or more

frequencies makes it possible to influence the waveform of the TMF and thus to tailor

the radial and axial components of the Lorentz force. In addition, up and down waves

can be combined [88,91]. These findings could broaden the applicability of TMF.

9.2.2.3 Submerged Heater
Ostrogorsky [92–94] introduced the modification of the bottom-seeded VB/VGF method

in which a (resting or rotating) flat disc-shaped heater or baffle is submerged into the

melt. This submerged heater method is practically identical to the so-called axial heat

processing method (AHP) described in a patent application by Golyshev and Gonik [95].

FIGURE 9.2 Internal heater-magnet module
(HMM) for application of several crucibles. 1–3
are the connections; 5a–5d, 6a–6d, and 7a–7d are
the interconnected upper, middle, and lower
HMM’s. (From patent DE10 2012 204 313 B3,
courtesy of N. Dropka et al./IKZ Berlin 2012.)
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The submerged heater/baffle is encased to prevent contact to the melt, using pref-

erably the same material as the crucible (e.g., silica, graphite). It separates the melt into

an upper and lower zone. The temperature of the submerged heater is held above the

melting temperature of the material to be solidified. Together with the axial temperature

gradient, this temperature difference determines the position of the solid/liquid inter-

face below the heater, typically 3�10 mm away [96]. As the crystal grows upwards, the

crucible or the submerged heater is slowly lowered or raised, respectively. During

growth, the lower melt is continuously replenished with melt of constant composition

from above the heater through an annular gap of approximately 0.3�0.5 mm [94,96]

between crucible and heater, at which the gap should prevent back diffusion of solute.

The influence of nonvanishing back diffusion has been considered in Ref. [97].

The shape of the solid/liquid interface can be controlled by the temperature of

guarding heaters surrounding the crucible [98]. A circular disk with high heat conduc-

tivity and possibly a shaped surface [99] below the submerged heater further improves

the uniformity und symmetry of the T-field in the lower zone. Radial temperature dif-

ferences as low as 0.5 K were measured in growth experiments of Ga-doped Ge and

Te-doped InSb [100]. Further details are given in Refs [94,95].

Due to the reduced height and the small radial temperature difference of the melt

under the heater, the axial and radial Rayleigh numbers of the enclosed melt are reduced

by a factor of 103–104 compared to VB/VGF without the submerged heater [100].

Therefore, a submerged heater has nearly the same effect on the reduction of the Ra

number as a decrease of the gravitational acceleration under microgravity conditions.

Except for a short transition range, the distribution of dopants reaches steady state

with the initial melt concentration, clearly indicating diffusion-controlled axial segre-

gation. The radial solute distribution in the crystals was found to be quite uniform, which

proves a nearly convection-free segregation and/or flat solid/liquid interface.

The submerged heater/baffle can also be rotated for stirring and homogenization in

the lower zone. Instead, the same effect can be reached by a small axial/radial DC

electric current in the melt flowing between a central electrode in the axis of the heater/

baffle and the crucible wall and in the presence of an axial magnetic field. The corre-

sponding axial and radial solute distributions have been numerically investigated for

different stages during growth and different process parameters in a number of papers

by Bliss et al. [71–73,101–103].

The stirring effect described above is qualitatively similar to that of the application of

a rotating magnetic field. A comparison of both methods has been made in Ref. [102].

9.2.2.4 Flow Control by Vibrations
A further possibility to influence the heat and mass transfer in the melt, the shape of the

interface, and possibly also the interface kinetics is the application of various vibrational

techniques [60,104–107], which are considered in detail by P. Capper and E. Zahrikov in

this volume. These include the well-known accelerated crucible rotation technique

(ACRT, [108,109]), the angular vibration technique (AVT, [110–112]), the axial vibration
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control (AVC, [113,114]), the coupled vibrational stirring of the ampoule (CVS, [115]), and

ultrasonic vibrations [116,117]. Vibrational techniques are basically applicable to all

methods of crystal growth from the melt, the floating zone technique, Czochralski, and

the VB/VGF method. They are characterized by the cycle time s and acceleration/

deceleration rate in ACRT; angular frequency f (O(f)z 1 Hz) and angular amplitude

b¼ a/2p (O(b)z 0.04) in AVT; axial frequency f of crystal or submerged body and

amplitude A (O(A)z 10–100 mm) in AVS; frequency, amplitudes, and the phase shift of

the sloshing motion of the crucible in CVS; and frequencies in the range of 0.15–10 MHz

in the case of ultrasonic vibrations. A detailed analysis shows that each of the techniques

mentioned above creates an individual type of flow in the melt and, correspondingly, the

induced flow is controlled differently in each method [105].

With the exception of ACRT, these methods are not yet applied for crystal growth

outside laboratories. In the 1080s and 1990s, the applicability of ACRT to the VB growth

of II-VI compounds (CdHgTe, CdTe, Cd1–xZnxTe) was thoroughly investigated in a series

of experimental studies by Capper et al. [118–124]. II-VI compounds are difficult to grow

with satisfying yield, size, and crystal quality (grain boundaries, twins, and dislocation

density). The topic is reviewed in Refs. [41,42,118].

The formation of a stable Ekman layer is very important to maintain a flat solid–liquid

interface [124]; it allows for a faster stable growth rate [122], improves macrocrystallinity

[123], and results in better radial and axial homogeneity [122,123]. The segregation

behavior of important elements in CdxHg1�xTe crystals grown by VB without and with

application of ACRT have been compared [121]. Distribution coefficients were found to

be lower in ACRT material.

9.2.3 Optimization and Control of VB/VGF-Growth

For the development and the optimization of hot zones of VB/VGF devices, thermal

modeling is widely used. In addition to all-purpose software packages, such as ANSYS

and FIDAP, adapted software such as Crysvun or Crysmas [125], CGSIM [126], and

FEMAGSoft [127] can be used. All mechanisms of heat transport (conduction, radiation,

convection in the fluid phases) as well as effects at interfaces (latent heat of fusion,

facets, supercooling) are regarded in two dimensional (2D) and three-dimensional (3D)

time-dependent models. Numerical modeling of heat transfer, flow dynamics, and the

influence of external fields in crystal growth are covered in detail in the chapters by

Derby, Yeckel, and Kakimoto in this book; therefore, these topics will not be explored in

depth here.

The temperature of the heaters is controlled by thermocouples, the stability of which

depends on the growth conditions. For temperatures below 1100 �C, Ni/NiCr thermo-

couples (type K) are convenient; for higher temperatures, Pt/PtRh and W/WRe ther-

mocouples have to be applied. In addition to the high temperatures, the ambient

atmosphere (CO, As, P, etc.) possibly also limits the lifetime and reliability of thermo-

couples. So, for example, W/WRe-thermocouples degrade in the course of GaAs crystal
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growth in a cold-wall system up to 20 K. For this reason in multiheater arrangements, the

power of most of the heaters is controlled; the exception is the main heater, in which a

relative graduation of the corresponding thermocouple situated distant from the charge

can be performed by using the phase transition at melting of the charge. As an example,

the evolution of the power at a constant set point of temperature Tset> Tmelt during

melting as well as during crystallization at decreasing temperature of 25 kg GaAs is

depicted in Figure 9.3. It is compared with the behavior of a graphite block under

identical conditions replacing the charge The area between the two power curves

characterizes the latent heat of the solid/liquid phase transition. The time s, the melting

of the charge, requires increases with decreasing temperature Tset of the control

thermocouple. An analysis of the hyperbolic dependence s(Tset) yields a Tset, melt cor-

responding to the melting temperature of the charge, which can also be used to define

the superheating of the melt. In a similar way, the thermocouple at seed position can be

graduated and different thermocouples can be compared with each other to ensure a

“copy exact” of the growth process from run to run and from furnace to furnace.

9.3 Growth of Binary Compound Semiconductors
9.3.1 Synthesis

Crystal growth precedes synthesis of the compounds from the constituents. Under in-

dustrial conditions, it is commonly performed in separate equipment. Composition

close to the stoichiometric one, high purity, and shape of the ingot adapted to the growth

crucible are the main demands that have to be fulfilled. The application of high-purity

constituents (“7 N”) and possibly an etching before charging the crucibles are manda-

tory. Depending mainly on the thermochemical properties of the constituents, one of the

following methods is used: horizontal/vertical gradient freeze, injection synthesis, or

high-pressure direct synthesis.

(a) Melting at T > Tmelt

(b) Crystallization at decreasing T < Tmelt

Time

Latent heat

latent heat
H
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Reference without GaAs

FIGURE 9.3 Time evolution of heater power during melting (a) and crystallization (b) at constant or decreasing
temperatures, respectively.
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The synthesis of antimonides (InSb, GaSb) can easily be performed by a melting

together the constituents with an excess of antimony in a pretreated horizontal or ver-

tical boat made from fused silica, pBN, and graphite, respectively, followed by direc-

tional solidification. Due to gravity segregation, mechanical stirring could be necessary.

Selenides and tellurides (e.g., Cd1�xZnxTe) are synthesized in quartz ampoules. After

evacuation and sealing off, the charge is heated in an encapsulated furnace to initiate the

exothermic reaction, then homogenized and directionally solidified. The resulting ingot

is ready for crystal growth. Due to deviation of the congruent melting point toward the

Te-rich side of the phase projection, a Cd excess must be added in order to ensure near-

stoichiometric composition.

The high-pressure method using a pressure vessel has been commonly used to

synthesize GaAs, InP, and GaP from the components under a boron oxide encapsulate in

a PBN crucible and an appropriate argon or nitrogen overpressure [128–130]. After a

homogenization period slightly above the melting temperature, the charge is direc-

tionally solidified. Reactions between charge, encapsulation, and ambient atmosphere

have to be considered. An ingot slightly rich in the V-component is preferred for sub-

sequent crystal growth.

Alternatively, the injection method developed by A.G. Fisher [131] has been applied

for the synthesis of InP and GaP. Red phosphorus is controlled sublimated in a separate

compartment and reacted with molten gallium and indium in a pBN crucible covered by

boron oxide encapsulant. A more complex system for in-situ injection synthesis and

magnetic field–supported LEC (Liquid Encapsulated Czochralski) growth of InP single

crystals in a two-step process has been developed by Bliss et al. [39].

9.3.2 Liquid Encapsulation

Boron oxide has turned out to be best suited to fully encapsulate the charge for synthesis

and growth of arsenides and phosphides. Two objectives are pursued: prevention of

decomposition due to the high partial pressure of the V component and formation of a

separating layer between crucible and charge [132].

Boronoxide is produced fromhigh-purity boric acid by a high-temperature treatment in

vacuum. It contains chemically boundedwater, the content ofwhich can be adjusted and is

usually between 200 and 3000 ppmw depending on the application. The water content is

part of the“oxygenpool”of the systemand isessential for synthesis aswell as crystal growth.

The overall content of metallic impurities relevant for compensation is below 1 ppmw.

Boron oxide cannot be regarded as an inert cover, but instead is part of a reaction

system. To ensure reliable and reproducible synthesis and growth with well-determined

properties, a comprehensive chemical analysis of the rather complex reaction system

would be necessary, comprising on one side the III/V-ratio (stoichiometry) and on the

other side the behavior of impurities (gettering) and dopants with possible consequences

for the properties of the III-V compounds but also for surface tensions at three phase

boundaries, for example (see Section 3.3).
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Several attempts have been made to formulate the most important chemical re-

actions between boron oxide and the other phases of the system to find the technological

control parameters relevant for the system. However, as indicated by Oates and Wenzl

[133], this approach is less successful because of the great number of components/

species and interrelated reactions in the system. Instead, the concept of minimization of

the Gibbs free energy of the global or of a partial system is more appropriate. This

analysis can be performed by the complex software ChemSage [134,135] and its suc-

cessor FactSage. Other program packages with similar capabilities are available on the

market, such as Thermo-Calc [136] or HSC Chemistry [137].

The basics of the ChemSage package and the general procedures are described in

Ref. [138]. An example of chemical modeling applied to different questions in the GaAs-

encapsulant system is given in Ref. [139].

9.3.3 Crucibles

Crucibles for synthesis and growth of compound semiconductors have to fulfill several

physical/chemical and technological requirements: high-temperature thermal and me-

chanical stability allowing repeatable use without deterioration of the product’s quality

or safety risks, no wetting, no interaction between crucible wall and melt/crystal leading

potentially to contamination or structural defects near the surface or in the bulk of

crystals, reproducible and homogeneous properties, reliable production of crucibles to

ensure similar synthesis and growth procedures from charge to charge, and, finally, low

production costs. Pyrolytic boron nitride (pBN) was proven to be the best for the syn-

thesis and growth of Ga- and In-arsenides and phosphides, even for industrial use. GaSb

and InSb and the selenides/tellurides, respectively, can be grown in pretreated fused

silica crucible.

Freestanding crucibles of pBN are reproducibly produced by the chemical vapor

deposition (CVD) process on a graphite mandrel at temperatures between 1450 and

2300 �C in a hot wall furnace [140,141] using boron trichloride (BCl3) and ammonia

(NH3). pBN is a fine-grained anisotropic high-temperature ceramic with a layered

hexagonal structure similar to graphite but with a different step sequence in the

c-direction (AAA in pBN, ABAB in graphite). In the CVD process, the c-axis is parallel

to the growth direction, resulting in a pronounced texture of the material. Properties

and the morphology/grain structure of pBN can be influenced by the deposition

conditions [141].

The VB/VGF of III-V compounds is critically sensitive to crucible preparation [142]. It

determines not only the lifetime of a crucible as a cost factor but also the structural

quality of the crystal. Before first use of the crucible and after each run, pBN crucibles are

usually heat treated at 900–1200 �C for several hours in air, an oxygen/nitrogen mixture,

or pure oxygen, to form a boron oxide layer mainly on the inner wall, which is in contact

with the III-V melt/crystal. The thickness of the boron oxide coating is approximately

10–15 mm. Coating the crucible with boron oxide, together with additional B2O3 placed
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between seed and ingot and on top of the ingot, leads to full encapsulation of the ma-

terial after melting. According to Duffar et al. [143], liquid boron oxide spreads over pBN

with a wetting angle of 59� � 2�. Wetting of pBN by B2O3 appears to increase with its

water content [144].

Special attention has been directed to the process of oxidation in order to ensure a

homogeneous layer of constant thickness and constant properties [144,145] on selected

parts of the crucible wall, including the seed well. Instead of oxidizing pBN itself, a

boron-containing compound can be coated first and then oxidized [146].

After cooling a charged crucible to room temperature, the boron oxide layer solidifies;

hence, the crucible and ingot are fixed to each other. The pBN crucible, therefore, is

delaminated by removing the ingot, which reduces its lifetime. Surface sites where the

ingot adhered to the crucible tend to produce chips and/or defects in the ingot. In

addition, due to its much higher coefficient of expansion compared to III-V compounds,

shrinkage of the crucible places stress on the crystal, possibly resulting in slip lines.

Coating the crucible instead with boron oxide by pBN powder in dry state or by slurry

and subsequent heat treatment has been proposed to prevent these effects [147,148].

Coating of the seed has an additional advantage: a gap between crucible and seed can be

avoided, which otherwise would be infiltrated by melt and could cause spurious

nucleation at crucible wall and polycrystallization or twin generation [148].

Qualitatively, it is commonly accepted that the appearance of near-surface defects in

liquid encapsulated VB/VGF growth of semiconductors is related to the local wetting

behavior in the region of the three-phase junction line (TPL) and its local and temporal

change.

Under special conditions, a detachment of the growing crystal from the crucible can

be achieved. Further details will be considered by T. Duffar in this volume.

9.3.4 Facets and Local Interface Shape

The macroscopic shape and position of the solid/liquid interface in the course of crystal

growth is determined by the time-dependent heat transport in the entire system, slightly

modified by impulse and mass transport. It has been already discussed in Section 9.2.

On the other hand, the phase transition occurs on an atomic scale and is governed by

the atomic structure of the interface and the related atomic mechanisms of growth.

According to the two-level lattice model of K. A. Jackson [149], the transition from an

atomically smooth to a rough solid/liquid interface can be evaluated by the Jackson

factor a ¼ DS
k xhkl wherein DS, k, and xhkl¼ h/Z are the melting entropy, the Boltzmann

constant, and a factor, respectively, calculated from the number of bonds of first coor-

dination of growth units in the plane {hkl} divided by the number of bonds of growth

units in the crystal. Corresponding data for some III-V compounds are given in Table 9.2

in comparison to silicon. The interface will be rough for a< 2 and smooth for a> 2. Later

refinements of the Jackson model and Monte Carlo simulations of surface roughening,

including a driving force Dm for crystallization, have specified the critical factor to be
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acz 3.2 for Dm¼ 0 (thermodynamic equilibrium) and increasing ac for increasing

b¼Dm/kT (kinetic roughening) [150]. It follows from Table 9.2 that the most closely

packed {111} planes can be expected as atomically smooth facets, with the lowest spe-

cific solid/liquid interface energy in melt growth of compound semiconductors.

In Figure 9.4, a Lang topogram of a {110}-oriented longitudinal slice is shown from the

cone-shaped part of Si-doped <100>-grown GaAs crystal. It is used to illustrate the main

characteristics of facets, which qualitatively also apply to other III-V compounds. This

has been done because facets are certainly a prerequisite of twinning (Section 9.3.6.3).

A region of facetted growth near the surface of the cone can easily be recognized by

some straight lines—kinetic striations according to [151]. The extension of facets is

typically several millimeters, measured on longitudinal cuts containing the growth axis.

Apart from the faceted region, slightly concavely curved thermal striations mark

instantaneous positions of the atomically rough solid/liquid interface. These regions

differ from each other by the growth mechanism. It should be mentioned that the

observation of thermal striations in the Si-doped crystal points to a nonstationary

convection in the melt, despite low Grashof-numbers.

Dislocations Rough s/l interface

Dislocation

Facets

Smooth s/l interface

Dislocations

Seed

<100>

<111>

{110}

Facet

FIGURE 9.4 Lang topogram, with Insert: g!¼ ð202Þ. (Courtesy of V. Alex/IKZ Berlin, 2002.)

Table 9.2 Jackson Factor of Some III-V-Compounds

Material L/kTm h/Z (100) h/Z (111) a{100} a{111}

Si 3.6 1/2
3/4 1.8 2.7

GaAs 7.4 1/2
3/4 3.7 5.6

InP 5.6 1/2
3/4 2.8 4.2

GaP 8.5 1/2
3/4 4.3 6.4

InSb 7.1 1/2
3/4 3.5 5.3

CdTe 4.4 1/2
3/4 2.2 3.3
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The growth rate for a rough interface is approximately given by Vz bTDT, with bT and

DT being the kinetic coefficient and the supercooling driving growth, respectively [152].

With an estimation of bTz 20 mm/sK for silicon [152] and a typical growth rate of

V¼ 5 mm/min, a characteristic supercooling DTz 0.004 K is obtained. With respect to

the smaller growth rate of compound semiconductors, even lower supercooling has to be

assumed. Therefore, the solid/liquid interface agrees with the melting point isotherm

during growth and, thus, thermal striations can be regarded as demarcations of the

instantaneous position of an interface.

On the other hand, the displacement of a faceted region perpendicular to the facet

requires a repeated 2D nucleation followed by rapid spread of steps parallel to the facet.

The velocity Vstep is determined by a kinetic coefficient of step movement, the step

orientation, and local undercooling [152]. This implies a supercooled regionf in front to

the facet. The growth rate V depends on supercooling DT according to lnVf� 1/DT .

The 2D nucleation occurs at a site with maximum supercooling, probably near the TPL.

The spreading of steps is stopped as soon as DT¼ 0 is reached. Latent heat is released

during displacement, which is dissipated in the crystal or the undercooled melt in front

of the facet and is controlled by the overall T-field around the interface. Therefore,

growth could occur intermittently, leading to kinetic striations (See below). Facet areas

are almost dislocation free.

If dislocations cross the facet, nucleation is no longer necessary and VfDT 2 is ful-

filled for small supercooling, assuming movement of approximately straight steps with

Vstep distant from each other. With increasing supercooling or higher density of

threading dislocations, the distance between steps decreases and the thermal fields of

steps superpose, resulting in VfDT. Again, a supercooled region exists in front of the

interface, which should depend on type and number of threading dislocations. But at

high enough density of crossing dislocations, facets will vanish. The maximum super-

cooling in areas with threading dislocations is surely smaller compared to dislocation-

free areas, where the 2D nucleation mechanism works. Correspondingly, the length of

facets grown by the 2D mechanism will be larger. In general, the length of facets is in

inversely proportional to the T-gradient in the melt and proportional to the super-

cooling. It fluctuates with T-fluctuations in the melt.

As also visible in Figure 9.4, faceted growth can be abruptly terminated. Dislocations

seen in the insert, which was taken by the ð202Þ reflex and/or another defects initiated at

the TPL, are obviously responsible for this sudden breakdown. The subsequent growth

occurs very rapidly with a rough interface, in which the deliberated latent heat obviously

led a local remelting. This is indicated by some shaping of the faceted region and the

black line representing a thermal striation. After that, faceted growth can start again. As

observed by Chen et al. [152,153], twins were generated at the position where the size of

facets varied drastically.

The time-dependent movement of a melt/crystal interfaces consisting of rough and

faceted parts in large-scale melt–growth systems has been modeled by Weinstein and

Brandon [154,155], applying the above mentioned relationships for rough and smooth
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interfaces. The change of the growth mechanism in the faceted region from 2D nucle-

ation to dislocation interface kinetics leads to sudden decreases of the size of a facet.

The critical supercooling for 2D growth can be experimentally determined by

measuring the length of facets and the T-gradients in the melt and the crystal. It amounts

up to about 3 K for GaAs. The supercooling in front of a facet with a threading dislocation

is significantly smaller. The incorporation of dopants/impurities is different in atomi-

cally rough and smooth sections of solid–liquid interfaces at growth rates typical for VB/

VGF of III-V compounds. It can be concluded that both, growth mechanism dependent

fluctuations of the lengths of facets and terminations of faceted growth are controlled by

the local conditions at the TPL.

The c-axis of III-V and II-VI compounds is polar; therefore, {111}A and {111}B facets

have to be distinguished. By measuring the length of facets on two longitudinal {110}

sections parallel to the axis but perpendicular to each other, it has been found for GaAs

that on the average {111}B facets are longer by about 20% than {111}A facets [156]. In

addition, Amon et al. [156] observed that the length of facets decreases with increasing

distance from the seed region. However, facets also occur in the seed well soon after

the seeding procedure. They are important for the structural properties of the grown

crystals [157].

Furthermore, larger aperture angles of the conical part of the crucible cause smaller

facet lengths. Doping will influence faceted growth as well. Therefore, heavy Si-doping

enhances the asymmetry of facet length.

9.3.5 Doping and Segregation

Macrosegregation at crystal growth from the melt is detailed by A. Ostrogorsky and M.

Glicksmann in this volume.

It has been already emphasized in Section 9.3.2 that liquid encapsulated VB/VGF

growth of III-arsenides and III-phosphides occurs in a thermodynamic system, in which

dependence on the constituents being involved has to be regarded as a closed, partially

open, or open system. It follows that not only the III/V-ratio is influenced during growth,

but the distribution of dopants also can no longer be described by distribution functions,

assuming conservation of constituents in the melt. Three examples (tellurium, silicon,

and carbon doping of GaAs) will be discussed in the following for illustration.

The simplest case is the closed system. The dopant is homogenously dissolved in the

melt; no thermochemical reactions have to be considered. The dopant distribution in the

crystal is described by the Scheil equation csolid¼ k c0 (1�g)k�1, with the effective dis-

tribution coefficient k, the initial dopant concentration c0 , and the solidified fraction g.

Examples for this behavior are Te-doping of GaAs (k¼ 0.04) and Zn-distribution in

Cd1�xZnxTe (k¼ 1.25).

Silicon doping of GaAs in liquid encapsulated VB/VGF growth is an example

for doping in a partially open system. Due to the exchange reaction 2B2O3þ
3Si # 3SiO2 þ 4B, silicon added to the melt will be partly incorporated into boron oxide,
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whereas boron pollutes the melt [158]. This reaction takes place during the entire growth

process; that is, the boron content increases continuously from seed to tail of the

crystals. Boron is mainly substituted isoelectrically for the gallium site, but at higher

concentrations it also occupies arsenic sites, which gives a double acceptor. In addition,

a BAs–SiGa complex is formed [158], which is also an acceptor. As a consequence, the

carrier concentration in the grown crystal—that is, the doping efficiency h ¼ n
NSi

, with n

and NSi being the carrier concentration and Si concentration, respectively—will be

reduced twice, by the reduced concentration of Si donors and by compensating boron-

related acceptors. The compensating defects limit the achievable charge carrier

concentration of Si-doped GaAs to approximately 3� 1018/cm3 at a doping level of

8� 1018/cm3. The boron content of the crystals usually increases with the Si concen-

tration and is slightly higher than the latter [159–161]. It is also higher compared to

LEC-grown Si-doped GaAs crystals due to the higher temperature of the boron oxide in

LEVB/VGF growth. In addition, the incorporation of boron in GaAs leads to contraction

of the lattice, which is unwanted for the subsequent epitaxy.

As a first approach, SiO2 is usually added to boron oxide to enhance the Si chemical

activity and to reduce the exchange reaction. Another possibility is the application of a

B2O3/SiO2-mixture to prepare the inner wall of pBN crucibles to enhance their lifetime,

but also for doping with silicon [148].

Still another solution, called “retarded doping,” is disclosed in Ref. [162]. The main

feature of the proposed process consists of adding the predetermined amount of doping

material to adjust the desired electrical conductivity of the semiconductor single crystal

not completely prior to solidification but only partly, with the addition of the remaining

part after partial solidification has occurred in the tapered portion below the transition

to the cylindrical portion of the crucible. For this, the dopant is added in a suitable form,

which enables it to pass the coverage completely in the added amount. The solidification

process can be interrupted for a certain time period to permit dissolution and homog-

enization of the melt. The required homogenization time after the second addition of the

dopant depends on the time since the start of solidification. The first added part of the

dopant should be below the critical concentration to avoid defect formation and twin-

ning in the seeding period (about 4� 1018/cm3 for Si in GaAs). In the second step, the

crystallization in the cylindrical portion of the crucible, a concentration higher than the

critical concentration is added. As a result, a silicon concentration that is 2.5 times higher

and a boron concentration that is lower by a factor of 2–3 in the cylindrical part of the

crystal are observed. Due to the reduced boron concentration in the crystal, the carrier

mobility is higher compared to conventionally doped crystals. A side effect of the pro-

posed procedure is an enhanced yield because defect formation in the conical part can

be reduced due to the reduced dopant concentration.

Carbon doping of GaAs [163] is an example of crystal growth in an open system. The

response to a step-like increase of carbon potential in the gas phase on the axial carbon

distribution in a GaAs crystal initially grown at constant carbon potential is shown in

Figure 9.5. The carbon potential in the gas phase was stepwise increased at g¼ 0.5.
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Due to an equilibrium distribution of C in GaAs (kC¼ 2.0 [164]), the C concentration

continuously decreased up to g¼ 0.5. As soon as the C potential in the gas phase is

raised, a transient region occurs, where the carbon content increases without reaching a

new equilibrium state. This indicates the possibility to establish a control procedure for

compensation of axial carbon macrosegregation. Essential relationships can be clarified

by thermochemical modeling of equilibrium; however, to understand transient behavior,

a transport model is required, as outlined in Figure 9.6 [165]. According to this model,

carbon is supplied to or extracted from the melt by decomposition or formation of CO at
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FIGURE 9.5 Comparison of measured (dots) and calculated (solid lines) axial carbon distributions in vertical
gradient freezing (VGF) GaAs crystals grown under conditions of an open system. (Localized Vibrational Mode
spectroscopy)

Gas atmosphere

CO

C O

C O

O

Oxides

Boron

Crucible
Fully mixed melt

Segregation

Crystal

Phase
boundary

oxide

FIGURE 9.6 Advanced transport and segregation model.

354 HANDBOOK OF CRYSTAL GROWTH



the boron oxide/GaAs melt interface, with the assumption of a preset CO partial pressure

in the gas phase and diffusional transport in boron oxide. Carbon in the GaAs melt is

incorporated into the growing crystal according to the equilibrium distribution coeffi-

cient, but it can react with dissolved oxygen in the melt. The dissolved oxygen content in

the melt is determined by an incorporation of oxygen from the B2O3 melt and an

extraction due to oxidation of As and Ga at the GaAs/B2O3 interface and evaporation of

Ga2O at the surface of the encapsulant.

Furthermore, system-related parameters, such as the area and thickness of the boron

oxide layer and its transport properties [165], are included. The elementary processes

included in the model are schematically illustrated in Figure 9.6.

Transport in the GaAs melt is assumed to be quick enough in order to neglect con-

centration differences in the melt. Assuming further a planar solid/liquid interface, the

balance of carbon and oxygen in liquid GaAs can be expressed by expanding the well-

known Scheil equation as follows:

dNC
m

dt
¼ �dNC

s

dt
þ
dNC

B2O3

dt
� dNC

R

dt
;

dNO
m

dt
¼ �dNO

s

dt
�
dNO

B2O3

dt
� dNO

R

dt
þ dNO

res

dt
:

In these equations, m is GaAs melt, s is GaAs, B2O3 is the boron oxide, and R is the

ambient.

The first terms on the right-hand sides describe the incorporation of carbon and

oxygen into the growing crystal (usual Scheil equation); the second terms show an

effective transport of carbon (CO) and oxygen (Ga2O)-containing species through boron

oxide (index B2O3), including reaction kinetics at the phase boundaries; and the third

terms (index R) show a decrease of carbon and oxygen in the GaAs melt due to a

chemical reaction and transport of carbon oxide into boron oxide and surrounding gas

phase. The last term in the balance equation of oxygen takes into consideration that

boron oxide can serve as a reservoir for oxygen due to the heterogeneous reaction of

nitrogen with boron oxide. Further details can be found in Ref. [165].

The system of differential equations given above has been numerically solved and

applied to analyze the axial C-distributions in 150 mmB GaAs crystals under various CO

partial pressures. Results are represented in Figure 9.5. Except for the initial concen-

trations of carbon and oxygen in the melt, which were fitted, the different experimentally

obtained carbon distributions could be described by the developed C–O model using a

single set of parameters quite well. Based on this, a control procedure has been devel-

oped using a predetermined function pCO¼ f (g) at a preset oxygen chemical potential to

ensure nearly constant axial carbon concentration. The procedure works equally for VGF

and LEC growth. Solely, the enhanced transport of carbon oxides in the boron oxide melt

has to be regarded due to stronger (natural and forced) convection compared to VGF.

Due to the time-dependent natural (VGF) flow in the melt, microsegregation occurs

during growth, resulting in thermal and kinetic striations [151] with a distance up to
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several millimeters for Si-doped crystals. All in all, striations do not influence the

application of semiconducting GaAs wafers.

9.3.6 Crystal Defects

9.3.6.1 Point Defects
Theoretically, a plurality of intrinsic point defects exists in compound semiconductors

[166]. Besides vacancies and interstitials, there are also antisite defects and complexes

consisting of impurities/dopants and intrinsic point defects. In thermodynamic equi-

librium at the growth temperature, those point defects dominate, the Gibbs free energy

of which is minimal under the constraint of electrical neutrality and composition

(chemical potential). If the point defect concentration is low (<10�4), then it depends

on the formation enthalpy only, according to f e�hf/kbT. Under these conditions, the

contribution of configurational and vibrational entropy can be neglected [167]. The

enthalpy of formation of point defects is essentially determined by the chemical po-

tential of the carriers (Fermi level) [168]. Written for GaAs, the enthalpy of formation of a

defect is given by:

hf ¼ e
f
0 þ qme �

1

2
ðnGa � nAsÞDmGaAs �

X
ndotDmdot

where e
f
0 is the formation energy independent of chemical potentials; q is the elementary

charge; me is the chemical potential of electron (Fermi energy); (nGa� nAs) is the deviation

from stoichiometric composition; DmGaAs is the chemical potential of GaAs; ndot is the

number of dopant atoms; and Dmdot is the chemical potential of the dopant.

It is obvious that electrically charged defects influence the position of the Fermi level

and, therefore, the formation enthalpy and the concentration of all other electrically

charged defects. This behavior is called the Fermi-level effect. Tan, Gösele, and Yu have

developed a thermodynamic model of the Fermi-level effect in compound semi-

conductors, in particular for GaAs [169,170]. They concluded that at thermodynamic

equilibrium, the most dopants will be compensated by intrinsic point defects or point

defect complexes. Kretzer [160] described the doping efficiency at room temperature as a

nonequilibrium state. The formation of compensating defects is suppressed by kinetic

effects below a certain freezing temperature. For example, in n-type GaAs, the freezing

takes place between 650 and 750 �C.

9.3.6.2 Dislocations
In addition to point defects and the related electrical and optical properties (doping,

carrier concentration, mobility, local and global homogeneity) of compound semi-

conductors, their structural perfection—that is, the density and distribution of one-, two-

and three-dimensional lattice defects—are equally important properties, influencing the

performance and reliability of electronic devices. For a more detailed coverage of the

subject, the reader may consult the reviews by Hurle [21], Rudolph [13,166], Klapper

[171], Völkl [172], and H. Klapper and P. Rudolph in this volume.
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The density and distribution of dislocations and the related residual stress fields in

melt-grown crystals are caused by thermoplastic relaxation of thermally and, to a much

lower extent, constitutionally induced stress during crystal growth [173]. Thermoplastic

relaxation is controlled by (material-dependent) dislocation dynamics—conservative

glide and nonconservative (thermal and/or stress-induced diffusional climb) motion of

dislocations, multiplication of dislocations by interaction, and their rearrangement.

Dislocations are introduced from the dislocated seed crystal, initiated at outer surfaces

or internal phase boundaries, and generated at different kinds of multiplication mech-

anisms. Homogeneous nucleation of dislocations is insignificant. The thermal stress

field for this part is unambiguously related to the time-dependent temperature field,

including its local and temporal fluctuations during growth and cooling. An empirical

optimization of temperature fields in growth equipment with respect to lowering stress

and controlling dislocations is very time-consuming. Therefore, numerical simulation

techniques have been developed to predict the dislocation density and distribution, to

study the influence of growth parameters and doping/impurities, and to tailor the T

field. Numerical modeling will be treated by Miyazaki in this volume.

The dislocation density (r) is commonly equated with the etch pit density (epd)

determined on a plane cut of the crystal after a dislocation sensitive etching. Usually,

100% area mappings are automatically enumerated and evaluated statistically. An

example of an epd mapping of a 150-mm diameter semi-insulating GaAs crystal is

represented in Figure 9.7. The inset shows the typical cellular arrangement of the

dislocations. Typical data of dislocation densities for <100>-oriented III-V compounds

are presented in Table 9.3. The dislocation density increases with increasing diameter

because of the larger nonlinearity of temperature fields. A slight W-shaped pattern

is observed, with a minimum typically around R/2. The distribution in the <100>-

direction is somewhat different from <110>, with higher densities at the periphery

around <100>.

FIGURE 9.7 The epd-mapping of a 150-mm GaAs wafer (standard KOH etching).
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The dislocation density of Cd1�yZnyTe substrates measured on {111}A or {111}B planes

has been found to vary in the range of 2� 104/cm2 –1� 105/cm2 [174]. A lattice hard-

ening effect of Zn is suspected to lead to a lower dislocation density in comparison with

pure CdTe [51].

Independent of the growth method and the diameter of the crystals, the majority of

dislocations in undoped, C-, Te-, and B-free Si-doped GaAs form an irregular cellular

pattern consisting of tangled walls with high dislocation density and a nearly dislocation-

free interior. Dislocation cells occur also in GaP, CdTe, Cd1�xZnxTe, PbTe, but obviously

not in InP.

The disorientation angles between cells caused by the dislocation walls are very small

(around 10 arcsec). The patterns turn out to be very stable to a postgrowth annealing,

indicating that they were formed immediately behind the growth front at high tem-

peratures. The mean cell diameter is inversely proportional to the average epd [13] and

reaches >2 mm for epd <5� 103/cm2. With decreasing dislocation density, the cell walls

disintegrate into fragments. From laser scattering studies [175,176], it could be

concluded that cells have a globular shape, ruling out constitutional supercooling as a

reason for dislocation cell structures.

No cells were found in crystals grown from a nearly stoichiometric melt [177] or in Si/

B- or In-doped GaAs [177]. The latter is due to a dopant-dependent lattice hardening,

resulting in very low density of dislocations, which moreover are distributed inhomo-

geneously. A detailed analysis of the corresponding pattern for Si-doped GaAs is pub-

lished in Ref. [178].

A Burgers vector analysis performed by Schlossmacher and Urban [179] has

demonstrated that 70–80% of dislocations forming the cell walls are 30� and 60� dislo-

cations in the glide set and 7–11% are screw dislocations. Therefore, glide processes play

an important role in the formation of cells. On the other hand, the disappearance of cells

in nearly stoichiometric GaAs has been interpreted by an influence of point defects (i.e.,

nonconservative climb and cross-glide processes on cell formation) [13]. The concen-

tration of structural point defects realizing the off-stoichiometry is reduced to thermally

activated point defects in stoichiometric GaAs only.

The origins of cell pattering in III-V compound semiconductors with emphasis of

undoped GaAs have been thoroughly investigated by Rudolph [13,166,177,180]. It has

Table 9.3 Average epd of Liquid Encapsulation Vertical Gradient Freezing (LEVGF)
Grown III-V-Compound Semiconductor crystals (FCM)

Diameter
(mm)

Undoped GaAs
(cmL2)

Si-Doped GaAs
(cmL2)

Fe-Doped InP
(cmL2)

S-Doped GaP
(cmL2)

100 <5� 103 <100 <3 �103 <3� 103

150 <10� 103 <300
200 (8–15)� 103
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been concluded that the cell structure is due to simultaneous deformation, recovery, and

polygonization (sometimes called dynamic polygonization) in a zone near behind the

solid/liquid interface.

In addition to statistically distributed dislocations and dislocation organized in a cell

structure, localized dislocation bunches (clusters, tangles), lineages, and slip lines are

other peculiar structural defects found occasionally on wafers of melt-grown III-V and

II-VI compounds.

9.3.6.3 Twins
Twinning on {111} facets during liquid encapsulated VB/VGF growth of III-V and II-VI

compound semiconductors is a recurrent problem that reduces the yield of single

crystalline material in industrial production. The topic has been reviewed by Bliss [39]

with regard to magnetic liquid encapsulated Kyropoulos growth of InP, but the knowl-

edge presented there is also of relevance for VB/VGF growth of III-V compound

semiconductors.

Twin formation in III-V compounds takes place during faceted growth only. The

formation of twins has been empirically related to several growth parameters, such as

temperature gradient, temperature fluctuations, the shape of the solid/liquid interface,

deviation from stoichiometry, purity of the raw materials, doping, irregularities/fluctu-

ations of the facet evolution, and the cone angle of the crystal ([156,181,182] and ref-

erences therein). Stress-induced mechanical twinning in crystal growth seems to be

without relevance. By optimization of the supposed (but among the community of

crystal growers, often differently weighted) influencing factors, the probability of twin-

ning can be reduced, although it cannot be converted to zero.

Twins in III-V and II-VI materials were identified to be rotation twins [183,184];

inversion twins are energetically unfavorable. Two kinds of twins are distinguished: bulk

(or standard) twins, which proceed through the crystal, and patch twins, which grow out

and are therefore benign with regard to wafer yield. Both types are generated on <110>

ride lines. In addition, bulk twin lamellas of diverse thickness are observed occurring by

two successive rotations about the normal of the facet. There is a clear preference of

twinning on {111}B-planes [39,156], in contrast to an earlier study [183], which did not

find differences for the generation of twins on {111}A or {111}B. Twinning preferentially

occurs in the shoulder region of crystals, but it is not at all limited to it (Figure 9.8). As

twinning changes the stacking sequence in the <111>-direction, the incidence of

twinning increases with decreasing stacking fault energy. Therefore, it is more pro-

nounced in the growth of In- than of Ga-containing compounds and even more in II-VI

compound semiconductors (see Table 9.1). There is a pronounced influence of doping

elements on the incidence of twins. So, for example, Si in GaAs and S in InP enhance the

probability of twinning. According to Klapper [171], the nucleation and generation of

twins can also be initiated by inclusions.

The understanding of twin formation has been significantly advanced from a pio-

neering work by Hurle [181,184]. He proposed a mechanism considering twinning as a
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thermodynamic process and analyzed the conditions under which this process occurs. It

is applicable for low dislocation densities only, as dislocations reduce or even suppress

facet formation at the solid/liquid interface (see Section 9.3.4.). The proposed mecha-

nism is based on the theoretical results of Voronkov [185], who investigated the

displacement of a facet parallel to its normal by lateral step motion near the solid/liquid/

ambient three-phase boundary (TPB).

In short, following D.T.J. Hurle [181], a step will only be absorbed (and, corre-

spondingly, emitted) by the TPB if the energy associated with this is lower than the

energy of the step distant from the TPB. This energy change is caused by the change of

the geometry upon absorption of the step. However, this means that a facet will be

anchored at TPB only under certain conditions. Identifying the angle between the facet

and the extension of the crystal surface by v (Figure 9.9), it is vmin< v< vmax with ma-

terial dependent critical values. The angle vmin is given by vmin¼F� �QL
F, with the

wetting angle F� of the facet and the growth angle QL
F. QL

F is to be replaced by QL
F(111)

when an external facet extends to the TPB. The calculation of the upper limit vmax
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FIGURE 9.9 Schematic representation of the orientation relationship between matrix (M) and twin (T) at the
three-phase boundary (TPB). (Adapted from [184].)

FIGURE 9.8 Heavily twinned 4-inch liquid encapsulation vertical gradient freezing (LEVGF) IP crystal and twin-free
crystals grown in a standard and a flat bottom crucible, respectively.
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requires data for the interface energies at the TPB in contact to the liquid boron oxide

encapsulant, which are only partly available (i.e., estimation is necessary). For example,

Hurle [181] obtained for GaAs and InP vmin¼ 30 and 31� and vmax¼ 104 and 112�,
respectively, with the latter value corrected in Ref. [184].

Inside vmin< v< vmax, the formation of a nucleus attached to the TPB is energetically

more favorably than of a circular nucleus distant from it. The formation free energy of a

truncated nucleus in twin orientation would be enhanced by the amount of the twin

energy (stacking fault energy) compared to a correctly oriented nucleus. But when a

{111} riser is generated at the TPB by the twin operation, this energy could be reduced

due to the fact that the {111} plane has the lowest surface free energy among all other

planes, with an appropriate size of the nucleus. This would require a certain critical

supercooling in front of the TPB. Under these conditions, a nucleus in twin orientation is

thermodynamically stable [181]. The critical supercooling above which a twinned nu-

cleus could exists was estimated for GaAs and InP to be DT¼ 47 K and 15 K, respectively

(Table 9.1 in [181]). Compared to the undercooling for the growth of a facetted region

estimated in Section 9.3.4 on the basis of a mean length of the facets and axial T-gradient

(DTz 3 K for GaAs), the estimated critical supercooling is very high and twinning should

not be expected. But, according to Ref. [184], this could be caused by an overestimation

of the twin energy at the melting point, which was taken to be half of the stacking fault

energy measured at temperature 0.65Tm [186], but it is probably lower.

Now, the critical cone angle of the crystal at a given seed orientation can be defined

by the condition that the external surface of the growing crystal is so oriented that its

extension leads to a {111} segment by the twin operation. This is outlined in Figure 9.9.

The {511} surface segment parallel to the surface of the crystal is converted to a {111}

plane by 180� rotation around the surface normal (normal vector) of a {111} facet. The

rotary matrix D corresponding to the orientations in Figure 9.9 is also given:

D
��

111
�
; 180�� ¼ 1

3

0
@

�1 �2 2
�2 �1 �2
2 �2 �1

1
A

The cone angles a for which the {111} riser of the twinned nucleus forms an extension

of the crystal surface amounts to 74.2� for <100>, 51.1� for <111>, and 15.8� for <110>

crystal orientation, respectively [181,184].

Chung et al. [184] performed X-ray measurements of the orientation on the cone

surface along a <110> ride line, both immediately before and on the twinned region

(visible by different reflectance) and also on a {110}-oriented longitudinal cut of a

LEC-grown InP crystal. Besides proving that the twin under study was clearly nucleated

in a region where an edge facet intersected the external surface, it could be also proven

that a {511} orientation of the segment before the twinned region as well as a {111}

orientation of the twin is in agreement with the predictions of the theory. In addition,

twin lamella have been found on the same crystal that exhibited {110}T facets on the

external shoulder surface and a {114}M orientation of the segments immediately before
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the twin (relative to the growth direction). This orientation relationship is also

consistent with a 180� rotation twin. The corresponding critical growth angle is

a¼ 70.5�. At a cone angle of 35.3�, parts of the crystal surface correspond to low index

outer {111} planes and twin formation should be prevented, or at most lead to less

harmful patch twins [181].

Based on his model, Hurle has proposed the following conditions as a guideline to

avoid twinning: damp temperature fluctuations, avoidance of growth angles at and

around 70.5� and 74.2� (for <100>-growth; e.g., by application of crucibles with flat

bottom and seeds with the diameter of the crystals to be grown), growth of crystals with

an excess of group-V-constituent, avoidance of solutes increasing the surface tension of

the solvent melt, suppression or influence of formation of edge facets (e.g., by increasing

of the dislocation density; reduction of necessary supercooling).

To prove the prediction of Hurle’s model that above the roughly estimated value

vmaxz 104� a {111} edge facet would detach from the TPB and the proposed mechanism

of twin formation would fail, Amon et al. [156] have grown GaAs crystals by the LEVGF in

a crucible (among others) with a cone angel a¼ 72�. The angle v is related to a by

v¼ aþ 35.3� (i.e., v> vmax was fulfilled). Both (110) and ð110Þ longitudinal cuts were

investigated, which could reveal {111}As and {111}Ga edge facets. Almost no {111}Ga facets

were found. Conversely, on the (110) oriented cut, {111}As facets existed, but they de-

tached from the TPB in accordance with the model and were replaced by {111}Ga facets

at the rim of the crystal. Therefore, it was concluded that twinning would still be

possible. Twins formed in this connection are patch twins growing finally out. It has

been pointed out that the length of the edge facets declines with increasing cone angle,

which should allow for the control of the length of facets.

Growth trials under production conditions with optimized T-fields have shown that

the probability of twinning in LEVGF growth of undoped and S-doped InP could be

significantly reduced by the transition from conical to flat bottom crucibles [187] (see

also Fig. 9.8). In contrast no significantly lower incidence of twin formation has been

observed in VB growth of Cd1�xZnxTe.

The incidence of bulk twins or twin lamellas in II-VI material is used for the

manufacturing of {111} oriented substrates. It also corresponds to the experience of

crystal growers that even care and attention to the conditions formulated by Hurle [181]

cannot reliably guarantee twin-free growth of group III-V compounds. Additional

influencing factors (possibly of stochastic nature) not considered in the thermodynamic

model are estimated (see Ref. [188] and the comments of Hurle and Dudley [189]).

9.3.6.4 Precipitates and Inclusions
Some of the binary compounds (e.g., GaAs, GaP, Cd1–xZnxTe) exhibit a homogeneity

range with retrograde solubility. No reliable information is available for InP. Inside the

homogeneity range, the deviation from stoichiometric composition is fixed as estab-

lished at the solid–liquid interface. Native point defects are realized by deviations from

stoichiometry [190].
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As soon as the retrograde solubility line is reached during cooling, nucleation and

growth of precipitates takes place, connected with a change of the III/V-ratio and cor-

responding changes of the native defect inventory. Size, density, distribution, and

precipitated volume fraction of precipitates follow the relationships of nonstationary

nucleation and Ostwald ripening. That is, they are related to the nucleation sites avail-

able (homogeneous and heterogeneous nucleation), the supersaturation (supercooling),

the temperature, and resting time below the solubility limit, which determine the

average diffusion length of defects and a (defect and locally dependent) effective tem-

perature, below which the defect state is frozen-in. The interplay of precipitation and

deviation from stoichiometry is the basis for a certain control of concentration and

distribution of native defects by heat treatment of the boules under mass-conserving

conditions (defect engineering). Therefore, boule annealing first applied by Rumsby

et al. [191] to improve the uniformity and to reduce residual stress of LEC-grown GaAs

single crystals in 1982 is nowadays a common technological step in the production line

of wafers. Depending on the objective, different time-temperature procedures have been

published. Further reading can be found in Ref. [192].

Precipitates heterogeneously nucleated at dislocations (decoration precipitates [DP])

and homogeneously distant from dislocations (matrix precipitates [MP]) are observed in

GaAs. The density of DPs in undoped GaAs is roughly in the range of 108–1010/cm3, with

their sizes ranging from 10 nm to about 200 nm. MPs are smaller than DPs; their density

is about one order of magnitude smaller compared to DPs. They are observed when the

average diffusion length of native defects is smaller than the average distance between

heterogeneous nucleation sites. DPs are also observed in VGF-grown undoped and

S-doped GaP and in Fe-doped InP.

Precipitates in Cd1�xZnxTe crystals grown with a small excess of Cd are homoge-

neously distributed. Their size has been estimated by to be about 200 nm. The annealing

under Cd-atmosphere leads to a displacement of the size distribution to smaller parti-

cles. Cd1�xZnxTe serves as substrate material for HgCdTe-based infrared detector arrays.

As illumination of the detectors takes place from the backside, the influence of the

precipitates on transparency has been shown to be negligible.

In addition to a boule annealing, single wafers can be heat treated under reduced V

chemical potential defined by an appropriate pressure. This wafer annealing allows the

extraction of arsenic, for example, from a near surface region and, therefore, reduction of

the size distribution of As precipitates. As soon as the As precipitates are totally dis-

solved, the native defect inventory will be changed, allowing control of the electrical

properties of GaAs. Wafer annealing of semi-insulating GaAs is thoroughly discussed in

the literature; see, for example, [192,193].

Different from precipitates, inclusions of constituents, as well as of foreign particles,

are formed by a capture mechanism at the solid–liquid interface [152]. One of several

preconditions for trapping is a segregation of constituents of the compound to be grown.

Tellurium as well as cadmium inclusions have been observed in VB-grown Cd1�xZnxTe

crystals [14], which influence energy resolution and the efficiency of radiation detectors
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based on substrates of this compound [194]. Examples are represented in Figure 9.10(a)

and (b).

The size and density of Te inclusions are in the range of 3–20 mm and 103–104 cm�3,

respectively. A slightly increased dislocation density has been found around Te in-

clusions [195]. Inclusions with a size <15 mm are typically overgrown in the liquid phase

epitaxy process to produce the (Hg,Cd)Te-detector layer. Larger inclusions induce holes

in the epilayer and have to be avoided.

Cadmium inclusions are typically smaller than 5 mm, but they induce a star-shaped

strain area of 50 mm, up to 200 mm in size. The space between the “stars” is free of

infrared visible disturbances. If the size and density of the stars is low, normally the

substrate surface is free of cadmium inclusions. In the case of a high density of stars with

dimensions of 200 mm, cadmium inclusions occur on the substrate surface up to a size of

15 mm. Due to the high density of dislocations around the inclusion, they lead to mac-

rodefects in the epitaxial layer.

An annealing of the grown crystals or the sliced substrates under defined atmo-

spheres of cadmium or tellurium can influence the properties of the grown material

[174,196]. Therefore, the size of Te inclusions is reduced in substrates annealed in the

temperature range of 660 and 800 �C for 12–50 h under a Cd atmosphere [196] accom-

panied by an improvement of the IR-transmittance at 10 mm from 10% to over 60%.

However, the formation of CdTe at the site of the former Te inclusion increased the local

(a)

(b)

FIGURE 9.10 (a): Tellurium inclusion on a CdZnTe substrate surface (left) and after dislocation etching (right).
(b): Cadmium inclusions on a CdZnTe substrate surface (left) and after dislocation etching (right).
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number of dislocations dramatically. For crystals containing Cd inclusions, a Te

annealing at 700 �C for 24 h eliminates most of the Cd inclusions, but a final annealing

under Cd overpressure is necessary to obtain the same transmittance as in the grown

crystals.

9.4 Conclusions
At present, the Bridgman methods dominate the crystal growth of binary III-V and II-VI

compound semiconductors with melting temperatures below 2000 K and decomposition

pressures below some 10 bar. Scalability, maturity for mass production, and especially

superior quality of crystals and wafers/substrates appropriate for device manufacturing

has promoted the predominance opposite to the Czochralski method.

From a commercial point of view, the development in crystal growth of the corre-

sponding arsenides, phosphides, antimonides, and tellurides in recent years was char-

acterized by efforts to make the production more efficient, to meet on one side the

requirements of the device manufacturers with regard to price and quality of substrates

and on the other side the demanding yield and cost targets of the producers.

Significant cost reductions could be reached by increasing the charge size and yield of

crystal growth and improving the reliability with which the customer-specific properties

of the wafers could be obtained. Caused by constantly high prices of the required high-

purity constituents, recycling has become an essential factor in cost reduction. This also

applies to auxiliary materials such as crucibles.

A prerequisite, therefore, was the development and operation of unified, cost-

effective, but versatile pullers and highly flexible growth technologies. This implied

detailed knowledge about the influence of hardware tolerances and growth parameters

on the global and local temperature field in the growth region. Computer simulation was

(and is) extensively used to acquire the respective knowledge. Analogously, progress was

made in understanding of the growth process, the thermochemical reactions taking

place during growth, and the relationships between growth conditions and defect for-

mation and properties of crystals.

In the future, the application of external forces to influence melt convection and the

shape of the solid/liquid interface are expected to bring further benefits for the economy

of crystal growth and quality of grown crystals.
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10.1 Introduction
Because of the rapid development of the photovoltaic (PV) industry, in recent years,

multicrystalline silicon (mc-Si) used for solar cells has become the largest commodity in

crystal growth industry. Since 2012, more than 120,000 tons of mc-Si have been pro-

duced annually, and the market share of mc-Si solar cells has been greater than 60% [1].

Especially, due to the low cost and high production throughput, the directional solidi-

fication (DS) method for the growth of mc-Si ingots has attracted much attention. There

are also ribbon growth methods for mc-Si, but their market share is too small to be

discussed here.

Because silicon is the absorber for solar cells, its quality plays a crucial role in the

conversion efficiency. However, the DS grown mc-Si from the nitride-coated quartz

crucible contains many defects, such as randomly oriented grain boundaries, disloca-

tions, inclusions, and impurities. These defects, especially dislocations, are the recom-

bination centers for the light-generated electrons and holes and therefore are harmful to

solar cell performance. On the other hand, how to grow mc-Si with good quality and low

cost is not a trivial task. The interplays of the hot-zone design, nucleation, crystal growth,

segregation, and species transport are very complicated, but they are crucial to crystal

quality and thus the solar cell efficiency, as well as the production yield and cost.

10.2 Ingot Growth Methods
10.2.1 Casting and Directional Solidification

Typicalmc-Si is grown inside aquartz crucible by the casting orDSmethod [2]. For casting,

silicon ismelted first and then poured into the crucible for solidification, but forDS, silicon

is melted and solidified in the same crucible. The casting method has been used by some

companies like Deutsche Solar GmbH and Kyocera Solar Power Inc. for many years.

However, since equipment companies, such as GT Advanced Technologies Inc. (GTAT)

stepped into the PV business, DS has been widely adopted. For example, up to 2012 GTAT

has delivered more than 3100 furnaces worldwide, particularly in China and Taiwan.

The designs of DS furnaces used in production are all very similar. Figure 10.1

summarizes the three most typical designs. The first one in Figure 10.1(a), which has

been adopted by GTAT (http://www.gtat.com/) as discussed, is solidifies the crystal by

elevating the insulation basket; this allows the graphite heat exchanger block to cool by

radiation to the low-temperature ambient. The second design shown in Figure 10.1(b)

lowers the insulation block beneath the heat exchanger block. The advantage of the

second design is the insulation during melt down stage could be better if the insulation

block can be closer to the heat exchanger block. The second design has been adopted by

Zhejiang Jinggong New Energy Inc. (http://www.jgsolar.com/). The third design in

Figure 10.1(c) uses top and bottom heaters, and the cooling is initiated by removing the

lower thermal shield, i.e., the cooling device. This design has been adopted by ALD
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Vacuum Technologies Inc. (http://web.ald-vt.de/cms/). Another interesting design is to

consider an active cooling device by using circulated argon gas. The argon gas is pumped

into the graphite heat exchanger block to remove the heat from the crucible, and then

pumped out for cooling by using a water-cooled heat exchanger. The maximum argon

flow rate could be higher than 10,000 slpm. This design was proposed by Li et al. [3] and

has been implemented by Zhejiang Jingsheng Mechanical & Electrical Co. (http://www.

jsjd.cc/). This active cooling is particularly useful for seeded growth in preserving the

seeds. The argon nozzles could also be placed at the corners of the graphite block to

prevent the seeds from completely melting.

In a typical production procedure, solar-grade (SoG) polysilicon, as well as the doping

material, is loaded in a quartz crucible, which is placed inside a graphite case, and then

covered with a graphite plate. The cover plate, as shown in Figure 10.1(a), is important in

the control of impurities, particularly carbon. The hole at the center of the cover is used

for flushing argon to carry away SiO evaporated from the melt, preventing the back

diffusion of CO from the graphite parts. As the graphite case is placed upon the graphite

cooling block, the furnace is closed, vacuumed, and purged with argon for crystal

growth. Up to now, all the available mc-Si in the market are boron-doped, i.e., p-type.

The resistivity of the wafers ranges from about 2U-cm (bottom) to 1U-cm (top).

Although many companies are using similar furnaces for production, the detailed hot

zone and process parameters have been modified, from the defaulted ones, for process

optimization and improvement. Nevertheless, the growth cycle is pretty much about

the same. Figure 10.2 shows typical parameter profiles for an ingot growth cycle in a GT

DSS 240 furnace [4]. Besides using a smaller crucible, its hot zone is similar to GT DSS

450 shown in Figure 10.1(a), but without the top heater. The silicon charge for DSS 240 is

Cooling block
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Heater
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Melt
Crystal

Quartz crucible

Argon

Cooling block
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Crystal
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Heat exchanger block
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FIGURE 10.1 Three different directional solidification furnace designs. (a) GT DSS 450; (b) JJL; (c) ALD.
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about 240 kg and the crucible size is about 69� 69� 46 cm; the grown ingot height is

24 cm. The ingot could be sliced into 4� 4 blocks, i.e., the so-called G4 size, for wafering.

In general, two thermocouples (TC1 and TC2) are used in the furnace, and TC1 is used

for power control, which is installed next to the graphite heater near the melt surface.

TC2 is installed vertically at the center of the heat-exchange block. As shown, during

melting stage, the power output is high so that TC1 is rapidly increased to a temperature

setting higher than the melting point of silicon (1410 �C). As TC2 reaches a temperature

near the melting point, i.e., about complete melting, the power output is reduced and

adjusted for stabilization. To start the growth, the insulation basket is moved upward

and TC1 setting is slightly reduced; the growth rate is controlled at around 1–2 cm/h.

After the insulation reaches the maximum position, TC1 is further reduced to complete

the solidification. The melt around four corners is the last portion to be solidified. When

the ingot is solidified completely, the insulation is lowered down again for annealing. At

this stage, TC2 increases and reaches the setting of TC1, making the whole ingot tem-

perature uniform. As the temperature is below 800 �C, the insulation is moved upward

again to accelerate the cooling process. The growth cycle for 450 kg (G5) is similar. The

whole growth cycle takes about 60–70 h including the melting (about 20 h), crystal

growth (30–40 h), annealing, and cooling down. The annealing stage helps the relaxation

of thermal stress and dislocations. As the temperature is below 800 �C, silicon becomes

brittle. Hence, if the ingot is cooled too fast, the elastic thermal stress could cause ingot

breakage.

FIGURE 10.2 Process parameters for 240 kg multicrystalline silicon ingot growth. Ref. [4] with permission of
Elsevier.
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After growth, the crucible is taken out. The crucible can break due to the irreversible

phase change of b- to a-cristobalite at around 275 �C, which is accompanied with 2–7%

of volume change during the phase transformation. The ingot is then cut into blocks by

wire or band saws. As will be discussed later, the ingot in contact with the coating has

lower minority lifetime, the so-called “red zone” in carrier lifetime measurements about

3 cm, needs to be cut off, and so as the top surface that solidifies the last. Therefore, the

best yield of G5 growth is about 70%; the larger the ingot the higher the yield. These

bricks are then sliced into wafers, about 180–200 m in thickness, by wire saws (see

Chapter 18, Vol. IIa).

The safety of the ingot growth is important and cannot be ignored. Some protections

for melt leakage must be considered. The most typical one is to use a sensor for leakage

detection; as the leakage occurs, the power is shut down immediately. In addition, more

insulation felt is added at the bottom of chamber for better protection; some designs also

move the water cooling away from the lowest part of the chamber. The thermocouple

well for TC2 is often blocked and a safety valve for pressure relief may also be considered.

10.2.2 Crucible and Coating

In the growth of mc-Si, fused silica crucibles are widely used. The major reasons for

choosing fused silica are: (1) high purity and low contamination to silicon; (2) good

mechanical strength and high thermal shock resistance; (3) high softening point; and (4)

good insulation. The quality of the grown mc-Si is affected by the crucible significantly,

particularly its metal contents [5]. Typically, the crucible has 100% of the glassy struc-

ture. However, during ingot production the crucible is experiencing a long thermal cycle,

and the phase transition could occur. As the temperature is greater than 1200 �C, the
crucible creeps rapidly and shrinks slightly due to sintering. At this stage, the stress

inside the crucible could be easily relaxed [6]. During the melting down stage, as the

temperature is higher than 1450 �C, devitrification accelerates, and a substantial amount

of b-cristobalite phase is formed. At this stage, the crucible becomes more rigid, and the

creeping deformation is low. On the other hand, during the cooling down stage, the

phase transformation from b- to a-cristobalite occurs at around 275 �C, leading to a

significant volume change, and this often causes crucible breakage.

When silicon solidifies, it sticks to the silica crucible without coating. As silicon cools

down, due to its larger thermal expansion coefficient than silica, it shrinks, and the

sticking stress can cause ingot cracks. In order to resolve the problem, silicon nitride (a

or b-Si3N4) coating has been adopted. The purity of silicon nitride affects the lifetime of

the grown ingot significantly; additional acid leaching was found useful in reducing

some contaminants [5,7]. In order to have a uniform coating, the particle size and dis-

tribution, as well as surface properties, of silicon nitride need to be carefully controlled.

Table 10.1 lists the typical impurity contents of the major impurities in the crucible and

the coating materials [7,8]; some impurity levels in SoG silicon are also added for

comparison [9]. As shown, the purity of silicon nitride is much higher than silica.
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Nevertheless, the contamination from the coating material is still significant. Buonassisi

et al. [10] did an extensive study of the impurities in silicon from the coating material,

and they showed a strong correlation. Their data indicated that the impurities and

impurity-rich particles in the coating may dissolve into silicon melt and crystal forming

point defects and precipitates, as well as microdefects. Metal silicides, typically

30–60 nm in diameter, from Fe, Cu, Ni, and Co having highest solubilities and diffu-

sivities in silicon, appeared mainly along the grain boundaries. Also, impurity-rich

particles could form inclusions during ingot growth, especially near the edges, bottom,

and top of the ingots.

In production, silicon nitride coating and calcination are also important. The sticking

problem due to poor coating often causes ingot breakage after growth. This significantly

reduces the production yield. The use of robots for crucible coating should be helpful in

keeping a good coating quality. At a normal condition, silicon melt does not wet the

nitrite-coated crucible. However, the wetting angle is affected by oxygen content and

time; the higher the oxygen content, the larger the wetting angle [11]. Also, increasing the

firing time increased the oxygen content. A wetting angle of around 100� was achieved

with oxygen contents higher than 14 wt%. In comparison, at oxygen levels around 2 wt%,

the angles amounts to w60� [11]. The wetting process of silicon melt with the nitride

coating layer has been studied in detail recently by Drevet et al. [12]. They observed that

the melt infiltration was the main mechanism for sticking; however, the silicon mon-

oxide (SiO) generated during the melt/silica reaction could stop or reduce the infiltra-

tion. Nevertheless, at the melt/crucible/gas tri-junction line, the escape of SiO to the gas

allowed the infiltration to proceed, and this might explain why the most common

sticking appears along the tri-junction line, i.e., the contact line of the melt surface and

the crucible.

Some crucible companies also provide ready-to-use crucibles with an already coated

nitride layer. However, in addition to the higher price, the breakage of crucibles or ingots

for using the ready-to-use crucibles often causes controversy between the crucible

Table 10.1 Impurity Concentrations in Crucible, Si3N4, and SoG Silicon [7–9]

Element Crucible
High Purity
Crucible Si3N4

High Purity
Si3N4 SoG Si

B <10 <0.05
P <6 <0.1
Al <1500 <160 <34 <21 <0.05
Fe <100 <5 <30 <15 <0.05
Ca <89 <1 –

Ti <110 <2 <25 <1 –

Ni <1 <0.2 <1 <1 <0.01
Mn <2 <0.2 <0.2 <0.2
O <16 <1 <5
C <5

SoG, solar grade.
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suppliers and users. To increase the adhesion of the coating layer, silica could be added,

but this also increases oxygen content, which might reduce the minority lifetime of the

grown ingot. On the other hand, reusable crucibles have also attracted much attention

for a long time. Saito et al. [13] used a graphite mold, coated with SiC or Si3N4, with some

success; more than 10 ingots could be grown in a small crucible (5 cm in diameter).

A graphite mold made of graphite sheets coated with silicon oxynitride was also

considered [14]. Similarly, GTAT [15] also proposed a multipart reusable graphite cru-

cible for the growth of large ingots. In addition to the powder releasing agent, molten

salts, such as CaF2 and MgF2 [16], and liquid precursors [17] have also been considered.

Silicon nitride crucibles have also been proposed [18–20]. However, so far no matured

products are available in the market for production.

10.2.3 Impurities and Defects

Impurities in mc-Si are usually much more than that in the Czochralski (Cz)-grown

silicon (see Chapter 2, Vol. IIa). The major reasons, as discussed previously, are caused

by the less pure crucible/coating materials and silicon feedstock for low cost. The

performance of mc-Si solar cells is limited by the impurities and defects, which reduce

the minority carrier lifetime. Nitrogen and oxygen come directly from the nitride

coating and the silica crucible. The infiltration of silicon melt can also react with the

silica crucible forming SiO. Carbon is normally from the gas phase; the graphite parts

react with SiO and H2O forming CO and CO2, and they diffuse back to the melt. The

supersaturation of these light elements further drives the formation of the precipitates

of oxide, nitride, and carbide. Metals, such as iron, aluminum, copper, nickel, and

chromium, are also mainly from crucible/coating materials; some might be from sili-

con feedstock. Because these impurities, as well as their precipitates, also interact with

the extended defects, such as dislocations and grain boundaries, during crystal growth

and cell processing, their interplays with the solar cell performance are very compli-

cated. The extended defects usually getter and store the majority of the mobile metallic

impurities, leaving rather few active metals in the intragrains [21–25]. Some of these

active metals are extremely detrimental to minority lifetime and need to be controlled

carefully during crystal growth. During the cell processing step, the POCl3 diffusion

could quickly remove the fast-diffusion metals through gettering. However, pre-

cipitates, particularly at grain boundaries, are less affected by gettering and thus are a

limiting factor for the gettering efficacy [26,27].

In general, the segregation of impurities pretty much follows the traditional segre-

gation behavior of direction solidification, i.e., the Scheil equation, as follows:

Cs ¼ k0C0ð1� f Þk0�1
;

where Cs is the impurity concentration in the solid, k0 the equilibrium segregation

coefficient, C0 the initial impurity concentration in the melt, and f the solidification

fraction. Sometimes, the Scheil equation is used to determine the segregation of the

impurity. The fitted value is often called the effective segregation coefficient, keff, which
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accounts for the effect of the growth rate, convection, and diffusion. In reality, the

detailed segregation of impurities requires detailed global simulation coupling with the

heat and mass transfer, as well as gas and melt convection [28]. Nevertheless, the Scheil

equation is often adequate in the prediction of impurity segregation, except for the fast-

diffusion species near the crucial wall and the top ingot surface, about 2–3 cm, due to

solid state diffusion. Table 10.2 gives the typical keff or k0 values for some impurities. The

diffusivity, solubility, and the capture cross-section for minority carriers of some im-

purities are also given in the table for reference [29–33]. It should be noted that the Scheil

equation is not applicable if the impurity forms precipitates or evaporate during solid-

ification. Moreover, because of the extended defects, the interactions of the impurities

with them make the microsegregation quite complicated. The segregation of impurities

to grain boundaries is particularly important, but the gettering behavior also depends on

the boundary types. The noncoherent grain boundaries or the grain boundaries with

high coincidence site lattice (CSL) indices, i.e., S values, could easily getter the rapid

diffusion species such as Fe, Ni, and Cu. This makes the grain boundaries electrically

active as the recombination center. On the other hand, for S3 grain boundaries (twins),

typically they are not associated with the impurities [34–36]. Hence, they are electrically

inactive. Nevertheless, S3 grain boundaries could also be electrically active containing

fast-diffusing metals if they are decorated by dislocations [25]. Moreover, the small angle

gran boundaries were also observed having better gettering capability than the large

angle grain boundaries [37]. Fortunately, grain boundaries are less important for DS mc-

Si because of the relatively large grains in the centimeter range; the fraction of grain

boundaries in a wafer is very small. On the other hand, the slower-diffusing metals (e.g.,

Ca, Cr, Mn, Mo, Ti, Zn) are often presented in large inclusions up to several microns

within the grains, typically in an oxidized chemical state. These inclusions are distrib-

uted near the crucible wall and the top surface of the ingot [23].

Table 10.2 Diffusivity, Solubility, Segregation Coefficient, and Carrier Cross-section
of Impurities

Species

Diffusivity
at 850 K [25]
or 1685 K (cm2/s)

Solubility
at 1685 K
(atoms/cm3)

Effective or Equilibrium
Segregation Coefficient
(keff or k0) [26,29,30]

Cross-section
(sn/sp) (cm

2) [26]

Fe 1.2� 10�6 1.2� 1013 1.5� 10�5 snFei¼ 4� 10�14/
spFei¼ 7� 10�17

Cr 3.6� 10�7 1.7� 1012 3.1� 10�6 snCrB¼ 4.5� 10�15/
spCrB¼ 1.1� 10�14

Ni 1.6� 10�5 3.5� 1016 8� 10�4

Cu 8.0� 10�5 1.1� 1017

Ti 7.6� 10�11 1–7� 1010 3.5� 10�5 snTidd¼ 1.5� 10�15/
spTidd¼ 3.7� 10�17

C 3.5� 10�4 [32] 5� 1018 [37] 0.07 [29]
N 4.1� 10�4 [32] 2.2� 1018 [31] 7� 10�4 [30]
O 3.6� 10�4 [32] 5.7� 1018 [33] 1.25 [30]
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10.2.3.1 Oxygen, Nitrogen, and Their Precipitates
During crystal growth, significant oxygen and nitrogen are dissolved in silicon melt from

segregation coefficient of oxygen (1.25) is greater than 1 the coating/crucible materials,

and they also react with silicon forming silicon dioxide and silicon nitride precipitates.

The oxygen in the boron-doped Cz-grown silicon is responsible for the light-induced

degradation (LID) due to the boron–oxygen pairs [38]. Although the oxygen content in

mc-Si, being less than 10 ppma, is much lower than that in Cz silicon, some LID could

still be observed in commercial p-type mc-Si cells, particularly using the wafers from the

upgraded metallurgical silicon (UMG) feedstock. As the oxygen content was less than 3

ppma, no significant LID was observed [39]. The equilibrium oxygen concentrations in

contact with a quartz crucible with and without silicon nitride have been estimated by

Matsuo et al. [40]. According to their thermodynamic calculation, the oxygen in mc-Si is

about half of that in the Cz silicon. Because the segregation coefficient of oxygen

(k0¼1.25 [33]) is greater than 1 and the decreasing melt/crucible contact area, while SiO

evaporation is about the same, its concentration decreases along the ingot growth di-

rection. The dissolved oxygen, usually the interstitial oxygen (Oi), could be measured by

Fourier transformed infrared (FTIR) spectroscopy. The oxygen in mc-Si is present in

either the interstitial atom or silicon oxide, and they are often gettered by the extended

defects forming precipitates [41]. Nevertheless, oxygen seldom reaches a high concen-

tration in the melt, so that large SiO2 precipitates in mc-Si are few.

Because of the nitride coating and the much lower segregation of nitrogen, about

7� 10�4, the nitrogen content in the melt often exceeds its solubility limit (about

128 ppma). Once silicon nitride supersaturates and nucleates, due to the much larger

diffusivity in the melt, large Si3N4 precipitates could grow in the form of long filaments,

needles, or tubes up to several mm [41]. On the other hand, nitride particles could also

come off from the powdery coating. By controlling the melt convection, one can reduce

the nitrogen accumulation at the interface, and this is also helpful in reducing the

precipitates or inclusions [42,43].

10.2.3.2 Carbon and Silicon Carbide Precipitates
Carbon forms defects that are less electrically active, but they are important because

they form SiC precipitates that cause wire breakage during slicing and shunting in solar

cells. SiC precipitates are usually n-type, and they form local heterojunction at Si/SiC

interfaces [2]. SiC precipitates in mc-Si ingots after crystal growth could be easily visu-

alized by infrared transmission imaging; the precipitates appear as dark contrast [42].

The segregation of carbon plays a crucial role in the formation of SiC precipitates. As

carbon is supersaturated in silicon melt to a certain degree, SiC nucleates and grow. This

happens within the diffusion boundary layer at the propagating melt–solid interface,

even when strong convection is missing. The relatively low solubility limit of C in Si of

w100 ppma can then be easily exceeded. Very often Si3N4 particles or filaments could be

the nucleation sites of the precipitates. SiC precipitates could grow up to several mm,

and the rod- and planar-like strictures have been observed [44]. The solubility limit of
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carbon in the solid is about 7 ppma; k0w 0.07 [42,45]. It has been shown that carbon in

silicon melt is mainly from the gas phase due to the reaction of graphite parts with SiO or

water forming CO. Using a nongraphite cover and purging with argon could minimize

the back diffusion of CO and reduce carbon [46]. The formation of SiC precipitates is

rather sensitive to crystal growth rate. Figure 10.3 shows two segregation curves of

carbon in a small-scale (10 cm in diameter) silicon growth [42]. As shown, if the growth

rate was low, the segregation curve behavior followed the numerical prediction

assuming a planar growth front; the IR transmission image of the ingot was also clear

without significant SiC precipitates in the ingot. However, at the high growth rate, the

initial boundary layer was built up. As SiC precipitated, which could be seen from the

dark area of the IR image of the ingot, the interstitial carbon concentration decreased,

and the simulation failed to describe the segregation behavior.

Although carbon is less harmful to the minority lifetime, it could enhance oxygen

precipitates that have more influence on the solar cell efficiency [41]. Moreover, some

effects on the B–O pairs in the degradation of lifetime were also observed [47,48].

10.2.3.3 Transition Metals
The effects of transition metals on the solar cell efficiency have been investigated for

years. In general, with different metallic impurities purposely added into the feedstock

for ingot growth, the solar cell performances using the contaminated wafers could be

evaluated. A good summary was given by Coletti et al. [26,49]. They found that the metal

impurity with the highest impact is Ti, followed by Cu, Cr, Ni, and Fe; the impact of the

former is two orders of magnitude more sensitive than the group of the latter [49]. In

addition, the sensitivity of the impurity level depends on the capture cross-section ratio.

The reduction of the impurity impact is more visible for impurities with a larger capture

cross-section ratio like Fe. The capture cross-section ratio is also different for different

FIGURE 10.3 Measured (FTIR) and calculated axial carbon concentration in 1017 atoms/cm3 in the center of a solid
silicon ingot for different growth rates R¼ 0.2, 1.0, and 2.2 cm/h. Ref. [42] with permission of Elsevier.
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minority carriers, as listed in Table 10.2, and in general n-type materials have a better

impurity tolerance [50]. Cr is a special case for n-type silicon. Its cross-section value is

2� 10�14 cm2 that is much larger than that in p-type material (4� 10�15 cm2).

Fortunately, Cr is quite volatile at high temperature (above 1205 �C) and could be easily

removed during solidification (keffw 10�6) [51]. Moreover, gettering during cell pro-

cessing (around 700–850 �C) is useful. However, a too high temperature greater than

950 �C, such as in the boron diffusion process for n-type cells, could be harmful due to

the dissolution of silicides [52,53]. So far, the efficiency of n-type mc-Si solar cells is far

less than that of p-type, and this could be due to the less efficient emitter formation that

requires high temperature.

10.2.3.4 Dislocations and Their Clusters
Dislocations and their clusters are active recombination centers for mc-Si solar cells.

A large portion of dislocations in mc-Si is generated by plastic deformation at higher

temperature (>800 �C) to release thermal stress. Dislocations multiply rapidly under

stress and easily form clusters during solidification, and the dislocation bundles could

extend over a few centimeters. Hence, the crystal quality deteriorates quickly with the

ingot height. Figure 10.4(a) shows a cross-section lifetime mapping of an ingot (600 kg);

the ingot was grown from the default hot zone in a GT DSS-650 growth station. Because

dislocations were bounded by grain boundaries, and metals aggregated at the grain

boundaries as well, the lifetime distributions followed the grain structures closely.

Therefore, from the lifetime mapping, the grains grew inward near the crucible wall,

FIGURE 10.4 (a) Lifetime; (b) grains; and (c) etched pit density distributions at different positions of an ingot from
the default hot zone. Ref. [67] with permission of Wiley & Sons.
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especially near the top of the ingot. From this lifetime mapping, it is clear that the

solidification front was concave, and the lifetime decreased rapidly as the grains grew

more. The grain structure from the middle of the ingots is displayed in Figure 10.4(b);

as shown, the grain size decreased, and near the top of the ingot, equiaxed grains

appeared as a result of the grain collision. More importantly, as shown in

Figure 10.4(c), the etched pit density (EPD) revealed by acid etching increased rapidly

from the bottom to the top of the ingot. The effect of EPD on the minority carrier

lifetime was investigated by Arafune et al. [54]. Similar results were also reported by

Mouller et al., as shown in Figure 10.5 [2], but on the effect of EPD on the internal

quantum efficiency. As shown, the efficiency decreases with the increasing disloca-

tions. Also, the impact of dislocations increases with the increasing recombination

strength G; G¼ VD/D, where VD is the dislocation recombination velocity and D the

diffusivity of minority carriers. In other words, a better passivated cell is less vulnerable

to the defect density.

To control dislocations, understanding their formation kinetics is necessary. In mc-Si,

most of dislocations nucleate at grain boundaries [55,56] or generate from particles, such

as SiC and Si3N4 [57], due to the lattice distorted stress concentration around them. As

solidification proceeds, dislocation density increases due to plastic deformation under

thermal stress. Meanwhile, the thermal stress is relaxed. Because of high temperature,

recovery is also possible. The photo luminescence (PL) images of the wafers could also

reveal similar information. Figure 10.6 shows the PL images of the wafers at different

growth stages; the dark areas indicate high defect density, i.e., dislocations. As shown,

the PL is darkened from the grain boundaries, as indicated by an arrow at t1, due to the

appearance of dislocations. As the growth proceeds, they grow inward to the grains.

Interestingly, some dark areas disappear afterward (as indicated by the arrow at time t3).

This rearrangement of dislocations, or recovery, made the PL signals lighter, which in

FIGURE 10.5 Internal quantum efficiency as a function of dislocation density for different recombination
strengths G¼ VD/D, where VD is the recombination velocity and D the diffusivity of minority carriers. Ref. [2] with
permission of Elsevier.
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turn increases the minority carrier lifetime. Because the growth period in production is

rather long, about 60–70 h, unlike the fast-cooled ribbons, the further wafer annealing

has little effect on dislocations, both on their density and structures [58–60]. By using

electron backscatter diffraction and infrared microscopy, Schmid et al. [60] observed that

{111} and {211} planes were involved in plastic deformation and recovery processes

during growth, respectively.

Reducing the nucleation sources of dislocations and the thermal stress is useful in

reducing dislocations. The control of initial grain nucleation and growth behaviors by

high undercooling for more twin formations has been proposed, but mainly for small

ingots [61–63]. For larger ingots, some success has also been reported [2,64,65]. By using

a very different concept, Lan et al. [66] and Yang et al. [67] made a great success in

reducing the defect propagation rate by having small and uniform grains at the nucle-

ation stage through an incubation layer, which will be discussed shortly. This approach

has been adopted widely by industry for the growth of the so-called high performance

mc-Si. On the other hand, reducing thermal stress generation through hot-zone design is

often necessary. Because the yield stress at high temperature (>1000 �C) is only about

9 MPa [68–70] for multiplication, the thermal stress in the furnace could be easily higher

than this value [71–73]. Therefore, the multiplication of dislocations, as a result of plastic

deformation, for releasing thermal stress is inevitable during ingot growth. Germanium

doping was also found useful in reducing dislocation density through the solution

hardening mechanism or the pinning effect [74].

10.3 Hot-zone Design
The hot zone in the DS furnace is very important in practice. The power consumption,

initial undercooling, growth front shape, growth speed, thermal stress, and segregations

are all affected by the hot zone. Computer modeling has become a powerful tool for hot-

zone design, and one could easily get a better understanding of the process and come

out with an improved design, as well as suitable growth parameters, in a short period of

time.

FIGURE 10.6 Development of defects revealed by PL at different times. The arrow at t1 indicates the nucleation of
defects from the grain boundary and that at t3 indicates the region with reduced defects.
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10.3.1 Control of Growth Front

The first step to grow a good ingot, as a common practice of crystal growth, is to control

the solidification front. Again, this could be achieved through the hot-zone design. A flat

or slightly convex growth front is usually favored for grain growth and stress reduction.

To do this, the control of heat flow is important. As discussed by Yeh et al. [63], the most

efficient way in the small furnace is crucible insulation. A similar concept could be

adopted by using the so-called adiabatic zone, as shown in Figure 10.7(b) [67], where the

default hot zone is shown in Figure 10.7(a) for comparison. This concept is not new and

has been used in the vertical Bridgman crystal growth for years; a convex interface could

be obtained by adjusting its relative interface position with the adiabatic zone [75].

Recently, Chen and Dai [76] modified the hot zone by adding similar side blocks, and the

simulated results with a more convex interface and less power consumption were also

verified by experiments. Similar insulation partition was also considered by Wei et al. [4]

for mc-Si and Ma et al. [77] for mono-like ingot growth. The simulated thermal fields

using commercial software CrysMas [78] for the default (without the adiabatic zone) and

the improved (with the adiabatic zone) hot zones for Figure 10.7(a) and (b) are shown in

Figure 10.8(a) and (b), respectively. The gran structures of the ingots grown from the hot

zones are also shown at the top of the simulated results. As shown, the interface was very

concave with the default hot zone. On the contrary, after a proper hot-zone modification

using the adiabatic zone, by reducing the heat loss from the crucible wall, a flat growth

front could be obtained for the whole growth period. Similar effort has also been used in
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FIGURE 10.7 (a) Default hot zone; (b) modified hot zone. Ref. [67] with permission of Wiley & Sons.
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the 600-kg hot-zone design [67]. With the improved hot zone, the columnar grains grew

vertically, and the equiaxed grains near the top were significantly reduced [64].

The control of the interface is particularly important for seeded growth. Nowadays, a

precise control down to 1 cm is possible without over melting at the corners. By using an

insulated crucible susceptor, Ding et al. [79] have shown that a flat back melting could be

obtained. Because the back melting could be precisely controlled for the flat interface,

the cost of monocrystalline seeds for mono-like ingot growth could be greatly saved.

10.3.2 Growth Rate

To shorten the growth cycle, a faster growth rate is preferred. However, if the solidifi-

cation speed is too high, constitutional supercooling could occur that causes the for-

mation of inclusions, such as SiC, in the grown ingot [42], as discussed for Figure 10.3.

The crystals grown from higher speeds were also found to have more dislocations [57].

The solidification speed also affects the interface shape. As the solidification speed

increases, the interface becomes more concave due to the release of heat of fusion. The

concave interface shape could also generate larger thermal stress in the ingot [71,72].

Keeping a constant growth rate might be useful in getting crystals with a uniform

FIGURE 10.8 Calculated thermal fields and the interface shape for (a) the default hot zone; (b) the modified hot
zone; the grain structures from different hot zones are shown at the top. Ref. [67] with permission of Wiley &
Sons.
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quality. For example, Nara et al. [80] could obtain a high quality ingot by keeping a

constant growth rate, where the growth rate was monitored by the interface position

measured by a quartz rod dipping into the melt. However, this approach is not

convenient. Estimating the interface position from the melt level monitored by a laser,

taking account of the melt/crystal density difference, was proposed recently, and the

result was promising [81].

Moreover, the accumulation of impurities near the solidification interface is affected

by the growth speed, and an interrupted growth could let the impurities diffuse back into

the melt. With this concept, the so-called successive relaxation of undercooling by

interrupted growth was proposed by Arafune et al. [82]. The grown crystal by using this

method had a better lifetime than the one without the interrupted growth.

10.3.3 Thermal Stress

To reduce dislocation density, reducing the thermal stress is also necessary. The

calculation of thermal stress for mc-Si so far still assumes silicon to be isotropic. With

this assumption, the constitutive equation for thermoelastic solid is based on Hook’s

law, i.e., sij ¼ cijε
e
ij; where sij is the stress, cij the elastic constant tensor, and ε

e
ij the elastic

stress considering the elastic and thermal strains. The calculations based on stress-free

and no-slip (with the crucible constrain) boundary conditions give very different thermal

stress distributions. In the calculation by Fang et al. [72], the maximum von Miss stress is

about 40 MPa without the crucible constrain, but it increases to 180 MPa with the cru-

cible constrain for an ingot growth in a G5 furnace. The maximum stress regions are

located at the surface, the interface, and the bottom of the ingot. As the thermal stress is

built up, both elastic and plastic deformations occur. However, to consider the plastic

deformation, usually the Hassen–Alexander–Sumino model (HAS model) is considered

for silicon [71]. So far, the simulated results are all based on the growth in the [100]

direction, and this is not realistic for mc-Si. How the grain orientation and size affect the

stress distribution and the dislocation density is still not yet understood. This is

particularly difficult because silicon is an anisotropic material. The stress concentration

caused by the anisotropic thermal expansion among grains cannot be calculated without

the detailed information of the grain growth.

10.3.4 Convection and Segregation

Convections in the melt and gas phase are important in mc-Si growth. The segregation of

impurities, such as metals and light elements, as well as their precipitates, are strongly

affected by convections. In general, due to the thermally stabilized configuration, the

buoyancy flow in the DS growth is weak if the growth front does not deform much, even

though the melt volume is large in production. In addition, due to the upper free surface,

Marangoni convection could also be important near the end of growth. Nevertheless, the

horizontal thermal gradient in production is rather low, and the Marangoni flow is not

very strong. As a result, the growth front shape is usually not affected much by the
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flows; however, the carbon and oxygen segregations could be affected significantly. In

the numerical simulations by Teng et al. [83], the melt convection mainly consists of

upper and lower vortices coupled with each other; the lower ones are induced by the

buoyancy force caused by the concave interface, while the upper ones are induced by the

Marangoni effect. At the initial stage, the lower flow cells are stronger and the carbon

accumulates more near the center of the interface. However, near the end the growth,

carbon accumulates more near the crucible wall due to the Marangoni flow. On the other

hand, the control of melt flow by the buoyancy and Marangoni forces through the hot-

zone design might not be very effective because the melt mixing is not adequate. Another

way is to enhance the convection by the use of external forces.

The use of external forces has been widely adopted to enhance the mixing in the melt

growth [84]. For vertical DS, vibrations [85], rotation rate variations [86], and magnetic

forces [84,87–91] are often used. Among these techniques, the traveling magnetic fields

(TMF) have been shown promising. The grown ingot of up to 640 kg with TMF showed

very homogeneous IR transmission and few inclusions. Dislocation densities were

relatively low, resulting in overall high minority carrier lifetimes [89]. The use of a heater-

magnet module (HMM), simultaneously generating heat and TMF within the heating

coils, is particularly convenient and effective. A snapshot of the 3D convection due to

TMF is given in Figure 10.9(a). Because the induced flow by TMF is downward near the

crucible rim, the solidification front was bent toward convexity. With the enhanced

mixing, the precipitates in the grown crystal could be reduced significantly, as the

comparison shown in Figure 10.9(b). Different frequencies in different TMF directions

could also be considered to reduce the convection near the crucible wall. This is

particularly useful in stabilizing the crucible coating [90]. Dropka et al. [91] further

compared four different nonsteady magnetic stirrings, including traveling (TMF),

rotating (RMF), alternating (AMF), and carousel magnetic fields (CMF), during unidi-

rectional solidification of large rectangular silicon melts of 700 kg. They found that the

CMF configuration outperformed others in terms of stirring efficiency.

10.3.5 Control of Impurities

The global species transport in the furnace is also important [40]. In general, SiO

evaporated from the melt could react with graphite parts as the following:

SiOðgÞ þ 2CðsÞ ¼ 2COðgÞ þ SiCðsÞ:

In addition, CO could transport back to the melt with the following reaction:

COðgÞ ¼ CðmÞ þ OðmÞ:

In some furnaces, the carbon solubility limit in the melt could be already exceeded during

melting down resulting in significant SiC precipitates at the beginning [92]. Furthermore,

the reaction of the silica crucible and the graphite susceptor could also occur [46], i.e.,

SiO2ðsÞ þ CðsÞ ¼ SiOðgÞ þ COðgÞ:
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The use of gas flushing unit [93] and crucible cover [46] could effectively reduce the

carbon incorporation in the melt as well as in the grown crystal. If gas flushing is

considered for the case with the cover, the oxygen content near the top of the ingot

could be reduced as well due to the better evaporation of SiO [46,94]. Rabbe et al. [45]

have demonstrated that low carbon content could be achieved if the graphite com-

ponents in the hot zone were replaced by other materials. In a typical production hot

zone, the initial oxygen content is around 5–10 ppma, decreasing with height,

depending on the coating material, while the carbon content is about 7 ppma,

increasing with height. In addition, the furnace pressure could affect the oxygen

concentration. In a recent simulation by Teng et al. [95], increasing furnace pressure

reduced the evaporation of SiO, leading to a higher oxygen concentration in the grown

crystal.

In addition to C and O, the transport of metal impurities from the crucible to the melt

is also crucial. The segregation of metal impurities, such as iron, coupling with the melt

convective transport and solid state diffusion, is important. Although the segregation

coefficient of iron is very small, keff ¼ 1.5� 10�5 (Table 10.2), due to the high diffusivity of

the interstitial iron, contamination continues from the crucible and the coating during

crystal growth. Even at the end of crystal growth, back diffusion from the top surface is

also significant. As the crystal is cooled down, iron silicide precipitates at extended

defects, and they may dissolve into interstitial iron in the cell processing as well if the

FIGURE 10.9 (a) The flow field with traveling magnetic fields (TMF); (b) comparison of IR transmission images of
bricks from the center of two ingots without (left) and with TMF. Ref. [89] with permission of Elsevier.
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temperature is higher than 900 �C. The solubility limit for interstitial iron is about

2� 1013 cm�3 at 870 �C. Therefore, it was also reported that significant precipitation will

occur in a temperature range of 400–800 �C [96,97]. The transport phenomena and the

reaction kinetics of the impurities are also affected by the hot-zone design. Some sim-

ulations for iron distribution have also been carried out, e.g., by Liu et al. [28]. Due to the

long solidification time, additional solid state segregation occurs inside the grains and

the extended defects, especially at the edges of the ingot, i.e., the red zone. Therefore, a

shorter growth time and a lower overheating are recommended to reduce the red zone

[98].

Another interesting example of iron segregation and solid state diffusion is the high-

low-high distribution of the minority lifetime in the mono-like ingot. During the

melting-down stage, iron is dissolved from the crucible/coating into the melt, and the

seed in contact with the melt is contaminated quickly and further during back melting.

Meanwhile, as solidification starts, iron segregates and the solid state diffusion continues

leading to such a high-low-high iron distribution. Gao et al. [99] have illustrated this

through numerical simulation. Yu et al. [100] also proposed a simple diffusion model

considering the high undercooling at the beginning. The high growth rate due to the

undercooling causes the trapping of the iron-rich boundary layer. Therefore, the second

peak, as a result of iron trapping, occurs at a height above the initial solid/liquid

interface.

10.4 Nucleation and Grain Control
For obtaining high quality mc-Si using silica crucibles, the control of purity, structure,

crystal defects, and thermal stress is necessary. Mc-Si has many grains with different

orientations and different sizes, as well as many grain boundaries with different char-

acteristics, and they significantly affect the crystal quality and thus the conversion ef-

ficiency of solar cells [101–103]. Particularly, the grain orientations, the grain boundaries,

and the dislocation density are closely related, and they play a crucial role on the wafer

properties [104–106]. Grain boundaries could also lead to different mechanical and

electrical characteristics under different orientations [107,108]. For example, the S3 grain

boundary offers a larger resistance to the cutting stress and facilitates ultra-thin wafer

slicing. Also, it is electrically inactive, even in contaminated samples, so that it does not

act as recombination centers for electrons and holes [109]. The fraction of grain

boundaries for DS mc-Si is low, so that their effect on the overall wafer lifetime is not

very significant. Nevertheless, they play a crucial role in impurity gettering and dislo-

cation kinetics; the stress field is affected as well. In addition, the dislocation density is

usually much lower for the grains containing twins or in certain orientations [104].

Therefore, in order to obtain high quality mc-Si for high efficiency solar cells, it is

important to obtain mc-Si that has grains with the favored orientations and proper sizes,

as well as grain boundaries with preferred characteristics. Therefore, the nucleation and

grain control are crucial.
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In the early days of the DS for mc-Si, getting large grains to reduce grain boundaries

was regarded as the most straightforward approach to increase crystal quality and solar

cell efficiency [110]. A careful control of initial nucleation by slow cooling and grain

competition through growth rate and the growth front shape are believed to be crucial

[111]. Indeed, some remain correct, but some may be doubtful. For example, a flat or

slightly convex growth front is still believed to be beneficial to reduce the parasitic

nucleation from the crucible wall, as well as the thermal stress as we discussed. However,

the low supercooling in the nucleation stage and the low growth rate during grain growth

might not be always positive. Recent results showed that higher initial cooling induced

dendritic growth that could lead to larger grains with better quality [61–63,112].

In addition, the effect of coating materials on nucleation and growth has also been

studied, but the results are not conclusive. Brynjulfsen and Arnberg [113] studied silicon

nucleation on the Si3N4-coated SiO2 substrate and found that there were no significant

differences in nucleation undercooling for various coatings. Tsai et al. [114] further

investigated the grain structures from Si3N4-coated crucibles with different firing con-

ditions, and the results were scattered. However, through a large-scale experimental

study, no significant difference on the ingot lifetime was found by elongating the firing

time from 4 to 8 h at 1100 �C. The use of notched crucibles, as a self-seeded growth, was

proposed [115], and the results were promising. The evolution of grain orientations from

a small notch of 6 mm in diameter was quite dramatic, from the <110> to <112> grains

in a few mm.

10.4.1 Dendritic Casting Method

The dendritic casting method was originally developed at Tohoku University, e.g.,

Fujiwara et al. [61]. To understand the crystal growth mechanism for the control of grain

orientation and grain size, an in situ observation system was developed to directly

monitor the growing interface of Si crystals at temperatures above 1400 �C through a

silica window with a microscope [116]. Using this in situ observation system, they found

that with proper supercooling conditions, a thin Si dendritic crystal grew along the

bottom of the crucible at the initial stage, and then Si multicrystals grew on the upper

surface of the thin Si crystal [61,102]. There has been a long history of fundamental

studies on the growth of Si dendritic crystals, the so-called faceted dendrites, since the

first report by Billig in 1955 [117]. It has been shown that more than two parallel twins

exist at the center of a faceted dendrite [118–123]. Such parallel twins are known to play

an important role in the growth of a dendrite. A dendritic crystal appeared from the

growing interface consisting of many steps with the {111} facets when the supercooling

of the melt occurred above 10 �C. The growth direction of the dendritic crystal was

exactly parallel to the {111} facets. The orientation of dendritic crystals depended on

supercooling of the Si melt [122,123]. When the supercooling took place at temperatures

above 10 �C, the preferred orientation of the dendritic crystals was <112> or <110>.

These dendritic crystals had two parallel twins with S3 grain boundaries, and the S3

392 HANDBOOK OF CRYSTAL GROWTH



grain boundaries had the same {111} facets. Therefore, the upper surface of the dendritic

crystals was fixed to {110} or {112}, and the growth direction of the twins was exactly the

same as that of the dendritic crystal.

In the conventional casting method, nucleation occurs at random points on the

bottom of the crucible, and many grains with random orientations grow from these

nucleation sites. Grains with preferred orientations remained at the end. The structure of

mc-Si grown by this method could not be controlled at all. On the other hand, using

dendritic crystals grown along the bottom of the crucible, the grain orientation and grain

size of grown mc-Si could be controlled. Figure 10.10(a) shows the concept of the

dendritic casting method for controlling the grain orientation and the grain size [61,102].

At first, dendritic crystals with the upper surface in the <110> or <112> direction are

grown along the bottom of the crucible using the proper supercooling conditions. Then,

Si multicrystals are grown on the upper surface of the dendritic crystals. Using the

dendritic crystals, as shown in Figure 10.10(b), Si multicrystals that have larger grains

with the same <112> orientation could be grown, compared to conventional mc-Si that

have smaller grains with random orientations. However, dendritic crystals usually

appeared with a random distribution and a random direction at the bottom of ingots

[65]. It was confirmed that the initial thickness of the dendrite crystals just after their

Si melt

Si multicrystals

Dendritic casting method

Large 
grains

Small 
grains

Conventional casting method

15 mm

Concept for dendritic 
casting method

Dendrite crystals

(a) (b)

FIGURE 10.10 (a) Concept of dendritic casting method; (b) grain orientation and grain size of two different
casting methods. Refs [61,102] with permission of Elsevier.

Chapter 10 • Multicrystalline Silicon Crystal Growth for Photovoltaic 393



lateral growth was only 2 mm. Therefore, the structure of the bottom of the Si ingot was

affected by the dendritic crystals, while the structure of the center and top of the Si ingot

was not affected by dendritic crystals. The minority-carrier diffusion length was higher

than 150 mm all over the Si wafer. The distribution of the minority-carrier diffusion

length of the Si ingot was not affected by the dendritic crystals.

Figure 10.11 shows a schematic illustration of the relationship between random grain

boundaries and dislocations during crystal growth using the conventional casting

method and the dendritic casting method [56,105,124–126]. Usually, dislocations are

generated from random grain boundaries during crystal growth. If random grain

boundaries are reduced especially at the initial stage of the growth, dislocations are also

reduced in the Si multicrystals. Obviously, the mc-Si grown by the dendritic casting

method had few random grain boundaries because the grain size was large. Therefore,

the dendritic casting method was effective in suppressing dislocations that could

significantly increase the efficiency of solar cells.

The driving force behind the generation of dislocations is stress, and the origin of

dislocations is random grain boundaries. Stress is naturally reduced by the introduction

of dislocations or through arrangement of grains during crystal growth. Therefore,

structural control is necessary to obtain appropriately large grains to reduce stress and

dislocations, as well as random grain boundaries, and to increase coherent grain

boundaries. In order to confirm how and where dislocations are generated from a

random grain boundary during crystal growth, a Si crystal was grown on a special seed

0.08 mm Straight parts of random grain boundaries 

Dislocation density near random grain boundaries 
High

0.64 × 105 /cm2 6.54 × 105 /cm2 10 × 105 /cm2

Coherency of random grain boundaries 
Good Bad

Low

FIGURE 10.11 Relationship between the coherency of random grain boundaries and the dislocation density. Refs
[56,105,126] with permission of AIP.
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crystal with artificially manipulated grain boundaries made by several single crystal

sheets with different orientations [56]. It was found that dislocations were generated

from this particular random grain boundary during crystal growth, and they appeared on

only one side of the boundary. In Figure 10.11, the straight lines correspond to parts of

random grain boundaries. As the coherency of random grain boundaries increased, the

dislocation density near the random grain boundaries became lower. However, from the

viewpoint of stress reduction in mc-Si, a proper density of the random grain boundary

should be maintained by controlling the grain size.

Figure 10.12 shows the effect of the angle between dendritic crystals with different

orientations. The effects on the shear stress and dislocation density were studied

[105,124]. When the angle was zero, the dendritic crystals were arranged completely

parallel to each other. The shear stress increased as the angle became larger, and the

dislocation density increased as the angle became larger in spite of the orientation of the

dendritic crystals. Therefore, the dislocation density could be drastically reduced by

controlling the arrangement of dendritic crystals to be completely parallel to each other.

To control the arrangement of the dendritic crystals grown along the bottom of the

ingots, it was necessary to intentionally create nucleation sites at the bottom of the

crucibles. A method of controlling thermal conductivity under crucibles was proposed by

Nakajima et al. [65] to control these nucleation sites. To obtain a highly supercooled

section, graphite plates with high and low thermal conductivities were combined into

one plate. It was then set between the crucible and the holder and the plate could
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completely cover the bottom surface of the crucible. Dendritic crystals first grew from

the highly supercooled section, followed by Si multicrystals growing on the upper sur-

face of the dendritic crystals. Figure 10.13 shows the distribution of dendritic crystals

grown along the bottom of an ingot with a diameter of 30 cm. The line-shaped highly

cooled section was made from a graphite plate with a high thermal conductivity. It was

located 30 mm from the edge of the plate. In Figure 10.13, the red lines show the den-

dritic crystals that appeared first, and the light blue lines show the dendritic crystals that

appeared later by branching off from the initial dendritic crystals. Most of the dendritic

crystals that appeared first were generated from the line-shaped, highly supercooled

section. They were distributed and arranged such that they were fairly parallel to each

other. There were just a few dendritic crystals that appeared from the edge of the ingot

because the highly supercooled part in the Si melt acted as a strong nucleation site of the

dendritic crystals. The distribution of most of the dendritic crystals that appeared first

was well controlled within an angle of �60�. In the wafers grown by the dendritic casting

method, at a distance of 0.1 cm from the bottom of the ingot, dendritic crystals grew

along the bottom of the ingot. At 0.3 cm, grains grew corresponding to the distribution of

dendritic crystals. The initial thickness of the dendritic crystals just after their lateral

growth was only 0.2 cm.

Recently, Dai-ichi Kiden Corporation (KDN) has manufactured a pilot furnace to

produce ingots with controlled crystal structures on an industrial scale. Figure 10.14

shows an example of the conversion efficiency of solar cells using 180 mm-thick wafers

grown by KDN using the dendritic casting method without controlling the arrangement

of the dendritic crystals. The percentage was obtained using 3000 wafers selected from

every part of an ingot with a mass of 420 kg. The peak efficiency was 17.2%. The solar

cells prepared from 92% of the total wafers showed conversion efficiencies above 16.5%.

The solar cells prepared from 60% of the total wafers showed conversion efficiencies

above 17%. The peak value could be higher by controlling the gas flow and the

arrangement of the dendritic crystals. The distribution of the minority carrier lifetime

FIGURE 10.13 Distribution of dendritic crystals
grown at the bottom of an Si ingot with a
diameter of 30 cm. The red arrows show the
dendritic crystals that appeared first, and the
light blue arrows show the dendritic crystals that
appeared later. The distribution was obtained
using the circular graphite plate with the line-
shaped, highly cooled section. Ref. [65] with
permission of Elsevier.
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was also very uniform in the cross-section of the same ingot, but the upper half part of

the ingot should still be improved by controlling the gas flow and the arrangement of the

dendritic crystals.

10.4.2 High-Performance mc-Si

As the dendritic casting method was proposed [61,102], tremendous effort was spent to

control the initial undercooling [64]. Using the elevation rate of the insulation was found

to be the easiest way without modifying the hardware. Further enhancement of the

initial cooling rate was also considered by modifying the heat exchange block, and one

example using argon cooling was discussed by Li et al. [3]. The use of argon cooling

recently was implemented in G6 furnaces (JSH800) by Jingsheng Inc. However, due to

the poor thermal conductivity of silica, the thermal resistance through the crucible

bottom was high. Therefore, without the extensive modification of the available fur-

naces, the use of initial cooling for grain control, unfortunately, was found rather difficult

and unstable for production. Figure 10.15 shows three typical grain structures and brick

lifetime mappings usually observed by controlling the initial undercooling [67]. In

general, if the initial undercooling was low, due to less nucleation sites, the grown grains

were reasonably large, but not uniform. On the other hand, if the initial cooling rate was

high enough, dendritic grains could be obtained, as discussed previously [61,102]. An

interesting observation was found that there was a small window for uniform grains, but

they were relatively small. In fact, based on the nucleation theory, the nucleation rate

increases with the increasing melt undercooling. More nucleation sites could appear

with the increasing undercooling as well. However, if the undercooling is high enough,

say more than 10 K for the dendritic growth, the fast-growing dendrites, preferred in the
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FIGURE 10.14 Conversion efficiencies of solar cells using 180-mm-thick wafers grown by Dai-ichi Kiden Corporation
using the dendritic casting method without controlling the arrangement of dendritic crystals [123].
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<110> or <112> direction, overgrow the others, and lead to larger grains. Unfortunately,

keeping a large undercooling was not easy even with a rapid cooling in a small crucible.

In a recent paper by Brynjulfsen et al. [127], four experiments were carried out with a

similar growth setting. One growth had an undercooling of about 10 K, but the other

three did not have a significant undercooling for the high crucible pulling rate up to

300 cm/h. The transition, from the nucleation to growth-controlled modes, was not

clear. However, for the cooling rate that could be used in the current production facility,

the grain structure control was found rather difficult [128].

Interestingly, as shown in Figure 10.15, the lifetime mapping of the brick having small

uniform grains turned out to have the best uniformity. The wafers with small initial

grains had higher solar cell efficiency as well. Their dislocation clusters near the top of

the ingot were found much less than the others. The product from this generation of

technology was referred to as the Aþþ wafers first released by SAS, while the one based

on the high undercooling with the dendritic grains was referred to as the Aþ wafers. The

growth yield of Aþþ ingots from the uniform grains controlled by undercooling was not

high. However, once an ingot with good grain structures was obtained, it could be reused

as seeds for a new growth. Though more troublesome, this increased the production

yield significantly. The cell efficiency was improved from 16.8% to 17.1% from the Aþ to

Aþþ wafers [64]. Although the performance of Aþþ wafers was reasonably good, the

FIGURE 10.15 (a) Three typical grain structures and (b) lifetime mappings from different undercooling; the
average solar cell efficiencies from the ingots are shown at the bottom. Ref. [67] with permission of Wiley & Sons.
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seed selection was troublesome. Also, similar to the dendritic casting method, the S3

grain boundaries or twins were dominant.

Apparently, the initial grain size played a crucial role in the defect formation. The

seeded growth from small silicon chips and chucks was reported by Lan et al. [129]. As

shown in Figure 10.16, the etched defects were significantly lower for the grains grown

from the small seeds. By controlling the initial small grains using small silicon chips or

beads as the seeds, the ingot with uniform grains and low defects could be easily ob-

tained. The product from this generation was referred to as A3þ wafers, and the product

was first released in the late 2011 by SAS. The wafers from the whole ingot, except the red

zone and the top ingot surface, were used for solar cell fabrication. The distributions of

solar cell efficiency from Aþ and Aþþþ wafers are summarized in Figure 10.17. As

shown, the average efficiency for Aþþþ was about 17.4%, which was about 0.6% more

than that for Aþ. The solar cells based on Aþþþ wafers had high open-circuit voltage

(Voc) ranging from 630 to 633 mV and high shunting resistance Rsh (266U). With the

improvement of ingot growth and the use of high purity coating and crucibles, the

current efficiency has been increased to 17.8% based on the same growth concept in

mid-2012; the product was referred as A4þ wafers. The portion of poor performance

(<17%) was less than 1%. The major advantage of this current technology is that the

production yield for high quality ingots is very high. Moreover, with the passivated

emitter and rear cell (PERC) using a plasma-enhanced chemical vapor deposition

(PECVD) aluminum oxide layer, the average efficiency could be increased to over 18.5%

[129]. In late 2013, the average efficiency for using the standard cell process

was improved to more than 18% due to the use of better silver paste for metallization.

(a) (b) (c)

FIGURE 10.16 Grain structures (upper) and etched defects from seed crystals with different sizes: (a) bottom;
(b) middle; (c) top of the ingots [129].
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Due to the high cell performance of the wafers from this growth technology, the name of

“high-performance mc-Si” has been widely used by the PV industry since 2012.

Figure 10.18 shows the PL images of the Aþþþ wafers from the center brick. As

shown in Figure 10.18(a), in the early stage, dislocation clusters were localized in

intragrains, and often disappeared when those grains were overgrown by others.

Accordingly, the defect multiplication was easily terminated. However, near the later

stage of the growth in Figure 10.18(b), where the grains became larger, more defects were

induced. Again, they tended to be localized in smaller grains surrounded by the large

grains. Because the stress was concentrated again in the small defective grains, the stress

could be greatly relaxed. As a result, the massive multiplication in the big grains was

much less as compared with that in the conventional growth [66,67]. Nevertheless, more

dislocations were also observed in bigger grains at the latter stage, and they were more

vulnerable to the propagation of dislocations because less grain boundaries were

available to stop them. It needs to be pointed out that the thermal stress during solid-

ification was inevitable, and particularly silicon expanded as it solidified. The generation

of dislocations during plastic deformation was an effective way for stress relaxation. The

sacrifice of small defective grains seemed to be critical in this technology, and inter-

estingly enough, the small defective grains could easily be overgrown by healthy grains.

The development of grain orientation is shown in Figure 10.19(a). As shown, the

grains in {112} seemed to be dominant; {113}, {111}, and {315} grains were also present in

large portions. The reason for having more {112} grains was not clear, but {112} grains

have the smallest interfacial energy next to {111}. Because we did not find dendrite grains

in the wafers, the {112} orientation was not originated from the dendrite growth

mechanism [61–64,102]. Interestingly, in the study of the grain development in notched

FIGURE 10.17 Comparison of
efficiency distribution of solar cells
from Aþ, Aþþþ, and A4þ wafers.
Ref. [67] with permission of
Wiley & Sons.
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(a)

(b)

FIGURE 10.18 PL images of the wafers. (a) Initial stage (within the first 10 cm); (b) later stage (in the last 10 cm);
the sequence of the development of grains and defects at different heights is shown from the left to right.
Ref. [67] with permission of Wiley & Sons.
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crucibles, Li et al. [3] also observed the rapid transition from {110} to {112} orientations in

the small notch. The increase of {111} grains might also indicate the reduction of

interfacial energy during solidification. On the other hand, the twin formation from {111}

facets also played a crucial role in the grain competition by forming new grains and twin

boundaries [130,131]. Recently, Wong et al. [132] carried out ingot growth from silicon

beads with random orientations at different crucible pulling speeds, and the detailed

grain selection mechanisms were discussed.

Moreover, due to the random nucleation from the small seeds, the percentage of non-

sigma random grain boundaries was over 70% at the beginning, as shown in

Figure 10.19(b). In the conventional casting process, the percentage is usually lower than

50%. Especially for the dendritic casting method, the percentage of the random grain

boundaries could be less than 30%; more than 80% of S3 twin boundaries were found as

well in a small-scale DS furnace by Yeh et al. [63]. Nevertheless, as shown in

Figure 10.19(b), as the mc-Si grew with height, more S3 twin boundaries were generated

in consuming the random grain boundaries. Again, as discussed by Nadri et al. [131],

twin nucleation from {111} facets was the mechanism for new grains, and this also led to

the increase of the S3 twin boundaries. Wong et al. [132] also observed that as a new

grain, which could be a low or high energy grain, appeared, it was accompanied by twin

boundaries. If a high energy grain was bounded by noncoherent grain boundaries, it

tended to be overgrown by the low energy grains, and the associated noncoherent grain

boundaries disappeared. Therefore, the reduction of noncoherent grain boundaries was

due to grain competition that favors low energy grains, while the increase of the twin

boundaries was due to twin formation from {111} facets. However, due to the twin

formation, the high energy grains could also be generated, so that they would not

disappear completely.

Because of the noncoherent nature of the random grain boundaries, the thermal

stress might be better relaxed. Although there was no clear evidence of the grain

boundary slip, no residual stress was found in the noncoherent grain boundaries of mc-

Si wafers, but residual stress existed at the S3 grain boundaries [133]. Hoshikawa et al.

[134] also designed a nice experiment using polycrystalline seeds for Cz crystal growth,

and they found that dislocations and subgrain boundaries appeared easily from the

semicoherent grain boundaries. The noncoherent grain boundaries did not have sig-

nificant internal energy for defect generation.

The technology for high performance mc-Si has been widely adopted in production.

The grain structures of the wafers from most companies are all very similar, such as S2

and S3 wafers from GCL [135], M3 wafers from LDK, A2þ from RenaSolar, HP3 from

Nexlon, A4þ from GET, etc. They had uniform and fine grains in the portion near the

bottom ingot. The high performance mc-Si wafers give the solar cells not only the high

efficiency but also the narrow distribution in the performance. In a recent report from JA

Solar [136], the lifetime mappings of the ingots grown by traditional DS, split mono-

seeded, and the small-chip seeded growth were compared. As shown in Figure 10.20,

the high performance mc-Si had the most uniform lifetime distribution. Nevertheless,
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both seeded growths had a much thicker red zone (>5 cm) at the bottom, and this

decreased the production yield. The propagation of the defects from the seed joints, as

shown in Figure 10.20(b), was a serious issue in production. According to their report,

they had shifted all the production to high performance mc-Si due to the robustness of

the technology, as well as the uniformity and the good quality of the wafers. The use of

nucleation other than silicon seeds was also reported to reduce the red zone [129], and

the small and uniform grains could also be obtained at the initial stage of the growth.

10.4.3 Mono-like Casting

In addition to mc-Si, monocrystalline Si ingots could also be grown with monocrystalline

seeds, i.e., the so-called mono-like or quasi-mono casting. In fact, at the beginning of the

development of DS growth for silicon ingots, seeded growth was considered [137,138].

The main reason that this technology did not continue was that the quality of the ingot

was not as good as the mc-Si ingot grown without seeds. The seeded growth was brought

into attention again by BP Solar in 2007 using split seeds [139,140], and the product with

the similar name, either mono-like, cast-mono, or quasi-mono, has been adopted by

industry quickly since then. The major issues are: (1) nucleation from the crucible wall

(a)

(b)

(c)

FIGURE 10.20 Comparison of the lifetime mappings from ingots grown by (a) traditional method; (b) split mono-
seeded method; (c) chip-seeded method. Ref. [136] with permission of Prof. Xinming Huang.
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and the joints of split seeds; (2) the generation and multiplication of dislocation from the

seeds, especially from the joints of split seeds, as discussed for Figure 10.20(b); and (3)

seed cost. The first issue has been better understood, and nowadays 90% of the ingot

could remain almost monocrystalline. The third issue is been mitigated by the better

control of the interface shape and the back melting, so that the seed thickness could be

greatly reduced to 1–3 cm. Furthermore, to save the cost, the seeds could be recycled for

a couple times without much affecting the ingot quality. However, the second issue is

much more troublesome. Although some ideas in the patent literature have been pro-

posed to overcome the problems using different seeding concepts, the control of

dislocation multiplication is still difficult. Recently, Jouini et al. [141] have reported some

nice results for n-type mono-like ingots. Figure 10.21(a) shows the arrangement of the

{100} seeds in their G5 experiment. As shown, in addition to the central 5� 5 seeds, there

are also some extra seeds near the edge. These seeds could be used to accommodate the

red zone or the grains nucleated from the wall. Recently, Kutsukake et al. [142] arranged

the orientation of the extra seeds to have the {310} S5 grain boundaries within central

seeds, and they could suppress the inward growth of the grains from the crucible wall.

The appearance of the grown crystal by Jouini’s group is shown in Figure 10.21(b), and

the seed print could be clearly seen from the top surface. Moreover, if defects existed in

the edges of the seeds, as shown on the left of Figure 10.21(c), they could easily multiply

upward. However, for the nondislocated grain boundaries, as shown on the right figure,

no defect propagation was observed. Again, the bottom red zone, the same as that in

Figure 10.20(b), was also thick. The best part of the ingot, near the middle height,

was used for making heterojunction solar cells, and cell efficiency of 21.57% was

achieved [141].

FIGURE 10.21 (a) Arrangement of {100} seeds (5� 5) at the bottom of the crucible; (b) as grown mono-like ingot;
(c) two different lifetime mappings of the block from the dislocated subgrain boundaries (left) and nondislocated
subgrain boundaries originated from the junction of the seeds. Ref. [141] with permission of Dr. A. Jouini.
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Recently, Trempa et al. [143] reported a systematic study to understand the new grain

formation from the crucible wall and the junction of split seeds. They used seeds with

orientation varied between <100>, <111>, and <110>; in some cases, split seeds was

considered. They showed that the nucleation at the crystal periphery as well as the gap

between the split seeds depends on the seed orientation. The typical <100> direction

turned out to be the most difficult one. The twin nucleation at the {111} facets was used

to explain the formation of misoriented grains, as illustrated in Figure 10.22(a). As shown

in the figure, as the undercooling DT at the edge is high enough for nucleation, the layer

L, which could be oriented or misoriented, grows until it reaches the melt/solid interface.

The process repeats until the undercooling is not enough for nucleation. This growth

mode, the so-called Frank–van der Merwe growth [144], is quite rapid as compared to

the normal growth rate of the facet. For example, if the growth is in <100> direction, the

twins are nucleated from the crucible wall at a¼ b¼ 45�; b is the orientation angle of the

facet with respect to the temperature gradient, and a¼ 90
� � b. Then, the twin orienta-

tion is {221}, which is consistent with the calculations by Wilhelm [145] for the first-order

twinning on {111}. Figure 10.22(b) is an example of new grain formation from the cru-

cible wall for the growth from a {100} seed. To avoid the stress from the crucible or the

twining from the crucible, a top-seeded growth, the so-called noncontact crucible

method, was also proposed [146–148]. This method is rather similar to the Kyropoulos

method, typically used in sapphire growth. High quality silicon ingots with low oxygen

FIGURE 10.22 (a) Sketch of a seed edge near the crucible wall W or another seed crystal S with a {111} facets
plane (bold line F) oriented at an angle to the horizontal x direction. TJ is the position of the triple junction
melt–seed–crucible wall or melt–seed–seed. A two-dimensional nucleus N is formed at the lower edge of the {111}
facet where the supercooling DT is maximum (at TJ). The size of the nucleus N is blown up in the figure as help
for the eye. The nucleus N grows in direction of the arrow G, thus completing the layer L until it reaches the
melting point isotherm Tm (dotted line). The melting point isotherm Tm is identical to the interface IF where
the original seed grows with an on-facetted interface; (b) Scan image revealing the <100> grain orientation
of the vertical cut at {100}. Ref. [143] with permission of Elsevier.
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content, due to low thermal gradients (week flow) and noncoated crucibles, were re-

ported with a diameter up to 30 cm. With sufficiently low radial thermal gradients,

square-shaped ingots with {110} side faces were also grown [149].

Since 2010, a few companies have jumped into the production of mono-like ingots.

However, because of the higher seed cost and the longer cycle time due to dipping for

the back melting of the seeds, the production cost for mono-like ingots is higher. In

addition, the distribution of the solar cell efficiency made from the mono-like wafers is

also wider. Hence, the market penetration of mono-like wafers is not much. Although

some promising results have been reported as just discussed, the success in mass pro-

duction with good quality is very limited. Particularly, after the development of high

performance mc-Si since 2011 [66,67], the market share of the mono-like product

became very small.

10.5 Conclusions
Due to the low cost production and high throughput of the mc-Si grown by the DS

method, the solar cells based on mc-Si have become the mainstream in recent years. The

crystal quality has improved significantly over the years through the basic understanding

of crystal growth. The most important two factors are impurities and dislocations. We

have discussed how the impurities, as well as their precipitates, and the dislocations

affect the lifetime time and the solar cell performance. How to control them has also

been discussed. Although the high performance mc-Si technology is emerging and

becoming the mainstream in mass production, other crystal growth technologies are still

in progress. A promising one is the mono-like technology, either using the bottom- or

top-seeded approach. However, the control of growth defects, particularly the disloca-

tion clusters, remains the key issue. On the other hand, further reduction of the impu-

rities is also necessary to increase the ingot lifetime, but this would rely more on the

effort from the crucible and silicon nitride suppliers. Moreover, using cheaper UMG or

SoG silicon as the feedstock could be an effective way for cost reduction. However, the

balance between cost and quality is necessary.
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11.1 Introduction
Trends in development of aircraft turbine engines seek to increase their economy

(reduced specific fuel consumption) and specific thrust (power), by increasing the

exhaust gas temperature before the turbine and the airflow through the engine.

Performance and development of aircraft engines turbines and industrial gas turbines

(IGT) are strongly associated with new heat resistant materials, especially nickel, cobalt,

and titanium-based superalloys, and additionally with protective layers and thermal

barrier coatings. The maximum allowed temperature of the turbine exhaust gas inlet

depends on the microstructure and properties of the materials used for components of

aircraft engine turbine hot parts, particularly of the high pressure turbine blades. Due to

aircraft engines’ safe operation, they are subject to special requirements in the

manufacturing process and quality control. Research carried out in many laboratories is

designed to increase mechanical properties, creep, fatigue, fracture, and corrosion

resistance of turbine blades at high temperature.

These requirements are met by directionally solidified (DS) castings of nickel-based

superalloys. Their microstructure and properties depend mainly on chemical compo-

sition, the conditions of solidification process, and the heat treatment. Formation of

columnar grains is performed thanks to heat flow control and mechanism of competitive

grain growth along the height of the casting. Single crystal (SC) castings can be achieved

thanks to specially designed ceramic molds and by using the starter and grains selector.

Eliminating wide-angle grain boundaries in the casting results in significant improve-

ment in creep resistance. Nowadays, more and more attempts are being made to replace

the DS casting by a SC casting, especially in large castings of IGT elements. Nickel-based

superalloy SC castings used in aircraft engine turbines and IGT are produced by

Bridgman – high rate solidification (HRS) and liquid metal cooling (LMC) methods.

For manufacturing of nickel-based superalloy SC castings it is necessary to establish

the critical pulling rate. This value and the method of casting are crucial to the
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temperature gradient and cooling rate, which determine the shape of the solidification

front and thus the microstructure of the casting. An increase in cooling rate reduces the

distance between the primary and secondary dendrite arm spacing, fragmentation of the

g/g0 eutectic and the g0 phases, which reduces dendritic microsegregation and the time

and cost of further heat treatment process. Temperature gradient and the alloy chemical

composition influence the type and amount of defects (freckle defects, strain grains, high

and low angle boundaries) especially in large-size castings. The increase in the tem-

perature gradient along the axis of the casting reduces the size of mushy zone and

tendency to create freckles, spurious grains, and shrinkage porosity.

11.2 DS Castings Manufacturing
11.2.1 DS Casting Manufacturing Methods

Manufacturing of castings by directional solidification method is based on the move-

ment of ceramic mold, filled with molten metal, and at a certain speed, from the heating

zone to the cooling area. In this way, positive value of the temperature gradient and a

movement of the continuous solidification front along the height of the casting can be

both achieved. The positive temperature gradient in the casting can be obtained by

various methods. All available ones are based on control of the heat flow in the casting.

Direct flow of heat is achieved by the application of intense cooling of the mold located

below the heating zone [1].

Since the early 1980s, three main methods have been developed that are used on the

industrial scale for manufacturing of directional solidified nickel-based superalloy

castings of aircraft engine and gas turbine hot components. Depending on the cooling

mode, the following methods are used: Bridgman, LMC, and to a lesser extent gas

cooling casting (GCC).

11.2.1.1 Power Down Method
The power down method is based on the progressive reduction of the temperature in the

furnace heating zones. This method does not require the displacement of the mold with

molten metal from the heating furnace (Figure 11.1) [2]. The ceramic mold is placed in

the heating furnace on a water-cooled copper chill plate and heated to the desired

temperature. Further, obtaining an equal temperature throughout the whole volume of

the mold, it is filled with liquid metal. Directional heat flow is possible by the use of a

chill plate, heating furnace, and the ceramic mold gradual temperature control.

Temperature control is carried out by using two independent heating zones (heaters).

After the pouring process, the lower heating zone is switched off. The liquid metal, on

contact with the chill plate, begins the process of solidification. Under the impact of the

chill plate, high value temperature gradient forms in the casting. Columnar grains grow

into a parallel direction with reference to the flow of the heat. After some time from the

start of the solidification process, steady heat flow conditions are formed in the casting.
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Directional grain growth is then completed. When the temperature of the second heating

zone is lowered, the further solidification process is possible. In this way the solidifi-

cation front and further solidification process moves continuously. The described

method was also used for the directional solidification of SC castings.

11.2.1.2 Bridgman Method – High Rate Solidification
TheBridgmanmethod is characterized by the radiation heating and cooling of the ceramic

mold and casting (Figure 11.2(a)). Initially, it was used only for a directional solidification

of the castings on the laboratory scale. However, with the development of aircraft engines,

it has been adapted for the industrial castingsmanufacturing process [3]. For this purpose,

the device providing directional heat flow and castings directional solidification is used.

The ceramic mold is placed on a copper chill plate. The chill plate and the mold are

both moved to the heating furnace by means of the lift. There, the heating takes place

until the entire volume of the ceramic mold shows constant temperature value in time.

The heating temperature of the ceramic mold depends on many factors, and in the

industrial production process of SC casting it is mainly about 1500 �C. Increasing the

FIGURE 11.1 Schematic diagram of the directional solidification of nickel-based superalloy castings using the
power down method.
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temperature of the mold leads to an increase in the temperature gradient at the

solidification front. A further increase in temperature depends on the material of

ceramic molds. When the value is too high, excessive shrinkage and stress occur.

Induction melting of nickel superalloy ingot begins in the final ceramic mold annealing

step. The melting process is conducted in a vacuum. After melting of the charge in a

ceramic crucible, filling of the ceramic mold with molten metal begins. The liquid metal

fills the starter, selector, and the blade casting cavity. This kind of solution allows the

control of ceramic mold casting speed and the movement of impurities out of the casting.

Sprue particulate filter is placed on the liquid metal supply system to the casting. The

ceramic mold, filled with molten metal, is now moved with the set speed from the furnace

to the cooling zone. Pulling speed of the ceramic mold is a fundamental parameter of the

manufacturing of DS castings. For SC castings directionally solidified with Bridgman

method, ceramic mold pulling speed is usually in the range of 2–4 mm/min [4].

In order to reduce the heat loss and increase the temperature gradient, radiation

baffle can be applied. It is usually a plate-shaped graphite ring, placed on the thermal

insulation compartment. It significantly affects the temperature distribution in the

ceramic mold during its heating and annealing stages. Additionally, it enables an equal

distribution of temperature, which affects the shape solid–liquid interface. The cooling

rate of the casting and the mold is higher in comparison with the results obtained

without the use of thermal baffle [4].

FIGURE 11.2 Schematic diagram of directional solidification of casting by: (a) a Bridgman, (b) LMC method.

Chapter 11 • The Unidirectional Crystallization of Metals and Alloys 417



11.2.1.3 LMC Method
Preparation of SC castings using the LMC method proceeds in a similar manner as

Bridgman method (Figure 11.2(b)). Instead of chill ring, under the heating furnace, there

is a reservoir of liquid metal. Heating of the ceramic mold is conducted in a heating

furnace using the heat radiation. Ceramic mold filled with liquid metal is moved with set

speed from the heating furnace to the tank with coolant bath. Between the ceramic mold

and the coolant, high intensity heat transfer by convection occurs. Solidification front is

formed at a certain distance from the surface of the coolant bath. Thus, above the

coolant bath level, ceramic mold is cooled by radiation. Coolant convective motion is

caused by mechanical mixing. A liquid metal used for cooling is usually Al or Sn. These

metals are characterized by a low melting point, high thermal conductivity, high evap-

oration in a vacuum temperature, the lack of toxicity, and low price [5]. The melt is

continuously stirred and maintained at a constant temperature. In order to increase the

temperature gradient and the withdrawal speed, ceramic spheres arranged on the metal

bath are used as a floating baffle.

Spherical shape provides a precise fit to the ceramic mold, which reduces the dis-

tance between the solidification front and the coolant bath level. The use of such a

solution and the Sn coolant leads to an increase in the temperature gradient in the

casting to about 90 K/cm for large blades [6]. The use of liquid Al and no floating thermal

baffle allows obtaining the temperature gradient in the range of 40–50 K/mm [7].

11.2.1.4 GCC Method
In order to conduct an effective process cooling and reduce the number of defects in

large castings, the GCC method was developed [8]. Using GCC, heat is removed from the

casting through the mold as a result of the gas flowing over the intense convection and

thermal radiation. In this method, the ceramic mold is heated in a heating furnace. After

filling the mold with molten metal, it is moved into the area where intensive convection

cooling by the cooling gas occurs.

The gas stream, disposed under the thermal baffle, is directed through the nozzles to

the surface of ceramic mold. Ar, He, or a mixture of both is used as the cooling gas. The

amount of removed heat depends on the gas stream steering angle on the surface of

the ceramic mold. In case of the multiple component ceramic molds, the GCC and the

Bridgman methods do not use their full potential due to the presence of gaps between

components. Studies show the desirability of a GCC method for manufacturing of single

crystal and columnar grains castings.

11.2.2 Manufacture of SC Castings

11.2.2.1 Grains Selector
Two different techniques, grain selector or seed, are frequently used for manufacturing

of SC castings of nickel-based superalloys with predetermined applied crystallographic

orientation (Figure 11.3).
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The use of a grain selector can provide growth of one grain in a casting in a particular

direction close to [001] axis. The shape of selector has been changing with the devel-

opment of technology of SC castings. Grain selectors are used in the restrictor, angled

and spiral shapes [9]. Currently, the most commonly used is a spiral grain selector

(Figure 11.3(a)).

In the industrial manufacturing process, single grain is obtained in the casting pro-

cess, in the lower region of the ceramic mold, by using a selector that is connected to the

starter block located on the chill plate. The starter block is usually made in the shape of a

cylinder, with a height of 20–30 mm and a diameter of 10–20 mm. Shape and dimensions

of the selector and the starter both have a large influence on obtaining single grains with

the correct crystal orientation and on the cost of the manufacturing process. The so-

lidification process in the selector is closely linked to the number of grains per unit area

in the upper part of the starters block. The main aim of the starter is to produce the

smallest possible number of columnar grains at the input to the selector while main-

taining the lowest yaw angle of crystallographic orientation from the [001] axis.

Columnar grains are formed, arranged parallel to the direction of the heat flow. The

number of grains is largest in the area with the highest undercooling value (contact of

the chill plate with the casting) and decreases with increasing distance from the

casting base [10]. With the increase in the starter height, a proportion of grains with

unfavorable crystallographic orientation decreases. At a height of approximately

FIGURE 11.3 Starter and spiral grain selector (a). placement of the selector (b, c), the seed (d), and upper (b, d)
and lower (c) blade cavity feeding system, where: takeoff angles – q, wire diameter – ds, spiral rotation
diameter – dr, the pitch length – H.
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20–30 mm, grains deviation angle does not exceed 20� and is in the largest proportion

of 5–10� [11]. The use of grain starter with a height greater than 30 mm does not result

in a significant reduction in the number of grains and the deviation angle. However,

reducing the height of the blade casting occurs, and as a consequence, there is an

increase in the manufacturing costs. Thus, in industrial production starter of

20–30 mm height is used.

Further solidification occurs in the grains selector. Grains are automatically selected

until only one remains. The selection of grains in the selector is random and has little to

do with a temperature distribution. The growth of dendrites, from the starter to the

selector, leads to them being blocked by the wall of the ceramic mold. Secondary

dendrite growth begins in the free volume of the selector [12]. Next, further blocking by

neighboring dendrites or the surface of the mold occurs. As a result, only one of the

starter grains continues to grow in the selector, with an orientation not necessarily close

to the [001] crystallographic direction.

In the design process of spiral grain selectors, the following geometrical parameters

are included: takeoff angles – q, wire diameter – ds, spiral rotation diameter – dr, and the

pitch length – H. The most commonly used spiral selectors are of single or at most

double the period. It has been found that a small value of the takeoff angle leads to an

increase in the efficiency of the selector [13]. The increase in the takeoff angle leads to a

formation of one grain at a higher level. In practice, the angle is chosen in the range of

20�–30�. Too low of its value increases efficiency but complicates manufacturing of spiral

wax models. It has been concluded that the use of a selector reduces the number of

grains but does not affect the angle of [001] deviation [11]. For larger values of the takeoff

angle, the temperature gradient begins to have a greater impact on the solidification

front and grain selection. Selection of grain orientation in the selector is random. Wire

diameter, spiral rotation diameter have lesser impact on the selection process of grains

in the selector. However, reduction of the wire diameter leads to the blockage of grains

by the ceramic mold’s internal surface [13].

11.2.2.2 Solidification from the Seed
Application of a starter and selector allows the solidification of casting grains of crys-

tallographic orientation close to [001] axis. Often, in the SC castings, the crystallographic

orientation other than [001] is required [14]. It was noted that the manufacturing of

castings of orientation near to [111] further improves creep resistance. Nickel-based

superalloy SC castings of predetermined crystallographic orientation are manufactured

using casting seed (Figure 11.3(d)). The method is used to control the orientation of the

SC casting produced on industrial and on laboratory scale [15].

Single crystal seed at a specific crystallographic orientation, height, and a diameter is

placed inside the ceramic mold at a chill plate. The ceramic mold is heated to a pre-

determined temperature. The impact of the chill plate causes a large axial temperature

gradient in the lower area of the ceramic mold and positioned seed. Knowledge of the

temperature gradient in this area allows specifying the height of the seed.
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At a fixed height, the seed transforms to a mushy zone—the range between the sol-

idus and liquidus temperature. Annealed ceramic mold is being filled with a liquid metal.

The process of solidification of molten metal begins as a result of contact with the upper

surface of the molten seed. The growth of dendrites in the melt with crystallographic

orientation of the seed takes place. Further directional solidification process is possible

by withdrawing ceramic mold at a certain speed from the heating furnace. Heat flow

begins to dominate on the crystallographic orientation. Liquid metal, when exposed to

the contact with the seed, can continue to grow directly to the blade casting.

11.2.3 Parameters for Manufacture of Directional Solidification
Castings

Manufacture of DS castings of nickel-based superalloys requires an accurate defining of

process parameters, especially critical speed of mold withdrawal. The solidification rate

and the method of casting are crucial to the temperature gradient and the cooling rate in

accordance with the equation:

v ¼ vc
G

(11.1)

where: v – solidification rate, vc – cooling rate, G – temperature gradient in mushy zone.

Directional heat dissipation causes the movement of isotherms along the height of

the casting. Isotherms between the liquidus and solidus temperatures determine the

shape of the solid–liquid interface, which may be: convex, flat, concave, or inclined

(depending on the values of the transverse and axial temperature gradients). It was

found that the transverse temperature gradient affects the dendrites’ growth direction in

DS castings. Thus, the shape of the solid–liquid interface affects the direction of the

solidification and the formation of columnar grain boundaries relative to the axis of

symmetry of the casting [16]. The shape of the solid–liquid interface is especially

important in the transition area between the blades root and the air foil. Typically, it has

a concave shape for the standard speed of mold withdrawal from the heating zone [12].

The end of the platform, the most distant part of the air foil, reaches the liquidus

temperature much sooner than the central part of it. Thus, in this area favorable con-

ditions for strain grains solidification are formed [16]. Castings solidified with a flat

shape of the solid–liquid interface are characterized by good mechanical properties. This

is particularly difficult to obtain for the castings of large size and with complex shapes.

The value of the axial temperature gradient in the mushy zone has a large impact on

the microstructure of DS castings. It determines geometric parameters of cellular-

dendritic construction through solidification, and affects the shape of solidification

front (flat, cellular, cellular-dendritic) in castings of nickel-based superalloys [17–19]

(Figure 11.4). To manufacture the casting with a flat solidification front one must meet

the following relation [18]:

G

v
� DTo

D
(11.2)
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where: G – temperature gradient on the solidification front or in the mushy zone,

D – diffusion coefficient in the liquid phase, DTo – equilibrium solidification range. Based

on the analysis of the equation 11.2 it was stated that the solidification front shape

and the microstructure of the casting are affected by the furnace (G, v) and the alloy

(DTo, D) parameters.

FIGURE 11.4 Freckle formation in superalloy CMSX-4 under different solidification conditions. The diagram
excludes the planar (P), cellular (C), cellular to dendritic (C/D), and equiaxed (EQ) zones from freckle formation.
Besides, the columnar dendritic zone is also divided into three zones, in the middle of which freckle occurrence is
possible (marked “Freckles”) [19].
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The increase in solidification rate from planar front state (at constant temperature

gradient) leads to solutal supercooling. The planar front is changed into a cellular one.

Further increase of the solidification rate and reduction of the temperature gradient lead

to the development of the secondary dendrite arms on the cells’ surface. A cellular-

dendritic solidification front is formed. Solidification of the casting at high speed and

with low temperature gradient leads to nucleation and growth of equiaxed grains in front

of the solidification front [19].

Single crystal nickel-based superalloy castings manufactured in industrial conditions

solidify with cellular-dendritic solidification front. Obtained microstructure consists of

the cellular dendrites, with arms of the first, second, or third kind. In the interdendritic

spaces, a eutectic solidifies. The most important parameter of the microstructure, gained

with cellular-dendritic solidification front, is the primary dendrite arm spacing (PDAS),

described by the equation [17]:

l ¼ 4:3ðDTo $D $GÞ0:25
k0:25

v�0:5 $G�0:5 (11.3)

where: k – partition coefficient. PDAS decreases with an increasing temperature gradient

and solidification rate. The smallest cooling rate and the greatest distance between the

arms of the first kind are obtained in castings manufactured by the Bridgman method.

The increase in the cooling rate in the LMC method leads to a reduction of distance

between the dendrite arms of the first kind [20].

11.3 Nickel-based Superalloys and Heat Treatment
Process

The basic operations of nickel-based superalloy heat treatment are: homogenizing,

annealing, and precipitation hardening (supersaturation and aging) (Table 11.1) [21,22].

Both operations are aimed at reducing microsegregation of chemical composition

(homogenizing annealing) and a g0 phase precipitation of similar size in the dendritic

areas and g/g0 eutectic (precipitation hardening), and thereby increase the mechanical

properties, particularly creep resistance (Table 11.2).

Heat-treatment operations carried out under protective gas atmosphere (usually Ar)

and high temperature are difficult, especially in industrial practice, because they require

very precise temperature control. g0 phase precipitates, which are a component of g/g0

eutectic, are not allowed to melt. During the solutioning process, nucleation and growth

of secondary phase g0 precipitates occur, in which the embryos are initially of spherical

and then cubic shapes. Solutioned castings are usually subjected to two or three phases

of aging process. The first aging temperature is usually 1050–1150 �C, depending on the

alloy chemical composition and expected casting operation temperature. The micro-

structure after the first aging process consists of cubic g0 phase and secondary pre-

cipitates separated by g phase, in which tertiary, spherical g0 phase nanoparticles may

appear (Figure 11.5) [28].
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In the single crystal nickel-based superalloy castings g/g0 eutectic can appear. Due to

high brittleness it is an undesirable phase microstructure component that negatively

affects mechanical properties of the alloy. There is a tendency for complete elimination

of this phase [28]. In the second-generation single crystal superalloys, one can observe

small clusters of rhenium atoms with a diameter less than 1 nm in the microstructure.

Table 11.1 Heat Treatment of Selected Nickel-Based Superalloys

Alloy
(Source)

Heat Treatment
Type

Heat Treatment
Parameters

PWA 1483 [22] Solutioning 1260 C/1 h
Aging 1090 C/4 h

CMSX-11B [23] Solutioning 1204/2 h; 1227/2 h; 1249/3 h; 1260/6 h; vg¼ 1 K/min
Aging 1120/5 h; 870/24 h; 760/30 h

SRR 99 [23] Solutioning 1270/0.5 h; 1280/1 h; 1300/0.5 h; 1305/0.5 h; vg¼ 1 K/min
Aging 1080/4 h; 870/16 h

CMSX-6 [23] Solutioning 1127/2 h; 1238/2 h; 1271/2 h; 1277/3 h 1280/2 h vg¼ 1 K/min
Aging 1080/4 h; 870/16 h

CMSX-4 [24,25] Solutioning 1277/4 h; 1287/2 h; 1296/3 h; 1304/3 h; 1313/2 h; 1316/2 h; 1318/2 h; GFC
Aging 1140/6 h AC; 871/20 h AC

CMSX-2 [25] Solutioning 1250/0.25; 1276/2; 1296/3; GFC
Aging 1080/4 GFC; 870/4 h AC

CMSX-10 [26] Solutioning 1350/1 h; 1353/3 h; 1356/1 h; 1359/1 h; 1362/1 h; 1365/10 h; GFC
Aging 1152/6 h GFCþ 871/24 h GFCþ 760/30 h GFC

CMSX-486 [27] Solutioning 1238/1 h; 1243/1 h; 1249/1 h AC/GFC
Aging 1080/4 h AC/GFC; 871/20 h AC

Table 11.2 Heat-Treatment Effect on CMSX-486 Alloy Mechanical Properties [27]

Test Condition HT Condition Life, h
Time to 1%
Creep

Time to 2%
Creep Elong.% RA %

982 �C/248 MPa Partial sol’n 168.1 51.7 74.8 39.7 47.0
Double age 172.0 56.4 80.9 35.4 45.1
As castþ 143.0 48.0 66.3 35.7 48.1
Double age 138.3 42.9 61.0 46.1 47.0

1038 �C/172 MPa Partial sol’n 114.3 39.4 59.8 28.4 52.5
Double age
As castþ 119.2 39.5 57.8 41.7 49.2
Double age 110.9 37.3 56.1 16.1 17.2

1093 �C/83 MPa Partial sol’n 472.0 218.7 315.9 33.9 36.1
Double age 474.2 145.8 289.1 35.2 43.4
As castþ 643.9 357.7 462.1 33.0 37.0
Double age 673.9 360.2 495.5 25.4 40.0

Partial solution: 1238 �C/1 hþ 1243 �C/1 hþ 1249 �C/1 h AC/GFC.

Double age: 1080 �C/4 h AC/GFCþ 871 �C/20 h AC.
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They play an important role in the improvement of creep strength. Rhenium clusters are

strong obstacles to the dislocation movement, compared with the individual atoms of

additives dissolved in the g phase matrix [29].

Microstructure of single crystal CMSX-4 superalloy is heterogeneous. Dendritic areas

can be observed, in which g/g0 eutectic and g0 phase separation of different morphology

occurs (Figure 11.6(a)) [30].

After the precipitation hardening process, interdendritic areas with wider g matrix

channels remain in the microstructure (Figure 11.6(b)). g0 phase precipitates are of

regular shape, similar to a cube (Figure 11.6(c)), and with the average diameter of

D¼ 700 nm. Relative volume of the g0 phase particles is VV¼ 72%. Inside these areas and

in their vicinity, separation of small globular (Figure 11.6(d)) or lamellar-shaped

(Figure 11.6(e)) carbides can be found. Heat treatment has significantly reduced the

relative volume of g/g0 eutectic (Figure 11.6(f)) [30].

11.4 Methodology for Manufacture of Ceramic Shell
Molds for Directional Solidification Casting

11.4.1 Ceramic Materials for Molds and Their Production Methods

A proper selection of ceramic materials for disposable molds is a key issue. The most

commonly used are oxides or their compounds in the formof powders (meals) (Table 11.3)

[31,32]. Depending on the application of ceramic mixtures for the first or subsequent

layers, there are different property requirements.

11.4.1.1 Zirconium Silicate
The largest deposits of natural ZrSiO4 are found in Australia, South Africa, India, and the

United States. It has a tetragonal structure. Silicate powder is white or pale yellow. Its

density is 4.56 g/cm3 and does not depend on the temperature. It is characterized by a

low coefficient of linear thermal expansion (1.06� 10�6–1.10� 10�6 1/K) and thermal

conductivity (Figure 11.7). Additionally, it has no phase transition and is low wettable by

FIGURE 11.5 Microstructure of the CMSX-4 alloy casting after the first aging phase – tertiary g0 phase precipitates
in the g phase channels. Dark field in (001) g0 reflection [28].
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liquid alloys. Zirconium silicate contains 67.2% ZrO2 and 32.8% SiO2. The zirconia

powders used in investment casting of nickel superalloys also consist of 1–1.5 wt% of

HfO2, and additionally Al2O3, Fe2O3, TiO2, MnO, CaO, MgO, P2O5, and Cr2O3 in the

amount of 3 wt%. ZrSiO4. Dissociation temperature is 1285–2550 �C, depending on the

degree of purity—the lower the content of impurities, the lower the dissociation tem-

perature [33,34]. Zirconium silicate is used in the form of powders with # 325 (average

particle size of 10 mm) and # 200 (average particle size of 25 mm) gradation as a liquid

ceramic matrix used in the first mold layer. Zirconium silicate powders are

manufactured by grinding method, which gives the particles an irregular shape with

sharp edges along the cleavage planes. Commercial powders consist of two fractions:

fine and coarse; the latter arises from forming of the coarse units from fine-grained

fraction. Powdered zirconium silicate meals are used with the binders based on

colloidal silica matrix both in acidic and alkaline reaction.

(a)

(c)

(e) (f)

(d)

(b)

FIGURE 11.6 Microstructure of CMSX-4 nickel-based superalloy: (a) as cast, large g/g0 eutectic areas, (b) cubic g0

phase separation in the g matrix, (c) g0 phase of regular similar to a cube shape separation, g matrix channels,
(d) globular particles of MC carbides, (e) lamellar separation of MC carbides, (f) g/g0 eutectic [30].
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11.4.1.2 Aluminosilicates and Mullite
Aluminosilicates are obtained directly from the aluminosilicate rocks or as synthetic

materials. These oxides have the general formula: mAl2O3$nSiO, e.g., andalusite, silli-

manite, disthene, kaolinite, topaz, and mullite. Natural aluminosilicate powders used in

investment casting are supplied with various Al2O3 content, such as 42–47% (e.g.,

Molochite) and 60% (e.g., Remasil, Mulgrain), and with gradation in the range of

325#�120#. The higher the content of Al2O3 in the powder, the higher its resistance to

temperature. Most common contaminants in aluminosilicate powder are: Fe2O3, TiO2,

Table 11.3 Required Properties of Ceramic Materials According to the Application
for the First Layer (Model One) and the Structural Layers for Ceramic Molds

Requirements According to the Layer Type

First Layer (Model One) Structural Layer

1. No (or small) reactivity with liquid alloy
2. Chemical stability at high temperature

(1500 �C) and at high vacuum (10�4 Tr)
3. High susceptibility for smooth surfaces

coating
4. Erosion resistance
5. No allotropic transformation

Materials:
a. ZrSiO4 – increasing price, easy to form,

deteriorating material purity (mineral)
b. Al2O3 – best compromise between price and

technological properties
c. ZrO2 – high price, technological difficulties

with manufacturing of molding mixtures
d. Y2O3 – very high price

1. High strength in raw state, at high temperature
(up to 1500 �C) and high vacuum (10–4 Tr)

2. Creep resistance
3. Easy to shape and knock out the casting
4. No allotropic transformation
5. Low cost

Materials:
Aluminosilicates (42–47% Al2O3)
Aluminosilicates (60% Al2O3)
Mullite (72% Al2O3)
Al2O3

FIGURE 11.7 Temperature effect on: (a) linear thermal expansion coefficient, (b) thermal conductivity of selected
ceramic materials.
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and ZrO2, while the content of CaO, MgO, K2O, P2O5, and Cr2O3 is very small. An

important advantage of aluminosilicate powders is their availability and low price of

about 0.5 V/kg.

Mullite 3Al2O3$2SiO2 is a mineral that is rarely found in nature (known deposits on

the Isle of Mull, Scotland). For industrial purposes, synthetic mullite is used almost

exclusively (sintered or melted) with particle sizes up to: 0.07, 0.12, 0.25–0.5, 0.5–1.0 mm

(Table 11.4) and of white color. The raw material is milled and fractionated for a suitable

grain size matrix of the ceramic powders and stucco. The melting point of mullite is

1810 �C and density is 3.05 g/cm3, which does not depend on the temperature. It is

characterized by high resistance to creep and thermal shock due to a low coefficient of

thermal expansion and a low thermal conductivity (Figure 11.7). Synthetic mullite is

characterized by a high chemical purity—total content of impurities does not exceed

0.5 wt% (Table 11.4). The price is high (about 2.5 V/kg), thus it is used for ceramic molds

for casting turbine blades with a DS or SC microstructure.

11.4.1.3 Corundum
Corundum (a-Al2O3) is the most thermodynamically stable allotropic form of alumina.

It crystallizes in a hexagonal structure. In the investment casting of aircraft compo-

nents only synthetic corundum is used (sintered or melted). The powdered corundum

is colorless or white. Its density is 3.9 g/cm3, and it does not depend on temperature.

On the other hand, the linear coefficient of thermal expansion, specific heat, and

thermal conductivity strongly depend on the temperature. Melting point of corundum

is 2050 �C. It has a very good resistance to metal oxides and the alkaline and acid

solutions, even in high temperature. Synthetic corundum also features high chemical

purity of min. 99.5 wt% Al2O3 [34,35]. The most common impurities are SiO2, Fe2O3,

CaO, MgO, K2O, Na2O, and TiO2. Its grains are irregular in shape with sharp edges.

Corundum is most often used as a matrix for model layer and its stucco. For liquid

ceramic mixture, the matrix is most commonly made of powders with gradations

of 200# and 325# (particle sizes: 15–45 mm), while the stucco is of 80# and 100#

Table 11.4 Chemical Composition of Synthetic Mullite Powders used in
Ceramic Mixtures Matrix and Stucco for Structural Layers of Ceramic Molds

Component

Mullite 0.07 mm Mullite 0.12 mm Mullite 0.25–0.50 mm Mullite 0.5–1.0 mm

wt% Content

Al2O3 76.86 75.04 74.99 73.03
SiO2 22.80 24.50 24.50 26.70
Na2O 0.30 0.36 0.40 0.22
CaO 0.045 0.037 0.029 0.042
Fe2O3 0.0335 0.0370 0.0283 0.0375
Ga2O3 0.009 0.0113 0.009 0.015
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(above 250 mm particle size). Current prices (1.5 V/kg) cause it to be used widely for

manufacturing of ceramic molds.

11.4.1.4 Zirconium Dioxide
Zirconium dioxide is obtained from natural zirconium silicate (ZrSiO4) containing about

66.9 wt% ZrO2 and baddeleyite, containing 96–99 wt% ZrO2. It appears in three allotropic

forms: regular, tetragonal, and monoclinic. Monoclinic structure of zirconium dioxide is

stable below 1170 �C. A phase transition occurs at 1170 �C, which results in a change into

tetragonal structure, while phase transition at 2370 �C results in a regular phase structure.

Due to a phase change, volume change of ZrO2 by about 3–4% occurs, which can result in

cracks of ceramic mold layers or cause dimensional changes of castings. Therefore, it is

necessary to add oxides (CaO, MgO, CeO2, Y2O3) stabilizing tetragonal and regular

structure. Addition of 7.9 wt% CaO, 5.86 wt% MgO, and 13.75 wt% Y2O3 allows obtaining

fully stabilized ZrO2 (FSZ – fully stabilized zirconia) with regular structure type (not used

with ceramic molds due to very high prices). For mold ceramic mixtures and stucco,

partially stabilized ZrO2 (PES – partially stabilized zirconia) powders are used containing

3–6 mol% MgO and Y2O3. At room temperature they consist of a regular phase structure

with monoclinic or/and tetragonal phase inclusions. Partially stabilized ZrO2 has a high

chemical resistance, high melting point (2715 �C), and the lowest thermal conductivity

compared to other ceramic materials used (Figure 11.7). The disadvantage of ZrO2 PES is

its high price of about 11V/kg and its high density of 6 g/cm3 that has a tendency to cause

sediment and thus make it difficult to prepare stable molding mixture.

11.4.1.5 Binder
For manufacturing of molds, ceramic mixture binders based on ethyl silicate or colloidal

silica are used. Ethyl silicate is a liquid with a characteristic odor, yellow or light brown

color, and with density that is close to the density of water (it is now rarely used due to

environmental requirements). Colloidal silica is a hydrosol of orthosilicic acid, diffused in

water. SiO2 particles in the sol are spherical, and their size ranges from several to several

tens of nanometers. Binder based on colloidal silica is subjected to the process of stabi-

lization and modification with sodium, alginate, alumina, or polymers such as latex or

polyvinyl alcohol, which allows maintenance of an adequate charge on the surface of SiO2

nanoparticles and gives adequate strength and “flexibility” of binder after gelation

(in hardened state). The stability of the binder is ensured by maintaining an appropriate

pH, usually strongly basic, by introduction of a solution of sodium or ammonium hy-

droxide. Basic properties of the binders on the basis of colloidal silica, prior to preparation

of the ceramic mixture, are: solid fraction content, wettability, viscosity and density, the

binding capacity, temperature sensitivity, and pH. The advantages of binders based on

colloidal silica are: long life (the period of technological usefulness), good wettability of

wax surface, sufficient strength during the entire technological process, and ease of

preparation in terms of foundry. The disadvantages are: a relatively long drying and curing

time of successive ceramic layers compared to binders based on ethyl silicate.
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11.4.2 Manufacturing of Elements and Wax Model Assemblies

The investment casting process consists of: manufacturing of wax models of gating

system components and castings, preparing a wax model set, manufacturing of ceramic

mold, pouring alloy, mold removal, and finishing of casting [36]. Manufacturing of cast

models is therefore the first essential step in this process. Waxes used in investment

casting are a complex mixture of various components: natural waxes, synthetic waxes,

polymers, resins, fillers, and other additives that improve their properties [37,38]. The

most common fillers are: cross-linked acrylic acid, cross-linked polystyrene, isophthalic

acid, terephthalic acid, bisphenol, and water [39].

In general, for the preparation of wax model set, two types of waxes are implemented.

Components of the gating system are made of wax with the softening and melting

temperature of about 10 �C lower than the corresponding temperature of the wax used

for the casting models (Table 11.5).

In commercial practice, wax elements are produced by specialized injection molding

machines and metal matrices. Construction of the matrix is dependent on the geometry of

the model. Dies for manufacturing of turbine blades with uncomplicated geometry consist

of two parts, while for blades of complex geometry, the number of elements of the matrix

increases. The matrix is provided with pushing elements to facilitate taking out the

finished model. In order to increase efficiency, one can also apply multipocket dies.

While making wax models, it is necessary to:

1. stabilize the temperature of the wax in: (a) a tank (about 70–85 �C), (b) cylinder
(about 65–75 �C), (c) injector supply lines (about 67–75 �C),

2. adjust the pressure (about 0.3–0.35 MPa), injection time (depending on the size of

the model—the larger the size, the longer injection time—up to about 25 s), and

matrix hold time (depending on the geometry and dimensions of the model,

usually about 1 min).

In the prototype series or laboratory tests, wax models are often made by rapid

tooling (RT) method, including vacuum casting. For this aim, rapid prototyping methods

are used for manufacturing of castings models and then wax models in silicon molds.

Table 11.5 Properties and Applications of Casting Waxes

Wax
Type Color Application

Melting
Temperature
(�C)

Mold
Temperature
Before
Pouring, (�C)

Average
Mold
Annealing
Time, (h)

Filling of
the Mold

B405 Red Model set 130 85 2.1 Good
RECLM Brown Model set 130 85 2.1 Good
Blue wax
RECLMþ

Grey-blue Model set 130 85 2.1 Good

A7FR/60 Light green Casting model 140 90 2.1 Poor
KC4017B Dark green Blades 140 90 2.1 Medium
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Prototypes of components of the model set are carried out in silicone molds by gravity

casting at atmospheric pressure or under reduced pressure (vacuum), and by injection

[29]. The silicon molds can be used for casting of polyester, epoxy, polyurethane resins,

and casting wax. Preparation of individual wax casting models, such as blades by vac-

uum casting method, creates conditions for improving process efficiency through the

use of: cheap material on the model (wax casting), material that is easy to dewax from

the mold (without using nonstandard operations), finishing of the pattern model

(superfinish and polishing) before preparation of silicone matrix, and silicone molds

with high dimensional stability. Prepared wax models are combined in wax model sets.

For this purpose, specialized assembly devices are used, which ensure a required

accuracy. Combining of models is performed by connecting elements together and

melting their mutual parts (usually with small soldering irons). Wax model sets are

submitted to several water cleaning and degreasing operations (e.g., Trisol 60 Plus Wax

Pattern Cleaner and Blyson etchant).

11.4.3 Manufacturing of Ceramic Shell Molds

In industrial practice, there are several masses, which are known as molding system.

It usually consists of three ceramic mixtures, named the first, second, and further

ceramic layers. They have different chemical compositions and different rheological

properties. The main ceramic mold layer forms a first layer, so-called model layer, which

is in contact with the liquid alloy. It should be thermally stabile and should not react with

liquid metal. The main parameter that characterizes the first layer is its thickness.

It should be thick enough so that the stucco grains would not able to break it. Stucco

grains breaking through a first layer may be “frozen” in the cast (nonmetallic inclusions).

Too thick a layer does not provide sufficient strength and is susceptible to infiltration by

the liquid metal (ceramic accretions on the surface of the casting) (Figure 11.8).

Additionally, the first layer should evenly cover the wax model, which is difficult, e.g., at

the edges with small radius. In comparison with the first molding layer, the second can

be made of a mixture of lower viscosity and larger powder particle size. This allows a

better “connection” between the model layer and structural layers (Figure 11.9).

Manufacturing of ceramic mixtures should include:

1. the proper sequence of components input (binder, wetting, and antifoaming

agents, ceramic powders) dosed in small portions, from the largest to the smallest

particle sizes,

a. impacts on the rheological properties of the mixture and the time to achieve the

desired performance: minimum mixing time is approximately 30 min for each

added component.

2. parameter verification at minimum 12 h after the mixture execution (Table 11.6).

Aging of ceramic mixtures based on colloidal silica is caused by permanent changes

in the structure occurring as a result of the binder sol–gel transition. Although binders
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of this type are stable for at least one year (some even for few years), SiO2 particles can

be easily pushed out of balance by changing pH or by contaminating the mixture. They

then merge into the three-dimensional network, resulting in the change of mixture

parameters (in the worst-case scenario the mixture becomes gelatinous). Sol–gel

FIGURE 11.8 Defects arising from improper thickness of the first layer: (a) construction scheme of the defects
mechanism, (b) ceramic grains in the casting, (c) the surface of the casting with ceramic “accretions.”

FIGURE 11.9 Effects of the first layer covering the edges of wax mold. (a) and powder grain size of the stucco
(b) on the quality of the ceramic mold.
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transition may be very slow or very quick (in extreme cases, in less than 1 s). Often the

mixture is enriched with various organic additives (rheology modifiers or polymers)

that can cause the presence of various microorganisms that accelerate the aging

process. The level of bacteria and fungi amount should be regularly checked and

controlled by performing inoculation tests. For control purposes, commercially

available preparations and antimicrobial chemicals are used. Mixture properties

should be monitored at least once a day at a fixed time, and the results archived.

Ceramic molds (such as for casting of aircraft engines turbine blades) are manufac-

tured on the basis of wax model set using the “stucco” method. It involves the

application of a number of ceramic layers (approximately 5–15), depending on the

weight and dimensions of the casting. Mold layers are prepared by dipping the wax

model set in the molding mixture and then covering it (sprinkling it) with ceramic

powder (Table 11.7).

The process of ceramic mold manufacturing can be highly automatized. In large

foundries there are specialized assemblies for automatic immersing of wax models in the

liquid ceramic mixtures, the ceramic powder coating, and drying. Drying of the mold is a

very important operation, during which the curing of ceramic layers occurs. Inadequate

drying time and humidity can cause cracks, delamination, and collapse of the ceramic

layer during dewaxing in an autoclave, and thus, the formation of defects in castings

geometry. This is a result of differences in the thermal expansion coefficient of wax and

molding material (Figure 11.10).

Table 11.6 Technological Parameters of Molding Mixtures Based
on Silica Binders and Corundum and Mullite Matrices

Layer Type
Viscosity (s) Zahn/
Ford Cup

Temperature
(�C) pH

Binder Solid
Content (%)

First 25–40 22–24 9.0–9.5 26–30
Second 10–11 22–24 9.0–9.5 20–25
Structural 11–12 22–24 9.0–9.5 20–25

Table 11.7 The Type and Granularity of Ceramic Mixtures and Stucco Materials

Type

Slurry

Share (%) StuccoBinder Ceramic Powder

First layer Colloidal silica Fused alumina 325# 30 Fused alumina 100#
Fused alumina 200# 45

Second layer Colloidal silica Fused alumina 325# 35 Fused mullite 0.125–0.250 mm
Fused alumina 325# 35

Backup Colloidal silica Fused mullite 0.07 mm 30 Fused mullite 0.250–0.500 mm
Fused mullite
0.125–0.250 mm

45
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Gravimetric, thermal, current, and ultrasound methods are used to determine the

drying parameters. After application of the required number of layers and drying of the

mold, wax removal is performed: in hot air, in boiling water, or in an autoclave.

In foundries that manufacture aircraft engine turbine components, currently an auto-

clave method of dewaxing is used. In the autoclave chamber the ceramic molds are

subjected to a shock treatment with overheated steam. Overheated steam temperature

depends on the pressure and is usually in the range from 110 to 160 �C. The pressure

levels that are used come in the range from 0.2 to 0.8 MPa. Processing time varies from a

few to tens of minutes. After the dewaxing operation, molds are washed in water and

subjected to the annealing process (700–1500 �C) to burn residual wax and obtain the

required mechanical properties.

11.4.4 Ceramic Shell Mold Investigation Methods

The quality of ceramic molds is determined by:

1. observation of mold microstructure (LM, SEM, X-ray tomography)

2. study of mold mechanical properties (three-point bending test, static tensile test at

elevated temperature)

3. investigation of thermophysical properties (thermal conductivity, heat capacity,

linear coefficient of thermal expansion)

4. investigation of the density and porosity (mercury porosimetry).

FIGURE 11.10 Temperature effect on linear coefficient of thermal expansion of modeling waxes and ceramic
molds.
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11.5 Investigation Methods for Directional
Solidification Castings

11.5.1 Testing of Mechanical Properties

Development of alloys for castings with directional orientation of grains is related to the

patent of directional solidification method that was filed in 1966 by F. L. Ver Snyder, who

at the time was an employee of Pratt & Whitney [40]. Since the early seventies of the last

century, their chemical composition underwent numerous changes (Table 11.8).

Single crystal alloying began in the early 1980s. As a result of changes in chemical

composition, an increase in mechanical properties in high temperature has been ach-

ieved by increasing the relative volume of the g0 phase [42]. Nowadays, there are ongoing

attempts to find practical application of the fifth-generation alloys (Table 11.9).

Producers are looking for a compromise between creep resistance, density (about

8.5–9 g/cm3) and high production costs [43,44]. Nickel-based superalloys for castings

with directional arrangement of grains (DS) or SC microstructure are submitted to

typical mechanical properties tests: static tensile test at room temperature or raised

temperature, hardness measurement, impact resistance test, and the creep resistance

test. The results of castings creep resistance are of particular importance due to their

usage for aircraft engine turbine blades. Creep resistance is significantly dependent on

the orientation of [001] g0 direction with respect to casting main axis (Figure 11.11).

In the aerospace industry it is assumed that it should not be greater than 15�. Creep
resistance of single-crystal nickel-based superalloys is greater in comparison with

polycrystalline structured ones with equiaxed (EQ) and columnar (DS) grains [46].

Unique mechanical properties of single crystal nickel-based superalloys at high

temperature are caused by: precipitation hardening by the second phase g0 particles and
solution strengthening of matrix with alloying elements. Titanium, niobium, and

tantalum improve solution strengthening of g0 phase precipitates, while chromium,

molybdenum, and tungsten improve the matrix g phase. High total content of alloying

Table 11.8 Chemical Composition of Nickel-Based Superalloys for DS Casting [41]

Name

Chemical Composition, (wt%)

C Cr Co Mo W Nb Ta Ti Al B Zr Hf Re

MAR M 200þHf 0.14 9.00 10.00 – 12.00 1.00 – 2.00 5.00 0.015 – 0.80–1.90 –

MAR M 002 0.15 9.00 10.00 – 10.00 – 2.50 1.50 5.50 0.015 0.05 1.50 –

MAR M247 0.16 8.20 10.00 0.60 10.00 – 3.00 1.00 5.50 0.015 0.05 1.50 –

PWA 1426 0.10 6.50 12.00 2.00 6.00 – 4.00 – 6.00 0.015 0.03 1.50 3.00
Rene’142 0.12 6.80 12.00 2.00 5.00 – 6.00 – 6.20 0.015 0.02 1.50 3.00
CM186LC 0.07 6.00 9.00 0.50 8.00 – 3.00 0.70 5.70 0.015 0.005 1.40 3.00
CM247LC 0.07 8.00 9.00 0.50 10.00 – 3.20 0.70 5.60 0.015 0.01 1.40 –

Rene’80H 0.16 14.00 9.00 4.00 4.00 – – 4.70 3.00 0.015 0.01 0.80 –

GTD 111M 0.10 14.00 9.50 1.60 3.80 – 2.80 4.90 3.00 0.012 – – –
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elements (Wþ Reþ Ta), which allow the formation of precipitates, causes nickel-based

superalloys to be characterized by high creep resistance [42].

11.5.2 Macro and Microstructure Investigation

The macrostructure should be determined in the relevant areas of directionally solidified

and SC castings (areas of research should be established together with the consignee of

the product). Macrostructure studies should be carried out at a magnification of max.

15x, after proper preparation of the sample surface and its corresponding chemical

etching.

Based on the macrostructure observations, the distance between the arms of the

primary and secondary dendrites can be determined using the following methods: (1)

count method, (2) secant method, (3) measuring the distance to four nearest neighbors,

Table 11.9 Chemical Composition of Single Crystal Nickel-Based Superalloys [41]

Generation Name

Chemical Composition, (wt%)

Cr Co Mo Re Ru W Al Ti Ta Hf Other

I Nasair 100 9.0 1.0 10.5 5.75 1.2 3.3
SRR99 8.0 5.0 10.0 5.5 2.2 3.0
RR 2000 10.0 15.0 3.0 5.5 4.0 1.0 V
Rene N4 9.0 8.0 2.0 6.0 3.7 4.2 4.0 0.5 Nb
AM 1 7.8 6.5 2.0 5.7 5.2 1.0 7.9
AM 3 8.0 5.5 2.25 5.0 6.0 2.0 3.5
CMSX-2 8.0 4.6 0.6 – – 8.0 5.6 2.0 6.0 –

CMSX-6 9.8 5.0 3.0 – – – 4.8 4.7 2.0 0.1
PWA 1480 10.0 5.0 – – – 4.0 5.0 1.5 12.0 –

TMS-6 9.2 8.7 5.3 10.4
TMS-12 6.6 12.8 5.2 7.7

II CMSX-4 6.5 9.0 0.6 3.0 – 6.0 5.6 1.0 6.5 0.1
PWA 1484 5.0 10.0 2.0 3.0 – 6.0 5.6 – 8.7 0.1
Rene N5 7.0 8.0 2.0 3.0 5.0 6.2 7.0 0.2
MC 2 8.0 5.0 2.0 8.0 5.0 1.5 6.0
TMS-82þ 4.9 7.8 1.9 2.4 8.7 5.3 0.5 6.0 0.1

III CMSX-10 2.0 3.0 0.4 6.0 – 5.0 5.7 0.2 8.0 0.03 0.1 Nb
TMS 75 3.0 12.0 2.0 5.0 6.0 6.0 6 0.1
Rene N6 4.2 12.5 1.4 5.4 6.0 5.75 7.2 0.15 0.05C;

0.004B;
0.01Y

IV MC-NG 4.0 max0.2 1.0 4.0 4.0 5.0 6.0 0.5 5.0 0.1 0.03C
MX 4 2.0 16.5 2.0 5.95 3.0 6.0 5.5 8.25 0.15
PWA 1497 2.0 16.5 2.0 5.9 3.0 6.0 5.5 – 8.2 0.1 0.004B
TMS 138 2.9 5.9 2.9 4.9 2.0 5.9 5.9 – 5.6 0.1
TMS 162 2.9 5.8 3.9 4.9 6.0 5.8 5.8 – 5.6 0.1

V TMS 173 2.8 5.6 2.8 6.9 5.0 5.6 5.6 – 5.6 0.1
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(4) measuring the distance from six nearest neighbors, and (5) dendrite cross-section

gravity center method. The best method is to measure the distance to the four nearest

neighbors (dendrites), as it provides results not significantly different when compared to

the counting method, which is recommended in the literature, and it allows the calcu-

lation of the variation coefficient characterized by varying the distance between the arms

of primary dendrites [47].

The basic components of the single crystal nickel-based superalloy microstructure

are: g phase (matrix), g0 phase (hardening phase), gþ g0 eutectic mixture, carbides, and

topologically close-packed (TCP) phases (Figure 11.12) [28,43,44,47,48].

g phase is a solid solution (face center cubic structure of lattice parameter:

a0¼ 0.352 nm) of alloying elements (Cr, Co, Mo, W) in nickel.

g0 phase of regular body center cubic structure L12 is present in the form of pre-

cipitates and is coherent with the matrix. Lattice parameters are: Ni3Al – a0¼ 0.3561 nm,

FIGURE 11.11 Relationship between crystal orientation and creep resistance of single crystal nickel-based superal-
loy CMSX-4: (a) spatial position of crystal axes, (b) creep resistance – inverse pole figure map [45].

FIGURE 11.12 Microstructure of CM186LC alloy in interdendritic area. (a) LM, (b) SEM [48].
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Ni3(Al0,5Ti0.5) – a0¼ 0.3568 nm. g0 phase crystals strengthen the matrix, increasing the

tensile strength with temperature rising, while maintaining ductility. Its relative volume

ranges from a few to about 75% depending on chemical composition and heat treatment

of the alloy.

Carbides present in the nickel-based superalloys are primary carbides ofMC type. They

have strong impact on material hardening. Carbon (0.05–0.2 wt%) forms carbides with

major alloying elements (Cr, Mo, W, Nb). During the heat treatment as a result of con-

version of MC carbides, complex structures are being formed: M23C6 and M6C. Lattice

parameters are: MC (regular structure) – a0¼ 0.340–0470 nm, M23C6 (regular complex

structure) – a0¼ 1050–1070 nm, M6C (regular complex structure) – a0¼ 1085–1175 nm.

TCP phase (secondary phase) is formed in nickel-based superalloys in the heat-

treatment process or after a long period of operation at raised temperature. It causes

reduction in the strengthening of matrix (by reducing the content of Mo and W in the

matrix), reduction of heat resistance (by binding Cr and Co), and lower plasticity. In DS

and SC nickel-based superalloys the following TCP phase types can appear: d (tetragonal

structure) – a0¼ 0.912 nm, c0¼ 0.472 nm; P (rhombohedral structure) – a0¼ 1.690 nm,

b0¼ 0.471 nm, c0¼ 0.904 nm m (rhombohedral structure) – a0¼ 0.473 nm, c0¼ 2.554 nm,

a¼ 120�, R (rhombohedral structure) – a0¼ 1.093 nm, c0¼ 1.934 nm, a¼ 120�.
gþ g0 eutectic mixture is characterized by high brittleness, which reduces mechanical

properties of the alloy—conventionally this phase is eliminated by the heat-treatment

process.

In nickel-based superalloys, operated at raised temperature and under the influence

of stress, the phenomenon known as rafting can occur. It means that g/g0 phases

approach each other and connect/bond creating g0 phase precipitates (Figure 11.13)

[28,48]. Depending on the direction of stress that is given, one can distinguish:

1. N rafting – causes formation of g0 plate-shaped phase in a direction perpendicular

to the direction of tensile (in the g/g0 negative network mismatch superalloys) or

compressive (in the g/g0 positive network mismatch superalloys) stresses,

2. P rafting – causes formation of g0 plate-shaped phase in a direction parallel to the

direction of tensile (in the g/g0 negative network mismatch superalloys) or

compressive (in the g/g0 positive network mismatch superalloys) stress.

Rafting phenomenon is an effect of stresses at high temperature, the difference on the

lattice parameters, the modulus of elasticity and chemical composition of the g/g0

phases, and the movement of g/g’ phase boundaries [28,48,49].

In SC and DS castings, the following typical defects may occur: nonmetallic in-

clusions, porosity, TCP phases, shrinkage porosity, hot cracks, and strip folds (wrinkles);

and also the defects that are unique to this kind of casting, including freckles, strain

grains, wide-angle grain boundaries, slivers zebra grains, and recrystallized grains

[44,50,51] (Figure 11.14).

Improper orientation of crystal grains (grain orientation deviation from the axis of

casting) is a defect that disqualifies the casting.
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Nonmetallic inclusions may be present both on the surface and inside the castings.

They arise as a result of: improper metallurgical purity of master heat, interactions be-

tween the liquid metal and the mold or crucible material, and thermal decomposition of

chemical reactions on liquid alloy—ceramic mold and liquid alloy—crucible interfaces.

The most common nonmetallic inclusions in nickel-based superalloy precision castings

are: ZrO2, SiO2, HfO2, HfC, and TiC. Nonmetallic inclusions in the casting surface can be

detected using fluorescence method. An exact identification is possible by means of

transmission (TEMþ EDS) and scanning electron microscopy (SEMþ EDSþ EBSD).

FIGURE 11.13 Microstructure of CMSX-4 alloy blade at a section parallel to the (010) plane, SEM [28].

FIGURE 11.14 SC and DS casting defects scheme.
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TCP phases are formed in nickel-based superalloys through prolonged annealing at

high temperature (during improper heat treatment or operation). The most common

phases of this type are: s, m, and P (needle-shaped or globular morphology), which are

rich in chromium, molybdenum, and tungsten (Figure 11.15) [52,53]. They are charac-

terized by high hardness and brittleness, thereby their presence decreases properties of

the nickel-based superalloys, especially at raised temperature. Identifying the TCP

phases is done by means of transmission microscopy (TEMþ EDS), scanning electron

microscopy (SEMþ EDSþ EBSD), and diffractometry.

Freckles are equiaxed grains forming chains, arranged parallel to the direction of

gravity, enriched in alloying elements segregating to the liquid phase (Ti, Ta, Al, Nb) [54].

The length of chains varies from a few to a few hundred, and their width reaches

maximum fewmillimeters. They usually appear in the interdendritic areas, mostly on the

surface of the casting. Around the freckles, areas of higher relative volume of carbides,

eutectic, and porosity occur.

(c) (d)

(a) (b)

FIGURE 11.15 TCP phase identification in CMSX-4 superalloy after thermal exposure: (a, c) STEM images and (b, d)
electron diffraction patterns of s phase [52].
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The criteria for formation of freckles has been divided into three categories: the

criterion of cooling rate (known as the G-R criteria) (Figure 11.4), Fleming criterion,

and the criterion of the Rayleigh number [54–58].

The main cause of freckles formation is a large alloying elements segregation to the

solid phase (W, Re) causing the liquid metal density inversion in the interdendritic areas,

the emergence of buoyant forces [55–57], and additional effects of: thermal shadow, edge

shadow, cross-section changes, and crystallographic orientation changes [54,56,58].

Susceptibility of the alloy to form freckles is determined by factor F (freckling index) [44]:

F ¼ CTa þ 1:5CHf þ 0:5CMo � 0:5CTi=CW þ 1:2CRe

where: CTa, CHf, CMo, CTi, CW, and CRe are the contents (wt%) of alloying elements. If

F> 1, the probability of freckles is small.

Strain grains are columnar grains appearing in single-crystal castings due to improper

nucleation and grain selection in the selector. It is assumed that these are the result of

growth of secondary and tertiary dendrite arms [59]. Elimination of strain grains requires

proper selection of the alloy chemical composition, geometry of nucleus and the

selector, and solidification conditions, mainly a temperature gradient in the mushy zone

and the single-crystal casting withdrawal rate.

High angle boundaries (HAB) and low angle boundaries (LAB) are formed in direc-

tionally solidified and SC castings as a result of incorrect direction of heat transfer during

solidification, mold impurities, and too low temperature gradient [60]. Contact between

dendrites of different orientation relating to the direction of casting solidification causes

the formation of high or low angle grain boundaries. In industrial practice, SC castings,

that have experienced high angle grain boundaries are not used because they signifi-

cantly reduce the casting (turbine blades) work time at raised temperature.

Slivers are characterized by high elongation and similar orientation in the direction of

solidification (Figure 11.16(a)) [61]. It is assumed that they are formed as a result of

nucleation in other defects (f. e. freckles) or nonmetallic inclusions. It was found that the

FIGURE 11.16 Sliver (a) [61], zebra grains (b) [62] on the surface of CMSX-4 nickel-based superalloy casting.
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cause of silvers formation can be: (1) too long time of holding molten metal in the

ceramic mold, causing the reaction of an alloy with the mold and the increase of the

content of nonmetallic inclusions in the casting, and (2) increase of carbon content in

nickel-based superalloys to about 0.15 wt% [63].

Zebra grains are formed during growth of dendrites in supercooled casting area

(especially in the dovetail blade root) and their fragmentation caused by recalescence.

They are generally perpendicular to the direction of solidification and are characterized

by a band or globular morphology (Figure 11.16(b)).

Wrinkles are formed on the casting surface in the form of characteristic irregularities

as a result of liquid metal (especially Hf) reaction with a ceramic mold [44,51]. Their

formation can be prevented by increasing alloy metallurgical purity and shortening the

metal-mold reaction time.

11.5.3 Porosity Investigation

Porosity is a microstructure defect. It is a presence of pores (open or closed spaces)

in the casting. It significantly reduces the mechanical properties of the casting—

particularly the fatigue strength, creep resistance, impact strength, elongation, and

tensile strength [64,65]. Therefore, an evaluation of porosity in precision castings of

nickel-based superalloys (in particular turbine blades) is one of the most important

performance criteria. Currently, each of engine manufacturer uses their own methods

and procedures for assessing the porosity (comparative and quantitative X-ray tomog-

raphy) [65,66]. It was found [67] that methodological factors affecting the results of

porosity evaluation are:

1. proper cutting of test samples,

2. correct execution of test samples (grinding and polishing),

3. appropriate selection of the pores output image transformations into binary mea-

surement images (Gutter Shadow Correction and decimal-to-binary conversion),

4. estimating the required number of measurements required to obtain reproducible

results,

5. assessment of heterogeneity in size, shape, and distribution of pores.

The porosity in the turbine blades and vane segments is divided into:

1. gas porosity – arising as a result of evolution of dissolved gases (Figure 11.17(a)),

2. shrinkage porosity – formed as a result of the lack of feed in interdendritic areas

and shrinkage during solidification (Figure 11.17(b)).

Shrinkage porosity occurs due to molten metal supply to the solidifying areas cutoff

by reducing the interdendritic areas, or by solidification of large-sized primary carbides

blocking the flow in the interdendritic areas (mainly in DS casting method) [67,68]. The

relative shrinkage pores volume increases when the casting temperature and a cooling

rate raise, and a coefficient of contraction of the alloy is bigger/higher. The intensity of
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gases emission, which causes the formation of gas pores, increases with lowering of the

melted metal solidification temperature (by reducing the solubility of H2, N2, and O2 in

the alloy). Depending on the rate of coagulation and gas content in the alloy, gas pores

have different morphology and distribution [69,70].

In addition to gas and shrinkage porosity, in nickel-based superalloy castings, two

different types of porosity, resulting from the homogenization annealing, can occur

[70,71]:

1. type H porosity – caused by different diffusion coefficients of alloying elements

favoring dendritic segregation and thus formation of excess vacancies and

Kirkendall–Frenkel voids, which coalesce into the H-type pores (occurring in low-

angle grain boundaries),

2. type D porosity – caused by creeping process during the operation, which leads to

vacancies, voids, and following pores (having characteristic rectangular shape).

Relative volume, morphology, size, and distribution of pores in the single crystal and

DS castings depend on:

1. chemical composition of the alloy – the difference between liquidus and solidus

temperature and purity of the master heat,

2. phenomena occurring during solidification – order of phases solidification, casting

shrinkage and the type of phase transitions,

3. melting and casting parameters – superheating and pouring temperature, mold

temperature, solidification and cooling rate, the type and purity of crucibles, mold

withdrawal rate from the heating zone, and temperature gradient in the mesh

zone,

4. reactions on the liquid metal – ceramic mold interface,

5. geometry and shape of the casting and the gating system – the liquid metal

transporting method, size and geometry of the channels, and casting walls

thickness.

FIGURE 11.17 Shrinkage (a) and
gas (b) porosity in René142 DS
nickel-based superalloy turbine
blade casting [67].
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To evaluate the porosity of DS and SC castings, the most commonly used are the

quantitative metallography parameters; Assessment of DS and SC castings porosity is

carried out on a larger number of samples (Figure 11.18) to determine representative and

critical areas depending on the geometry [67,71].

11.5.4 Determination of Crystal Perfection and Crystallographic
Orientation (Laue and XRD Methods)

The basic method to define an orientation of SC castings is Laue method. It provides

information about the structure of an area with a diameter of about 1.5 mm. Laue

diffraction is obtained from polished and chemically etched surface with the usage of,

FIGURE 11.18 Diagram of sampling to asses porosity, (a) porosity in various areas (b) of single crystal blade
castings made of the CMSX-4 superalloy [67].
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e.g., Mo lamp (Ka¼ 0.0709 nm, with a power of approximately 50 MW and backscattered

radiation geometry) (Figure 11.19). Areas of samples for determining the orientation

depend on customer requirements (Figure 11.20) [72,73].

Cross-section orientation is determined by Laue reflection method using back-

scattered rays. The images show reflection of two pairs of orthogonal strips (A1 t A2,

B1 t B2) corresponding to the symmetry of regular structure (Figure 11.21). In single

crystal nickel-based superalloys, the highest relative volume has Ni3Al phase (g0) with a

regular structure (Laue diffractions come from this phase). Laue diffraction indexing is

performed adopting the lattice parameter of investigated phase. b angle is defined be-

tween the B2–B2 belt and the T axis. It is assumed that b angle has a positive value when

the B2–B2 belt is above the T axis and negative when it is below. When performing

diffraction, T axis should be horizontal and parallel to the AB reference line (for blade

cross-section: C1–C3 in Figure 11.21), while for the blade’s dovetail root cross-sections

(C4 and C5 in Figure 11.21), parallel to the PN reference line.

FIGURE 11.20 Sampling scheme for the single
crystal blade orientation testing: (a) C1, C2, C3,
C4, C5 – cross-sectional planes. Arrows indicate
the areas of cross-sections examined. SE – grains
selector, Z – blade main axis (solidification
direction) perpendicular to S1–S2 plane, (b) the
angular corrections M scheme for determination
of b angle (view from C1, C2, C3, C4 and C5
arrows directions), AB – reference line.

FIGURE 11.19 Crystallographic
orientation determining diagram:
a – [001] g0 direction angle deviation
from blade’s Z axis, b – the angle
between projection of the [100] g0

direction on the test cross-section
surface S and the longer side (PN) of
the dovetail blade root cross-section,
M – thermosetting mass matrix, in
which the sample is mounted, O – Laue
diffraction area.
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Crystal orientation can be also determined on the basis of observations with scanning

electron microscope equipped with an EBSD detector and appropriate software: Twist

(Diffraction Data Creator), Flamenco (Phase ID), Mambo (Inverse Pole Figures), Tango

(Mapping) and Salsa (Orientation Distribution Functions). Crystal orientation of single

crystal blades depends on manufacturing conditions and area of testing (Figure 11.22).

Both Laue and EBSD methods for determining single crystal fineness are destructive

methods (require cutting of the casting and testing samples preparation).

Automatic diffractometer for the investigation of crystal orientation distribution on

the surface of SC casting has been designed and manufactured by the EGF Berlin

company and the Department of Materials Science of Rzeszow University of Technology.

FIGURE 11.21 Laue diffraction image from C2 area (Figure 11.20) for CMSX-4 blades dovetail root withdrawn with
a speed of 2 mm/min.

FIGURE 11.22 Effect of single crystal CMSX-4 alloy blade withdrawal rate on. (a) a and (b) b angles determined by
Laue method.
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It has many advantages over traditional Laue diffractometer: about 100 times shorter

measurement time, detector and measurement data processing computer linkage, and

the ability to determine crystal orientation in any three-dimensional area of the casting

(Figure 11.23).

11.6 Numerical Modeling of Thermal and
Solidification Processes for Directional
Solidification Castings

Numerical modeling of the solidification process of macro-, micro-, meso- and nano-

structure of the castings is carried out with the use of professional commercial and

proprietary software. Macrostructure modeling is based on defining the temperature

field in the volume of the casting, usually by using finite elements and finite difference

methods. Micro- and mesostructure is modeled with the use of cellular automata and

the phase-field method [74]. These methods allow determination of grains and dendritic

microstructures and solve many problems connected with their solidification.

Numerical modeling of directional solidification on an industrial scale is generally

conducted in micro- and macroscale with the use of the Bridgman and the LMC

methods, using commercial software [75]. Thus, in the next section, modeling of the

temperature field and solidification of columnar grains will be discussed. Numerical

simulation can accurately and quickly optimize the manufacturing process of DS cast-

ings: temperature of the furnace heaters, liquid metal, and the mold. The obtained

forecasted temperature distribution is a base to determine important process parame-

ters, such as temperature gradient, cooling rate, solidification velocity, and curvature of

FIGURE 11.23 Single crystal CMSX-4 superalloy blade surface distribution of the: (a) a angle, (b) b angle.
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the mushy zone. Their analysis allows selection of suitable arrangement of the blades in

a model set and determination of the shape of the radiation and thermal baffle, and the

choice of the most important parameter, the ceramic mold withdrawal rate from the

heating to the cooling zone.

11.6.1 Analytical Thermal Analysis of Directionally Solidified Casting

The basis for modeling of directional solidification process is to determine the change in

casting temperature over time, taking into account evolved solidification heat by nu-

merical solving of the heat conduction equation [76]:
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where: r – density, cv – specific heat, l – thermal conductivity, L – latent heat of fusion,

f – solid fraction. The presented version of the equation does not take into account

convection heat transfer. The left side of Eqn (11.4) takes into account the heat accu-

mulated by the material. However, the components of the right side of this equation take

into account the thermal conductivity, and the last factor is a phase transition heat

(latent heat of solidification). Numerical solution of the equation allows approximation

of the temperature distribution of the alloy in the liquid–solid state (mushy zone), the

temperature change in the mold and the casting, temperature at the beginning and the

end of solidification, and forecasting of casting defects.

Solution of the heat flow equation requires establishment of appropriate boundary

conditions. Thus, an important step in numerical modeling of directional heat flow and

solidification is the adoption of appropriate boundary and initial conditions in the

casting, mold, and their surroundings, geometric models, and thermophysical parame-

ters of materials. In order to improve their characterization, and adoption of appropriate

values, the heat flow during the process of directional solidification on an industrial scale

will be discussed.

DS casting is divided into three areas regarding the state of aggregation. In the area of

the heating furnace impact, the ceramic mold is filled with an alloy in the liquid state at a

temperature above the liquidus level (Figure 11.24(a)). Below the heating furnace, chill

rings affect the ceramic mold. Along this height, the temperature is lower than the

solidus and the alloy is in a solid state. Between the heating and cooling areas there is a

thermal baffle. At the height of thermal baffle the ceramic mold is under the impact of

temperature gradient. The alloy is in the liquidus–solidus temperature range, and it is in

the mushy zone. In the directional solidification, the direction of heat flow is parallel to

the temperature gradient in mushy zone. The heat is accumulated in the liquid melt and

generated in mushy zone (latent heat of solidification) and by solidification is removed

from the casting by conduction.

In the casting, heat flow is carried out to the chill plate and outside the mold

(Figure 11.24(b)). In the lower part of the ceramic mold, at a height of about 30 mm, a

heat flow perpendicular to the surface of the chill plate dominates. Mold displacement,
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with reference to the heating element, reduces the impact of the chill plate on the

casting. The cooling effect on the surface of the mold increases and the radial flow of

heat in the casting begins to dominate.

As a result of the solidification process and the casting shrinkage, a gap between the

casting and the mold, as well as between the casting and the chill plate, occurs [77]. It is

assumed that a heat exchange between the unconnected surfaces of the two materials

occurs via radiation. The process of heat transfer between the mold and the casting is

characterized by the casting-mold interface heat transfer coefficient hc�m and defined

by the equation [78]:

hc�m ¼ q

Ts1 � Ts2

;W=m2=K (11.5)

where: Ts1 – casting surface temperature, Ts2 – the temperature of the inner surface of the

mold, q – heat flux.

A gap is also formed between the casting and the chill plate due to a contact of molten

metal and its rapid solidification. A chill-casting interface heat transfer coefficient of the

resulting gap (hc � p) may have a huge impact on the solidification process of columnar

grains in the starter, and thus, on the crystal structure of SC casting.

During the directional solidification process modeling, one should take into account

the gap that is formed between the ceramic mold and the cooling plate. The heat flow

FIGURE 11.24 (a) Heat flow scheme during directional solidification of the casting, C – conduction, CN – convection,
R – radiation, εc – the emissivity of the casting, εm2 – the emissivity of the inner surface of the mold, εm – emissivity
of the outer surface of the mold, Tch – surroundings temperature, Ts3 – temperature of the outer surface of the
mold, Ts1 – casting surface temperature, Ts2 – the temperature of the inner surface of the mold, hc � m – casting-
mold interface heat transfer coefficient, hm – mold heat transfer coefficient, hs – radiation or convection heat trans-
fer coefficient from the mold surface, lS, lL – thermal conductivity coefficient, respectively, in solid and liquid phase,
(b) schematic distribution of the temperature and heat flow between the casting and the surroundings of the
ceramic mold.
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between these elements is characterized by the mold-chill interface heat transfer coef-

ficient (hm � p). Its value affects the forecasted temperature distribution in the area where

the cooling plate affects the casting.

The phenomenon of heat transfer between two materials, at an imperfect surface

contact, is described by boundary condition of the fourth kind [79]. Assuming a one-way

heat flow, this condition is described by the relation:

lI
vTI

vx
¼ hgðTIs � TIIsÞ ¼ lII

vTII

vx
(11.6)

where: TIs – 1st material surface temperature, TIIs – 2nd material surface temperature,

TI – 1st material temperature, TII – 2nd material temperature, lI, lII – material thermal

conductivity coefficients, hg – interface heat transfer coefficient.

Subsequently, the heat flow is discharged through a mold layer. In ceramic molds the

heat flow, being a result of thermal conduction, dominates. The mold heat transfer

coefficient hm depends on the mold thickness and thermal conductivity, as shown in the

equation:

hm ¼ lm
lm

;Wm�2K�1 (11.7)

where: lm– thermal conductivity coefficient of the mold, lm – mold thickness.

The methods used in the manufacture of single crystal nickel-based superalloy

castings differ mainly in the cooling method of the ceramic mold. Between the mold and

its surroundings, usually two types of heat transfer occur: convection and radiation.

However, one type of heat transfer takes precedence over the other. Intensity of mold

cooling depends on the contribution of different ways of implementing the heat

exchange. Radiative cooling of the mold dominates in the manufacturing of SC castings

by the Bridgman method. Radiation heat transfer coefficient hs � r of the ceramic mold to

the environment takes the form:

hs�r ¼ s $ εm $ ðTs3 þ TchÞ $
�
T 2
s3 þ T 2

ch

�
;Wm�2K�1 (11.8)

where: s – Boltzmann constant.

Heat, absorbed from the surface of the mold and the starter, is dissipated to the chill

rings and the chill plate. Next, heat is absorbed by water, in a convective process from

the inner surfaces of the cooling elements. Both the rings and the chill plate are inten-

sively cooled by water and have a large influence on the temperature distribution in the

mold and the casting. Hence, the phenomenon of intensive cooling should be taken into

a consideration when modeling the directional solidification casting, taking into account

the convection heat transfer coefficient of the inner surface of the cooling elements.

The problem of heat transfer from the surface of the material (barrier) to the sur-

rounding fluid is described by the boundary conditions of the third kind [79]. Assuming a

one-way heat flow, this condition is described by the following relation:

lI
vTI

vx
¼ hs�cðTsI � TsrÞ (11.9)
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where: hs�c – convection heat transfer coefficient from the surface of the barrier,

TsI – barrier surface temperature, Tsr – liquid temperature.

11.6.2 Numerical Modeling of Temperature Field

In this section, an exemplary numerical modeling of temperature field in DS will be

carried out using specialized software. It was assumed that the directional solidification

process is carried out using the Bridgman method, on an industrial scale.

To carry out the modeling, it is necessary to implement a digital recording of a

geometrical model set and the model of the furnace (heating furnace, melting and

withdrawal chamber) (Figure 11.25). A model set consists of eight rods with a diameter of

12.5 mm each, ingate, and the pouring cup. A model of the heating furnace consists of

two heaters with a diameter of 300 mm, a graphite thermal insulation, and a radiation

baffle having an inner diameter of 220 mm and a thickness of 2.5 mm. For creating the

mentioned models, the actual size of the installation of a vacuum furnace for

manufacturing of castings by the Bridgman method was taken into account. Chill rings

with an internal diameter of 250 mm are placed below the heating furnace. The inner

surface of the cooling and melting chambers of the furnace (surroundings) have been

considered in the studied model.

An axial symmetry that was assumed for the analysis of the system can decrease the

time of numerical calculations. Therefore, for the modeling one-fourth of the real system

was taken into account. A developed geometrical pattern of the model set, the heating

furnace, and the inner surface of the melting and cooling chambers was a basis for

FIGURE 11.25 Finite element mesh on a geometrical model of the heating furnace. (a), the inner surface area of
the melting and withdrawal chamber (b), and the place of the appropriate boundary conditions adopted
(ProCAST software).
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generating a finite element mesh. Next, the prepared model set was a basis for gener-

ating the ceramic mold layer with a thickness of 10 mm.

Geometric model materials have been defined and the thermophysical properties

have been adopted. For thermal insulation, heaters, and thermal and radiation baffle,

graphite was used. And for the chill rings and the chill plate, copper was adopted. The

castings were made of CMSX-4 nickel-based superalloy. For the spatial context mate-

rial—the inner surface of the melting and withdrawal chambers—steel was assumed.

Numerical simulation of the casting solidification process requires an establishment

of boundary and initial conditions that reflect the actual heat exchange process

(Figure 11.25). The boundary conditions of the first kind were assumed—the tempera-

ture on the inner surface of the melting and withdrawal chamber – Tmc, also heaters

surface – Th. The boundary conditions of the third kind were adopted at the inner surface

of the chill rings and chill plate intensively cooled with water. An appropriate value of the

water temperature – Tw and convection heat transfer coefficient of the inner surface of

the rings and chill plate – hw were assumed.

The boundary conditions of the fourth kind were assumed for the interface of two

materials. The values of the interface heat transfer coefficient for contact has been

defined for the following pairs: casting-ceramic mold (hc�m), casting-chill plate (hc�p),

ceramic mold-chill plate (hm�p), thermal insulation-insulation (hi�i), chill ring-thermal

baffle (hch�b), chill ring-chill ring (hch�ch), thermal baffle-radiation baffle – hb�b.

In the simulation, it was assumed that the solidification process occurs in a vacuum.

Thus, the heat exchange between the surfaces of the heating elements of the furnace, the

inner surface of the surroundings, and the ceramic mold occurs through a thermal ra-

diation. Value of the surface emissivity coefficient was assumed for: ceramic mold – εm,

thermal insulation, radiation and thermal baffle (graphite) – εi, heaters – εh, chill rings –

εch and surface surroundings (melting and withdrawal chamber) – εmc, casting – εc.

The initial conditions (temperature) were adopted for insulation of the heating

furnace, thermal and radiation baffle, ceramic mold, heaters, rings, and the chill

plate. The mold after annealing was poured with liquid metal and withdrawn at a

speed of 3 mm/min from the heating furnace to the cooling zone of the furnace

(Figure 11.26).

11.6.3 Numerical Modeling of Nucleation and Grain Growth

Simulation of macro- and microstructure of the entire volume of the casting in a short

calculation time is possible thanks to the use of the cellular automaton finite element

(CAFÉ) numerical method. The CAFÉ module employs the cellular automata method

(CA) and the finite element method (FEM) for simulation [80]. The differential equations,

which describe the temperature field and characterize the flow of liquid metal, were

solved by applying the FEM. The simulation of the grains nucleation and growth process,

combined with the influence of temperature field, is based on the calculations using the

CA method. The model space is discretized with finite element mesh, however, in the
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area, which was selected for microstructure modeling, the additional, regular CA mesh

was created. The CA mesh covered at least the specified part of the finite element mesh.

CAFÉ method allows prediction of the morphology (shape and size) and the amount

of equiaxed grains in the casting [81], as well as a relation between the equiaxed and

columnar layers in the ingot [82]. It is employed for the simulation of the directional

solidification process of the castings manufactured with use of the Bridgman and LMC

methods.

Numerical simulation of the nucleation process is usually carried out with the use of

normal statistical (Gaussian) distribution, which takes into account the dependence of

the number of grains on the degree of undercooling of liquid metal [80]:

dn
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ffiffiffiffiffiffi
2p

p exp

 
� 1

2

�
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DTs

�2
!

(11.10)

where: DT – current value of undercooling, K, DTN – mean value of Gaussian distribution,

K, DTs – mean value of undercooling (Gaussian distribution), K, nmax – the maximum

amount of substrata that enables the grain nucleation (surface nucleation, m�2; bulk

nucleation, m�3).

Growth of grains in the process of solidification is caused by undercooling of the

liquid metal. Dendrite tip growth rate (grain growth) depends on the degree of

FIGURE 11.26 Temperature distribution in the heating furnace and the mold after relocation to a distance of
150 mm (a), and inner surface of the melting and withdrawal chambers (b) (ProCAST software).
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undercooling and can be described by the Kurz–Giovanola–Trivedi (KGT) model [8],

according to the equation:

vðDTÞ ¼ a2 $DT
2 þ a3 $DT

3 (11.11)

The values of parameters a2 and a3 of Eqn (11.8) for the adopted KGT model take into

account the properties of the alloy admitted in the study.

Figure 11.27 presents an example of numerical modeling of the columnar grain

growth process and grain selection in the starter and selector, in directionally solidified

SC casting by the Bridgman method.

11.7 Summary
Nowadays, single crystal superalloys of fifth generation are available, which can operate

up to about 1000 �C. The National Research Institute for Metals (NIMS) in Japan leads

researches on development of chemical composition and the heat treatment of sixth-

generation superalloys, for which the predicted operating temperature will be up to

about 1500 �C [83]. Increased interest in SC castings of nickel-based superalloy appli-

cability for IGT encourages research on new methods for manufacturing of large-size

castings, in which the tendency for formation of defects and the cost of producing by

a standard Bridgman method are increased [8]. Thus, there has been the development of

the liquid metal cooling method, and attempts are being made to implement new

methods such as gas cooling casting and thin shell casting in industrial production [19].

These methods allow the temperature gradient and the solidification rate to increase,

FIGURE 11.27 Real (a, e) and predicted (b, c, d) columnar grains macrostructure:, (b), (c) starter and grain selector,
(d) area of chill plate impact.
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thereby reducing the distance between the dendrites’ arms, shortening the heat treat-

ment time and the number of defects in castings. The development of LMC method is

mainly based on development of new floating baffle [84], cooling bath, ceramic molds,

and process parameters (pulling rate, mold temperature) [85]. Significant reduction in

ceramic mold thickness and use of gas cooling in TSC method allow an increase in heat

transfer coefficient and the cooling rate and thus improvement of the quality and

reduced cost of manufactured casting.
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12.1 Introduction
12.1.1 THM Principle

Following the introduction by Pfann from 1955 [1] of the temperature gradient zone

melting (TGZM), a rather similar technique, traveling solvent method (TSM), was

proposed and described by Mlavsky and Weinstein [2]. In this technique, the migration

of a solvent zone through the solid source material is induced by a thermal gradient

according to the scheme of Figure 12.1.

The traveling heater method (THM) has been the most popular form of traveling

solvent techniques for the last decades. It combines zone melting and growth from

solutions. In THM, as described by Wolf and Mlavsky [3], a molten zone is made to

migrate through a solid homogeneous source material by the slow movement of the

ampoule relative to the heater as shown in Figure 12.2.

THM is some kind of continuous liquid phase epitaxy in which a typical configuration

consists of a seed, which plays the role of a substrate, at the bottom of an ampoule, a

saturated solvent zone surmounted by a polycrystalline source material. The solvent

zone dissolves the source material at its hot upper interface and deposits, in near

equilibrium conditions, a material of nearly the same composition at the lower interface

which is colder than the upper interface because of the movement of the heater. Matter

transport from the source to the growing crystal occurs by convection and diffusion

FIGURE 12.1 Schematic principle of the
traveling solvent method. From Ref. [3].
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across the solvent zone under the influence of the temperature gradient resulting from

the movement of the ampoule relative to the heater.

12.1.2 THM Advantages and Issues

12.1.2.1 Advantages
• After an eventual initial transient period at the onset of a run, a steady state is

established during which the constant growth temperature leads to a constant

composition of the regrown solid.

• Growth occurs at a temperature lower than the maximum solidus temperature of

the material, with all the classical advantages of low temperature growth, i.e., less

contamination from the container, less vapor or decomposition pressures, more

perfect crystals as a result of less generation and propagation of dislocations.

• The growth of compounds melting noncongruently or exhibiting a first-order phase

transition below their melting point is made possible by THM. As an example, pre-

transition phenomena were found by Ivanov [4] to occur below the melting point

of CdTe, making it very suitable for the growth of this compound by THM.

• Very efficient “zone refining”purification occurs by THM, as will be shown in

Section 12.5.

• THM requires only rather simple and low-cost equipment.

• Most of the time, only liquid/solid equilibrium takes place in THM.

• THM offers a very appropriate configuration for seeded growth.

• Finally, as will be shown in Section 12.3, several variants of THM, offering attrac-

tive possibilities, have been devised and experimented, making it a versatile

technique.

FIGURE 12.2 Traveling heater method
principle.
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12.1.2.2 Issues
• As a result of a steep temperature gradient at the growth interface, an uncontrolled

thermosolutal convective flow in the solvent zone makes uncertain the growth of

single crystals by THM, as will be discussed in Section 12.6.

• Constitutional supercooling within the solvent zone can occur at low temperature

and results in interface instability. It has been shown [3] that the growth rate had

not exceed a critical growth rate, which lies surprisingly for most of the materials

within the range 1–7.5 mm/day.

• THM growth rates, significantly lower than those of melt growth techniques, are

considered as a severe drawback in the industrial crystal growth by THM.

• Inclusions and precipitates form frequently in THM grown materials presenting a

wide homogeneity range with its consequential retrograde solidus shape, as a result

of growth temperatures lower than the congruent melting point of such materials.

• THM technology turns out to be rather tricky.

• In the case of the growth of alloys, a large segregation effect can be observed,

which will be treated in Section 12.5.

12.2 Technology
As noted above, THM is a tricky technology requiring the control of numerous tech-

nological parameters, radiant heating, ampoule diameter and thickness of its walls,

adjustment of the source material in the ampoule, pulling system, temperature stability,

ground stability, etc.

Among them, a significant prerequisite is an appropriate temperature profile of the

growth furnace. It has to possess a sharp temperature peak producing a narrow molten

zone (roughly of length close to the ampoule diameter) and a sharp temperature

gradient at the growth interface to prevent constitutional supercooling.

Different types of solvent zone heaters were used, either with electrical resistance

heating (RH) or radio frequency heating (RF) or optical heating.

12.2.1 Mode of Zone Heating

12.2.1.1 Electrical Resistance Heating
The control of temperature using RH, the most used way of heating in the THM growth

of a lot of materials, is simple and rigorous.

A typical RH THM furnace scheme was proposed in Ref. [5] (Figure 12.3).

The insulator thickness was calculated and experimentally determined to obtain an

isothermal plane at the lower side of the heating element (nickel ring), where the growth

interface was positioned (depending on the initial solvent amount) according to the

scheme of Figure 12.4. This picture shows that the intersection of lateral and axial

thermal temperature profiles is situated at the lower side of the heating ring. Thermal

stability is essential to prevent the growth of parasitic nuclei. A calculation shows that a
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thermal stability of �1 �C per hour is insufficient for the instantaneous rate, due to the

thermal perturbation, to remain negligible compared to the critical rate. Stability at least

�0.1 �C per hour is necessary, which implies a highly stable regulator, high inertia

furnace, stabilized network, and air-conditioned environment.

In some cases, the solvent heater was surrounded by lateral heaters in order to obtain

a temperature distribution controlling the partial pressure of a volatile component. This

is the case of a five-zone furnace (Figure 12.5) and a three-zone furnace, respectively,

proposed by Schmitz et al. [6] and Colombo et al. [7], dedicated to the control of the Hg

vapor pressure in the THM growth of (HgCd)Te. Mochizuki et al. [8] used, in addition, a

mercury reservoir chamber supplying mercury to the Te solvent through a small gap

beside a CdTe feed in order to form a (Hg,Cd)Te alloy, according to the scheme of

Figure 12.6. Furthermore, a lower lateral furnace can allow controlling the postgrowth

cooling-down of the ingot.

In order to obtain an interface as flat as possible, in the growth of CaCO3 by THMwith

LiCO3 as a solvent, a platinum heating strip embedded in the molten zone was used by

Brissot and Belin [9], as shown in Figure 12.7, according to the submerged heater method

proposed by Ostrogorsky [10].

FIGURE 12.3 Traveling heater method furnace
(schematic): (A) cement, (B) Pyronap, (C)
stainless steel, (D) Thermocoax, (E) nickel.

FIGURE 12.4 Axial and radial
temperature profiles. From Ref. [5].
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12.2.1.2 RF Heating
In the case of a solvent with a higher electrical conductivity in comparison to that of the

material, RF heating can be more advantageous than resistance heating. But tempera-

ture control is more difficult in the case of RF heating and can be at the origin of

temperature and growth fluctuations.

FIGURE 12.5 Five zone furnace and its temperature distribution. From Ref. [6].

FIGURE 12.6 Schematic construction of traveling heater method using a mercury reservoir. From Ref. [8].
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RF heating is more generally preferred in the high temperature range, for instance for

the THM growth of SiC with Si as a solvent, using direct coupling [11] (Figure 12.8) or of

ZnO [12] with PbF2 as a solvent using coupling to a sealed Pt crucible or to a circum-

ferential Pt susceptor.

12.2.1.3 Optical Heating
Optical heating, using infrared focusing heaters such as elliptical mirror furnaces, was

proposed and used as well by several authors, mainly in the case of crystal growth in

space. In such a case, several considerations make it clear that focused radiation from a

suitable source would be the most effective way to produce small gaseous or liquid

zones. Such optical furnaces present several significant advantages: small size and low

weight; low energy consumption; no environmental problems by heat, radiation, gasses,

or RF signals; and great flexibility [12].

Several kinds of elliptical mirror furnaces were proposed. In mono-ellipsoid furnaces,

the necessarily large filament of the halogen lamp turns out to decrease the furnace

performance because of its worse focusing properties. Furthermore, the temperature

distribution along the periphery of the molten zone is highly asymmetric leading to

nonplanar solid–liquid interfaces. Multi-ellipsoid arrangements, with several lamps,

FIGURE 12.7 Diagram of the apparatus used to grow calcite. From Ref. [9].
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consisting of two or more ellipsoids, were proposed by Eyer et al. [12] in order to improve

thermal symmetry. From a computer simulation, the authors advocate the double-

ellipsoid arrangement over mono- and multi-ellipsoid configurations. The scheme of

such a double-ellipsoid crystal growth furnace is pictured in Figure 12.9.

FIGURE 12.8 Sealed tube arrangement for the
traveling heater method growth of SiC. From
Ref. [11].

FIGURE 12.9 Double-ellipsoid crystal
growth furnace. From Ref. [12].
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It turns out finally that an issue of such furnaces remains the difficulty of obtaining

solid/liquid interfaces of appropriate shape.

12.2.2 Pulling Systems

Two kinds of arrangements are used as a pulling system: either traveling down the

ampoule in a stationary heater or moving up the heater along a stationary ampoule.

A lot of mechanical pulling systems were used, basically constituted of a worn screw

whose rotation is activated by a motor associated with speed reducers. Mechanical

vibrations generated by such systems can be responsible for spurious nucleation.

A sophisticated gas-bearing system that permits producing separate and adjustable

rotation and translation vibration-free motions without any mechanical motor was

proposed by Tranchart and Bach [13] (Figure 12.10). A silica tube (1) containing the

growing crystal is fastened to a perfectly ground Pyrex tube (2), resting on the bottom of

a methylmethacrylate floater (3). A thrust bearing (4) is the only mechanical contact of

the apparatus. The floater is inside the principal vessel (5) partially filled with water. A

brass chamber (6), rigidly attached to vessel 5, is placed in the space between Pyrex

tube and floater. Compressed air, at a pressure of 1–1.2 bars, is let into the chamber by

the tube (7) and released through small holes drilled in the chamber wall toward both

the tube and the chamber, allowing Pyrex tube and floater to be auto centered with

respect to the chamber by this gas-bearing system. Rotation of the Pyrex tube is given

by means of a tangential air flow coming through hole (8). Vertical translation motion is

obtained by evaporating water from vessel (9), which is connected to the principal

vessel (5).

Such simpler systems use for the vertical translation motion either the evaporation of

water or the progressive emptying of a liquid, like oil, through a valve [14].

Steadiness and quality of the vertical translation motions can be precisely controlled

using differential transformers.

FIGURE 12.10 Principle of the gas-bearing
system. From Ref. [13].
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12.2.3 Feed Material

One of the more severe issues of THM growth is the availability of feed material of the

required composition and dimensions, furthermore homogeneous and compact.

The fabrication of suitable feed material turns out to be one of the most significant

problems to overcome, on which has to be focused a major part of the efforts when

experimenting with the THM growth of any material.

The source material has to be as dense as possible. Otherwise, a gap will rapidly

appear between solvent zone and source material, which will come uncoupled from it,

the growing crystal being denser than the feed material. The length of the grown crystals

is then restricted. Such a situation occurs, for instance, when powder, even compressed,

is used as a source material.

The fabrication of the feed material dedicated to the growth of peritectic compound

turns out to be a particularly severe issue. In the growth of CdIn2Te4 by THM, for

instance, a balance between the compositions of feed material and of solvent zone was

shown necessary to compensate from some Cd deficiency in the growing crystals, ac-

cording to Launay and Lestournelle [15].

In all cases, the mechanical fit of the source material cylinder into a calibrated silica

tube has to be excellent, with a tolerance of less than 100 mm, reckoning in the material

thermal expansion.

Some complex source material arrangements will be presented in the next section,

illustrating the versatility of THM.

12.3 Versatile THM
Numerous variants of the classical THM, as defined in Section 12.1.1, were proposed.

Although in most cases a vertical arrangement is used, horizontal THM was also

implemented by Benz and Müller [16] for the growth of GaSb and InSb using, respec-

tively, Ga and In as a solvent and by Gille et al. [17] for the growth of Hg1-xCdxTe with

ampoule rotation necessary to crystallize the whole cylindrical cross-section of the ingot

with respect to the partially filled solution zone (Figure 12.11). Note that horizontal THM

needs a complex experimental equipment without presenting a definite advantage over

vertical THM with ampoule rotation which is much easier to implement.

FIGURE 12.11 Schematic representation of a horizontal traveling heater method crystal growth arrangement.
From Ref. [17].
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The following picture, Figure 12.12, displays different THM configurations and ar-

rangements illustrated here in the CdTe, ZnTe, and (Cd,Zn)Te cases.

First of all, the direction of charge travel could be inversed beside the traditional one,

i.e., raising the ampoule rather than lowering it, with the potential advantage of a

crystallization beginning from a free interface. Upward motion was used as well in a

floating zone configuration for the THM growth of SiC [11].

Homosolvents, such as tellurium or cadmium [18] in the CdTe case again, or Ga and In

for the growth of GaSb an InSb [16], are preferentially used when the main goal is purity.

Heterosolvents are used if the compound to be grown is not sufficiently soluble in one

of its components in an accessible temperature range, which is very frequently the case.

The main drawback of heterosolvents is the unavoidable presence of solvent precipitates

and inclusions in the grown crystals. On the other hand, heterosolvents turn out to be

useful when searching for intentional doping. As an example, such solvents as In [19]

and CdCl2 [20] were used in the CdTe case for n-type doping or to get semi-insulating

crystals.

An original growth technique called sublimation traveling heater method (STHM), in

which the solvent zone is replaced by an empty space having approximately the same

dimensions, was devised by Triboulet et al. [21,22]. In the case of CdTe, STHM allowed

overcoming two intrinsic drawbacks of classical THM using tellurium as a solvent, which

are: (1) the unavoidable Te precipitates related to the retrograde solidus line on the

tellurium-rich side, and (2) the necessity to compensate for a large concentration

of off-stoichiometry intrinsic defects, if a high resistivity is needed. Note nevertheless

that the maximum congruent sublimation temperature of CdTe lies slightly on the

Te-rich side.

FIGURE 12.12 Different possible traveling heater method configurations and arrangements.
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This method was then again successfully applied to CdTe for halogen doping [23],

and extended by Taguchi et al. to such compounds as ZnTe, which showed excellent

luminescent properties [24], and ZnSe [25].

For all these materials, the growth occurred in the same temperature range as in

classical THM, 800–1000 �C for CdTe, at pulling rates equivalent to those used for

classical THM with Te solvent, i.e., 2–5 mm/day, 785–800 �C for ZnTe, 3 mm/day, and

900 �C for ZnSe, 1 mm/day.

In the “classical” STHM technique as implemented above, the pressure regime in the

empty space was not well defined—the system has two degrees of freedom and is not

completely determined by fixing only the temperature. As a consequence, the electronic

properties of crystals grown under these conditions were found to change depending on

factors such as the volume of the empty space, the distance between the source

FIGURE 12.13 Principle of sublimation traveling heater method with capillary. From Ref. [22].
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material and the tube walls, etc. That is why STHM was modified and made more

sophisticated according to the scheme of Figure 12.13. The sublimation chamber was

connected to a capillary tube whose upper end stays at room temperature. This

connection is ensured by a small void along a generating line of the ingot, the section of

this passage corresponding to the internal section of the capillary. In such an

arrangement, the total pressure PT in the chamber tends to the minimum one Pmin

corresponding to a congruent sublimation. Under such conditions a CdTe ingot pre-

senting a resistivity as high as 107 cm was obtained without doping, which was not

possible to reach without a capillary.

While all the previous variants concern the solvent zone, several variants related to

the source material were proposed as well, as illustrated again in Figure 12.12.

With the goal of growing (Hg,Cd)Te, (MCT), crystals of uniform composition, a

geometry in which the feed material is a cylinder constituted of two cylindrical segments

(Figure 12.14)—one in CdTe and the other one in HgTe—whose cross-sections are in a

ratio corresponding to the desired alloy composition [26], was proved to be successful for

the growth of large diameter crystals (up to 40 mm) [26–28]. This configuration was

proven to be efficient as well in the case of (Cd,Zn)Te (CZT), using two cylindrical

segments, one in CdTe and the other one in ZnTe [29].

FIGURE 12.14 Principle of the traveling heater method growth of (Hg,Cd)Te using as a feed material for a
cylinder made of two cylindrical segments, one HgTe, the other one CdTe. From Ref. [27].
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With the goal of growing graded composition alloys, the source material was made of

two beveled cylinders—one in HgTe and the other one in CdTe in the case of MCT [30],

one in CdTe and the other one in ZnTe in the case of CZT [31], one in ZnTe and the other

one in HgTe in the case of MZT [32]—reconstituting a perfect cylinder, as pictured in

Figure 12.15 in the case of CZT. The complete series of Hg1�xCdxTe [30], Cd1�xZnxTe

[31], and Hg1�xZnxTe [32] alloys, from x ¼ 0 to x ¼ 1, were prepared by a single THM

pass, allowing to study the physical properties of the crystals as a function of compo-

sition over the whole composition range.

A method of synthesis, growth, and purification, called “cold traveling heater

method” (CTHM), was first devised for CdTe and ZnTe by Triboulet et al. [33,34] before

being extended to other materials.

In CTHM and in the case of CdTe and ZnTe, a Te solvent zone migrates through a

composite source material constituted of a Cd (or Zn) rod of appropriate diameter

surrounded with Te pieces and powders, as shown schematically in Figure 12.16 in the

CdTe case. The crossing of the solvent zone through this charge, at a temperature lower

than the melting point of the compound, induces the fractional synthesis of the com-

pound in Te solution, its growth, and also its purification. Synthesis, growth, and puri-

fication are thus achieved at low temperature, at the same time, in a simple and

inexpensive furnace, in contrast to other processes.

CTHM was indeed developed for mass production of large diameter CdTe ingots [35].

This technique was shown to be extendable to ternary and even sometimes quaternary

alloys. CZT ingots of excellent uniformity were grown by CTHM using both a Cd and a Zn

rod surrounded by tellurium (Figure 12.17).

FIGURE 12.15 Sectional view of an ampoule dedicated to the growth of Cd1�xZnxTe alloys of graded composition.
From Ref. [31].
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FIGURE 12.16 Principle of cold traveling heater method. From Ref. [33].

FIGURE 12.17 CZT feed material cross-section for THM synthesis and growth.

FIGURE 12.18 HgTe ingot grown by traveling heater method at 500 �C from mercury and tellurium.
From Ref. [36].
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A slightly modified CTHM process was devised by Triboulet et al. [36] for the growth

of HgTe ingots (Figure 12.18) in which the feed material is a mixture, in stoichiometric

proportions, of tellurium, in a fragmentary or powder form, and mercury.

CTHM was shown further to be extendable to HgSe [38], according to a process

similar to the HgTe one.

With the aim of using the zone refining effect of THM, a multipass traveling heater

method (MTHM) was devised by Triboulet et al. [22] and applied to the purification of

CdTe. Rather than using as a source material for a subsequent THM pass an ingot ob-

tained from a first THM run and so on, with the contamination resulting from several

handlings of the ingot, in MTHM the successive runs occur in the same ampoule, ac-

cording to the principle pictured in Figure 12.19. The starting Te-solvent consists of a

tellurium column of several cm in length, a certain fraction of which is taken up at each

pass; this arrangement allows one to carry out several passes in the same ampoule

without any handling of the material, and with the aid of a single THM furnace. The

efficiency of MTHM will be emphasized in Section 12.5. The authors stated that this

method was not limited to CdTe and tellurium but was of general interest and could be

applied to all compounds for which THM can be achieved with one of their components

as a solvent.

Finally, THM offers the possibility of growing materials presenting a compact fine

grain size structure suitable for the growth of single crystals by solid state recrystalli-

zation (SSR). This possibility has not been very much explored so far, but for the growth

of CdTe single crystals [34].

FIGURE 12.19 Principle of multipass traveling heater method. From Ref. [22].

474 HANDBOOK OF CRYSTAL GROWTH



12.4 Materials Grown by THM
An additional expression of the versatility of THM is the great variety of materials grown

by this technique. They are listed in the following table, which includes the solvent used,

the mode of heating, and the growth rate.

12.5 Segregation, Purification
12.5.1 Segregation

Segregation issues arise when it comes to producing homogeneous ingots not only for

the numerous alloys grown by THM, as seen in Table 12.1, but furthermore to achieving

uniform doping.

The axial segregation in growing pseudobinary alloys was particularly studied by

Gille [136]. The Pfann’s segregation function (12.1) [137], with cs being the concentra-

tion of solute, c0 the mean concentration in the charge, k the distribution coefficient of

the solute in the material, z the distance from the beginning of the charge, l the zone

length,

csðzÞ ¼ c0½1� ð1� kÞexpð�kz=lÞ� (12.1)

remains valid to account for the composition distribution in a mixed crystal A1-xBxC

grown from either (A,B)-rich or C-rich solution zone in a THM or related technique

configuration, but is written as:

xsðzÞ ¼ x0 �
�
x0 � x0Lk

�
exp

�� kz
�
leff

�

with x0L being the mole fraction of the starting molten zone, x0 the mole fraction of the

source material, k the segregation coefficient, z the axial position, leff the effective zone

length. Beside the classical Pfann’s expression, the atomic concentrations c are replaced

by the mole fractions x, and the molten zone length 1 by an effective zone length leff,

which is the length that the liquid zone (A1-xLBxL)1-yLCyL would have if it has the same

atomic fraction as the solid (i.e., A1-xLBxLC). The expressions of the effective zone lengths

are given for both C-rich and (A,B)-rich solution zones [136].

A good illustration of this approach was related to the THM growth of the

Hg0.8Cd0.2Te alloys as achieved industrially [27,95]. The axial composition profile of Cd is

characterized by what is called an initial transition induction period, where the

composition changes from Cd-rich values before the desired concentration, which is that

of the source material, is then asymptotically reached, as seen in Figure 12.20.

The variation of (1 – xs/x0) on a logarithmic scale versus z for this ingot, as displayed

in Figure 12.21, is linear, in agreement with Eqn (12.1) with a slope (–k/leff). From the

intersection with z ¼ 0, the segregation coefficient is determined to be k w 3.2,

compared with the value of w2.5 found in the pseudobinary CdTe-HgTe system [27]. An

effective zone length leff w 6 mm follows, to be compared with an actual zone length of

about 15 mm.
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Table 12.1 Experimental data on Materials grown by THM

Material Solvent
Growth Rate
(mm/day) TG (�C) Heating Mode Type of THM Ref.

AgGaS2 PbCl2, AgBr 1.5–3 750 Optical [39]
As Tl 0.5 457 traveling heater

method
[40]

Bi1�xSbx Bi 4 w550 RH [41]
(BixSb1�x)2Te3 (Bi,Te) or

(Bi,Sb,Te)
4 RH [42]

Bi2Te2.55Se0.45 Bi,Te,Se 4–8 580 RH [43]
CaCO3 CaCO3–Li2CO3 5 700–800 RH [9]
CdCr2Se4 CdCl2 �1.5 RH [44]
CdIn2Te4 In2Te3–CdTe 30–200 800 RH Horizontal zone

leveling
[45]

In2Te3–CdTe 1.5–3 700–800 RH [15]
CdTe Te �5–7.5 RH [46–48]
– – 2.5 820 RH [49]
– – �10 800 Opt. [50]
– – 4 750 RF-RH [51]
– Cd 1 1000 RH [18]
– Te 3–5 700–750 RH MTHM [22]
– 5 800–1000 RH STHM [22]
– 2 815 Opt. STHM [22]
– Te RH Repetition effect [53]
– Te 2.5 780 RH CTHM [33]
– Te 3–7 RH Ø 100 mm [157]
CdTe,CdTe0.9Se0.1 Te Opt. mg, rot. magn.

field
[52]

(Cd,Mn)Te Te 2–2.5 700–750 RH [107]
(Cd,Zn)Te Te 2–3.6 850 RH [34]
– – 3–5 RH Static magn.

field
[54,55]

– – 4–10 700–800 Opt. [56]
– – 3 750–850 RH [57]
– – 762 RH 1g and mg [58–60]
Cu(Ga,In)Se2 In [61]
CuAlSe2 In 5 1090 RH [62]
CuCl KCl 0.2–0.25 386 RH [63,64]
CuGaS2 CuI 4–5 1100 RF [65]
CuGaSe2 In 4 870–980 RH [66,67]
CuInS2 In 3–4 800 RH [68,69]

In 860–900 RH [70,71]
CuInSe2 In 1.5–5 780–790 [72]
– – 1–1.5 650–700 [73]
– – 4 750 RH [74]
– Cu-40%In 4 770 RH [75,76]
(Ga,Al)As Al–Ga �3–5 RH [44]
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Table 12.1 Experimental data on Materials grown by THM—cont’d

Material Solvent
Growth Rate
(mm/day) TG (�C) Heating Mode Type of THM Ref.

– Ga 1100 RH CTHM [82,77]
(Ga,Al)Sb Ga or Sb 0.8 to 1.44 550–630 Opt. TLZ [78–80]
(Ga,In)As In 0.25 1020–1050 RH [84]
(Ga,In)P In 0.5–1.5 900 Opt. [81]
(Ga,In)Sb 2 600 RH [77,82,83]
GaAs Ga �5 RH [85]
– – 1–2 850–870 Opt. [86]
– – 1–1.5 980 RH [77,87,88]
GaP Ga 4 1160 RF [89]
– Ga 6 1000–1100 RF [90]
Ga(As,P) Ga �5 to 6 900 RF [91]
GaSb Ga 14–20 RH [92]
– Ga 2.5 � 0.5 500–560 RH [16,93]
Ga2Te3 Ga–Te 792 RH [94]
(Hg,Cd)Te Te 1–2.5 500–700 RH [27,95,96,98,100]
– – 800–875 RH [97]
– – <3 RH Hg reservoir [8]
– – 8.5 500 � 10 RH ACRT [99]
– – 5 510 � 20 RH Horizontal THM [17]
– – 3.5 650–670 RH Rot. magn. field [101]
– – 4.8–7.2 RH [102]
(Hg,Mn)Te Te 2 600 RH CTHM [37]
– – 2 590 RH [103]
(Hg,Zn)Te Te 2–2.5 700 RH [104–107]
– – 5 500–650 RH-RF Controlled PHg [91]
Hg1�x�yCdxMnyTe Te RH [109]
HgSe Se 2.5 670 RH CTHM [38]
HgTe Te 2–3 400–500 RH [36,110]
InP In 2 850 Opt. 1g and mg [93,111–113]
InSb In 2.5 � 0.5 400 RH Horizontal THM [16]
InSe In 2.5 590 RH [114]
MnTe Te 2.5 800 RH [115]
Naphtalene Benzoic acid RH [158]
(Pb,Mn)Te Te 600 RH [109]
Pb(Ti,Zr)O3 Borate flux �1 RF [117]
(Pb,Sn)Te Te 1g and mg [118]
(Pb,Sr)TiO3 Borate flux 0.1–10 1060–1100 RF [116]
PbTe Te or Pb 2–3 500–750 RH [119]
– Te 1.5 550 RH [120–123]
– Te 2.7–8 650 RH [124]
– Pb [125]
– Pb w5 640–800 RH [159]
Si Au–Si 200–400 RF [126]

Continued

Chapter 12 • Crystal Growth by Traveling Heater Method 477



In order to avoid the initial transient induction period during which the composition

changes asymptotically from Cd-rich to the desired value, the solvent zone composition

(xL0) has to be adjusted to x0/k to yield the desired composition from the onset of the

growth [27,138]. However, the original liquid zone composition was shown to depend on

several unknown parameters. It depends not only on the growth temperature but also

Table 12.1 Experimental data on Materials grown by THM—cont’d

Material Solvent
Growth Rate
(mm/day) TG (�C) Heating Mode Type of THM Ref.

SiC Si w9 1800 RF Upward motion [11,127]
TI2S Tl-S solution 0.3 450 RH [128]
TlInS2 RH [14]
Y3Fe5O12 Y2O3–Fe2O3 30–150 RF Floating zone [129]
– Y2O3–Fe2O3

15:85
24–36 Opt. TSFZ [130]

– Y2O3-rich
melts

<24 w1500 Opt. TSFZ [131]

ZnO PbF2 �3 RF [132]
ZnSe In 1–2.5 1100–1150 RH [133]
– PbCl2 1 900 RH [133]
– 3 785–800 STHM [24]
– SnSe 0.4 and 1.4 950–1050 RH [134]
ZnTe Te 7 850–950 RH [5]
– – 2.5 780 RH CTHM [33]
– – 3 950 RH [33]
– – 3.7 955–975 RH [135]

THM, traveling heater method; RH, resistance heating; MTHM, multipass traveling heater method; STHM, sublimation traveling

heater method; CTHM, cold traveling heater method; ACRT, accelerated crucible rotation technique.

FIGURE 12.20 Composition profile of a traveling heater method grown Hg0.8Cd0.2Te ingot using Te as a solvent.
From Ref. [27].
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on the temperature gradient within the zone, which itself is related to the traveling rate.

That is why it is usual to determine this composition from chemical analysis measure-

ments performed after quenching a solvent zone picked up when some stationary state

is reached after the initial transient induction period.

Equation (12.1) is valid in the case of a solute of mean concentration c0 in the charge.

However, the distribution coefficient of different impurities have been shown to be lower

in the liquid solvent than in the solid charge, and, more generally, segregation can

become more effective with decreasing temperature [139].

Very weak segregation was found when using Cold THM, which was shown suitable for

the growth of homogeneous ingots. As an example, homogeneous 2-inch diameter

Cd1�xZnxTe ingots, with xZn¼ 0.04 and xZn¼ 0.20, were grown by ElMokri et al. [34] by this

techniquewhoseprinciple is described inSection 12.3.BothCdandZn rods, of appropriate

diameter to obtain the desired composition, surrounded with pieces and powders of Te,

were used as a source material. The longitudinal composition profile, measured by elec-

tron microprobe analysis, of a Cd0.96Zn0.04Te ingot, is depicted in Figure 12.22. The radial

homogeneity was found better than 0.1% over a 2-inch diameter slice (Figure 12.23).

12.5.2 Purification

A very extensive study on the purification process by solution zone passages was ach-

ieved by Nicolau [140,141], one on the Process’ Theory, the second on the Process’

Practice. The author suggests the name traveling heater zone refining (THZR), rather

than THM, considering THM was essentially a purification process. He concludes that

the purification is particularly advantageous when the solute forms either eutectics or

solid solutions with the impurities, since they permit the subunity segregation coeffi-

cient to be as far as possible from unity. Furthermore, he recommends selecting a

crystallization temperature as close as possible to the solvent boiling temperature.

FIGURE 12.21 Logarithmic
representation of the axial
distribution xs in the (Hg,Cd)Te ingot
whose composition is given in
Figure 12.20.
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Furthermore, while classical zone refining needs more than one pass to be effective, a

THM single pass is already very efficient because the solvent acts as an extracting

medium.

Purification by THM was mostly emphasized in the case of tellurides and sometimes

pointed out as well for various other compounds.

• The passage of a single Te-rich zone through a CdTe ingot by THM was reported

to lead to a significant reduction of Mg, Si, Ca, Fe, Cu, and Ag [46,142] and B, Na,

S, Cl, Y, Zr, Pd, Ag, and In [143].

• THM purification using Te as a solvent was reported as well to be very efficient in

the growth of ZnTe ingots from electrical measurements displaying very high

mobilities of holes at low temperature [5]. By comparison, ZnTe crystals grown by

CTHM, as described in Section 12.3, a technique in which the material never sees

its melting point, were shown to have lower RT carrier concentrations, in the range

7.6 � 1014–3 � 1015/cm3, and a mobility of holes reaching 7180 cm2/V s at 81 K,

which is the highest mobility ever reported at this temperature for ZnTe [33].

FIGURE 12.23 Radial composition profile of a Cd0.8Zn0.2Te ingot grown by cold traveling heater method. From
Ref. [34].

FIGURE 12.22 Longitudinal composition profile of a Cd0.96Zn0.04Te ingot grown by cold traveling heater method.
From Ref. [34].
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• The purification of the (Cd,Mn)Te ternary alloys by THM using Te as a solvent is

particularly illustrative because of the poor purity of the metallurgical Mn used for

the Bridgman-grown ingots as a source [108], as illustrated in the following

Table 12.2.

• The electrical characteristics of THM-grown HgTe samples correspond to intrinsic

mercury telluride with a concentration in electrically active residual impurities of

about 2 � 1015/cm3 [36].

• The removal of iodine from PbTe crystals grown by the iodine method was shown

very effective by THM [123]. The electronic properties of THM-grown PbTe crystals

were stated as well to demonstrate their very high purity level as expected from the

low growth temperature and purification achievable by THM processing [124].

• The better purity of THM grown InSe crystals in comparison to those grown by

Bridgman was demonstrated from their electrical properties and their photo-

electrochemical behavior [115]. It is shown that at every temperature, the carrier

concentration is smaller by one order of magnitude in the THM-grown InSe in

contrast to crystals obtained from Bridgman growth.

Table 12.2 Emission Spectroscopy
Analysis of Elements (in ppm) detected
in a Bridgman ingot and in the THM
Ingot using it as a source material

Elements Bridgman THM

Ca 50 4
Fe 100 3
Mo 100 0.3
V 100 0.1
Cr 20
Mg 20
As 50 0.1
Na 20
Cu 5 3
Sn 20 0.3
B 50 0.1
Be 1
Al 50 4
Pb 10
Ti 50 0.1
Li 1 0.1
K 1
Sb 10 0.1
Ni 50 3
Co 50 0.1

THM, traveling heater method.

Source: From Ref. [108].

Chapter 12 • Crystal Growth by Traveling Heater Method 481



• Photoluminescence results, proving the efficiency of the THM zone refining effect

for lithium in ZnSe crystals grown by THM using PbCl2 as a solvent, was reported

[133].

• From measurements of the free exciton intensity of CuInSe2 crystals grown by

THM using Cu-In alloys as a solvent, it was found that the nonradiative recombi-

nation centers decreased from the bottom to the top end of the crystal, likely indi-

cating a segregation of impurities as a result of the THM process [76].

Severalmeanswere used to improve the purification of tellurides, whenusing tellurium

as a solvent. A very simple one is the repetition effect, i.e., using as source material for a

subsequent THM run an ingot obtained from a first THM pass [53,143]. By repeating the

THM process [53], the dark electrical conductivity of the crystals due to a deep level

dropped about two orders of magnitude, and an extremely low conductivity sample of

10�8 to 10�9U�1 cm�1 was obtained. Through these results, the authors deduced that the

repetition of THM runs is still effective for reducing the impurities through Te solvent.

To overcome the drawback of contamination occurring from successive handlings of

the ingots, multipass THM process, as described briefly in Section 12.3, was devised [22],

which is an extension of classical zone melting (refining) to solution growth, according to

the scheme of Figure 12.20. Higher purity and a better structural perfection of a crystal

obtained by multipass THM compared to a single pass one was demonstrated from a

photoluminescence study.

12.5.3 Inclusions and Precipitates

The devices made from semiconductors require chemically and electrically homoge-

neous crystals free from extraneous second-phase microparticles. Such structural

defects were shown to adversely affect the structural quality and electrical performance

of crystals. Furthermore, such microparticles were shown not only to be a source of

dislocations, cracks, and holes [144] but also to gather the impurities originating from

various sources, starting elements, containers used during crystal growth, and eventual

contamination during material preparation prior to growth [145]. The THM growth

temperature is often far below the melting point of the compounds. As a result, in the

frequent case of compounds presenting a solidus of retrograde shape, the crystals grown

by THM turn out to be off-stoichiometric. The component in excess can lead to the

formation of precipitates or inclusions, or both, depending on the growth conditions

used, mainly on the growth rate. That is why precipitation and formation of inclusions

has been extensively studied and frequently mentioned for several materials, mainly in

the case of tellurides.

According to Rudolph et al. [146], the difference between an inclusion and a precipitate

was shown as depending upon their size and their mode of formation; inclusions are

considered to be usually much larger than precipitates, which are nucleated during

cooling down in the as-grown crystal. The authors correlated size, density, and axial

distribution of inclusions and precipitates to the nonstoichiometry of the melt.
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In an AB compound, inclusions result from A- or B-rich melts, due to morphological

instabilities at the crystallization interface. A or B inclusions form by entrapment of A or

B droplets from the A- or B-rich diffusion layer. Large droplets of the A- or B-rich

compound are captured from the diffusion layer at the interface’s front. Their size and

morphology depend on the experimental conditions.

A mechanism of inclusion formation during crystal growth by the traveling heater

method was proposed by Barz and Gille [144] after an investigation of Te inclusions in

Cdl�xZnxTe crystals grown from Te-rich solution zones. They gave an explanation of the

mechanism of their formation by interpreting the composition changes of the matrix

surrounding them. They stated also that the shape of the inclusions, which contain a

very high fraction of Te, was due to the structure of the crystal matrix, because the actual

Te inclusion was accommodated in the space left during the included droplet crystal-

lization process.

Schwarz and Benz [147] studied the thermal field influence on the formation of Te

inclusions inCdTegrownbyTHM.They found that hexagonal polygons tend to formunder

small gradients, whereas triangular-shaped inclusions occur under larger temperature

gradients. The occurrence of elongated inclusions parallel to the growth front was

explained by temperature fluctuations at the crystal-solution phase boundary. It was

stated as well that the shape of the Te inclusions visible after growth strongly depended on

radial and axial temperature distribution during cooling after a growth experiment.

In the framework of the growth of GaSb and InSb crystals by the vertical and hori-

zontal THM, Benz and Müller [16] demonstrated that the horizontal THM had the

advantage of a free surface, and also that it led to stable growth conditions that resulted

in inclusion-free GaSb and InSb single crystals due to the more effective melt mixing in

horizontal arrangement where additionally Marangoni convection does act. They

determined the maximum growth rates for inclusion-free crystals of both compounds to

be obtained.

In a study of the growth and interface of 2-inch diameter (Cd,Zn)Te ingots grown by

THM, Roy et al. [55] investigated both macroscopic and microscopic morphology of the

growth interface for large diameter CZT ingots grown by THM technique using Te as the

solvent. They stated that the microscopic morphology of the growth interface was

responsible for Te inclusions in the grown crystals (Figure 12.24). They showed as well

that after optimization of the growth parameters, a reasonably flat/slightly convex

interface could be obtained, which eventually reduced the Te inclusion density in the

grown ingots. Nevertheless, this study of the growth interface was achieved in the last-to-

freeze region of the ingots that were said to be cooled down, either slowly or rapidly, after

completion of the growth process, and then after exhaustion of the source material. It

means that the morphology of such an interface does not likely reflect the morphology of

the interface at midpoint because the convective flows in the solvent zone are very likely

different in both cases, respectively.

Te inclusions are indeed likely due to morphological instabilities at the crystallization

interface as a result of factors such as constitutional supercooling, grain boundaries and
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twins intersecting the interface, and poor control of the process’s temperature, as

stressed by Ndap [148].

Post and Krämer [39] compared the transparency of melt-grown and THM-grown

AgGaS2 crystals. Melt-grown crystals showed inclusions of AgGa20S31, which lowered

the transparency, while flux-grown AgGaS2 were clear but showed well-shaped “negative

crystals” of solvent inclusions. The authors suggested this may be due to the lower THM

growth temperature, where only near-stoichiometric AgGaS2 is stable so that no in-

clusions of Ag2Ga20S31 can form during cooling.

In a TEM investigation of precipitates in Hg0.8Cd0.2Te grown by the traveling heater

method from Te-rich conditions, Kiessling and Leipner [149] identified the precipitates

observed as being mercury vacancy loops found at a density of about 1015 cm�3. These

defects were found to completely disappear by annealing under mercury-saturated

conditions.

In the growth of YIG crystals by traveling solvent floating zone, Kimura et al. [130]

pointed out that precipitation of foreign phases occurred in the crystals for excessive

growth rates and imprecise control of the solvent zone composition.

In order to get rid of the excess component second-phase microparticles, which were

shown to adversely affect the electrical performance of crystals, different strategies were

used.

As shown in [55], the optimization of the THM growth parameters can lead to a

flat/convex, microscopically smooth interface reducing inclusions in the grown ingots.

Furthermore, postgrowth processes were commonly developed. They involve

annealing in a controlled atmosphere, usually of the deficient component, or under

vacuum. This may be done either on the whole ingot during its cooling down after

growth [150–154], however with low efficiently because of short diffusion lengths within

the large solid boule, or on wafers cut from the ingots, either under uniform temperature

conditions [154] or by thermomigration [153].

The removal of second-phase particles during the postgrowth annealing process is

usually accompanied with the release of impurities they contained. Further purification

of postgrowth annealed crystals is therefore a logical step within this process [148].

FIGURE 12.24 Magnified portion of a growth interface. CZT, CdZnTe. From Ref. [55].
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12.6 Mass and Heat Transport, Simulation
and Modeling

Although growing crystals is a skill that can only be mastered well after attempting

numerous crystallizations, numerical simulation can be of great aid for the crystal

grower in the determination of the growth conditions and also to explain growth diffi-

culties. Progress in crystal growth is clearly accelerated by the careful application of

computational models.

In the early studies related to matter transport in a THM configuration, only diffusion

was taken into account. Such an approach allowed determining the diffusion constant

within solution zone and the subsequent maximum growth rates [3].

It was shown further from experimental studies that matter transport in the solvent

zone occurred both by diffusion and convection and that natural convection was even

expected to be the most effective and dominant mechanism of matter transport. That is

why the convenient growth rates are always above those calculated from a purely

diffusive matter transport mechanism.

In an investigation of the axial temperature distribution in the solution zone at THM

growth of CdTe, Schwenkenbecher and Rudolph [47] estimated the Rayleigh number of

the THM zone and found it was substantially higher than the critical Rayleigh number.

That is why the authors assumed that concentration-driven convection made the main

contribution to the overall convection.

Wald and Bell [155], comparing the calculated temperature profiles for convection-

free solvent zones to the actual temperature profiles, concluded that natural convec-

tion was an effective mechanism of material transport in THM growth of CdTe from Te

solution. They evaluated the material transport coefficient M defined by the equation

F ¼ M dC/dx, where F is the flux of Cd across the liquid zone and dC/dx is the

concentration gradient in the zone. M was found about 25 times larger than the

extrapolated value of the self-diffusion coefficient of liquid Te or the diffusion coefficient

of Cu in liquid Te at 700 �C. The authors concluded that concentration-driven convec-

tion was the main process of convection in the THM growth of CdTe, which possesses an

especially favorable combination of properties for natural convection to occur.

Following the work of Cherepanova [160], El Mokri et al. [34] adapted to their

configuration a quasi-diffusive one-dimensional model (diffusion of (Cd,Zn)Te in a

(Cd,Zn)Te:Te mixture). They found the solutal Rayleigh number larger than the thermal

one, confirming that solutal convection was the dominant mechanism in THM growth.

Again in the case of the CdTe THM growth, Ye et al. [156] studied the effect of natural

convection on growth rate and growth uniformity. The authors developed a thermoso-

lutal convection model that accounted for the influence of both thermal and solute

convections on heat and mass transfer, as well as growth rate in the process. Their

computations were carried out with the assumption of a quasi-steady state condition for

temperature, concentration, and convective flow fields in the ampoule. The simulation

results showed that the heat transfer in the liquid zone was dominated by heat
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conduction and was not affected significantly by fluid flow. However, fluid flow was

found to play an important role in influencing concentration distribution in the liquid

zone. This study quantitatively showed as well that the growth rate was greatly enhanced

by convective mass transfer in the liquid. The uniform growth, necessary to produce a

planar interface, was related to the convective state leading to radial uniformity in

concentration gradient along the growing interface. The authors concluded that this

must be obtained from reduced natural convection near the interface. For this, the

heater thermal gradient should be small and the asymmetry should be large so that the

natural convection is moderated in the interface region. Since convective mass transfer

enhances growth rate, forced convection to create uniform growth was stated by the

authors to be desirable.

In the THM growth of naphthalene, Chang and Wilcox [158] attributed interface

breakdown to variations in temperature gradient along the interface and to convection

currents in the zone that cause solute variations along the interface.

The influence of gravitation on the processes of heat and mass transfer in the THM

growth of PbTe was studied by Cherepanova et al. [160,161] through the resolution of a

two-dimensional hydrodynamic thermodiffusive problem. The authors stressed the

importance of free convection, which removes constitutional supercooling occurring in

the absence of gravitation at the growing interface and leads to greater morphological

stability of a growing crystal face. They noted that their results were of rather general

character and could be used to forecast the processes under microgravity conditions.

Langbein [162] developed the equations describing heat and particle flow during

crystal growth by THM, for which analytical solutions were obtained in all crystal and

solvent regions. The author showed that the heat flow enforced by the travel rate causes

the temperature gradient in the feed crystal to become steeper than that in the growing

crystal. The position and temperature of the dissolving and of the growing interfaces are

fixed by the particle flow. Effects of convection are: a leveling of the temperature in the

solvent, an increase in the temperatures at the dissolving and the growing interfaces, and

an extension of the solvent zone. Unstable convection causes temperature fluctuations

at the dissolving and the growing interfaces and thus favors supercooling of the growing

interface. Zero gravity avoids convection and further, heat and particle flow stabilize

mutually and suppress supercooling. Note that this last conclusion does not agree with

Cherepanova’s.

Using a thermodynamically rational mathematical model, Dost et al. [163] set out a

numerical simulation for the growth of GaxIn1�xSb by the traveling heater method. The

momentum equations including the solutal and thermal buoyancy terms, the mass

transport equations in terms of the mole fraction of components, the interface mass

conservation equations, and the phase equilibrium equations were presented for a two-

dimensional axisymmetric growth cell configuration. The field equations were solved

numerically by an adaptive finite element procedure as the interfaces between the solid

and liquid phases change in time. The fully implicit time integration technique was

adopted to solve the transient equations, and the resulting nonlinear algebraic equations
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were solved by the Newton–Raphson method. Numerical results showed that the furnace

thermal profile, the thermal as well as solutal convection in the liquid solution, have

significant effects on the growth process.

A finite element, quasi-steady state thermal model using Newton’s iteration scheme

was developed by Chang et al. [164] to simulate the growth of (Hg,Cd)Te by THM. The

ampoule region was incorporated in the thermal model and formed the basis to compare

the simulation results to experimental measurements. Sensitivities studies were carried

out to explore the change of interface shape due to variations of thermophysical pa-

rameters, physical dimensions of the system, thermal boundary profile, and crystal

growth conditions. The effects of the ampoule wall—silica thermal conductivity and

silica wall thickness—were investigated as well, both experimentally [7] and by

modeling. Figure 12.25 displays the calculated isotherms as a function of the silica wall

FIGURE 12.25 Calculated isotherms as a function of quartz wall thickness. From Ref. [164].
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thickness. It was found that the interface shape was always concave, with respect to the

solid, at the solvent/crystal/quartz three-phase contact point whether the macroscopic

interface shape would be convex or concave. This was attributed to the higher quartz

thermal conductivity with respect to that of MCT. By reducing the thermal conductivity

of the ampoule, for instance by using ampoules with thicker walls, this local concavity

could be removed. The temperature field was shown to depend substantially on varia-

tions in physical properties of the materials used for MCT growth such as, grown crys-

tals, solvent, and feed material. The interface shape was shown to depend on MCT

thermal conductivity, kMCT, which varies with x, the Cd concentration. The lowest kMCT

has the most concave interface shape, the largest solvent volume, and the highest

interface thermal gradient. For increasing solvent thermal conductivity ksol, the trends

of interface shape, solvent volume, and thermal gradient in the vicinity of the growing

interface were shown to be the reverse of those for the kMCT. The lower the ksol, the less

concave the interface shape, the less the volume of the solvent, and the lower the

interfacial thermal gradient. The isotherms have also been calculated for various solvent

liquidus temperatures TM. The interface shape becomes less concave and the solvent

volume decreases as TM gets higher. The solvent volume was found to be a linear

function of TM. Marked changes in interface shape and solvent volume were found as a

function of position along the ingot. As growth proceeds, the interface evolves from a

convex shape to a concave one, and, at the same time, the solvent volume increases. An

increase of the peak of the surrounding temperature from 600 to 710 �C was shown to

generate a change in interface shape from convex to concave and an increase of the

solvent volume of 100%. It was also shown that the higher the growth rate the more

concave the interface shape becomes. An accurate estimate of the volume of the loaded

zone was shown to be critical. Finally, a good agreement was found between experi-

mental and calculated interface shape, demonstrating the validity of the predictions. For

appropriate thermal and thermodynamic conditions, as a result of the simulation,

slightly macroscopic convex interface shapes can be achieved and MCT single crystals

were grown.

The influence of convection and heat and mass transfer on the shape and position of

melt/solid interfaces, and on radial composition segregation, was analyzed numerically by

Apanovich and Ljumkis [165] for the THMgrowth of a binary alloy in a vertical transparent

ampoule. The results are presented for crystal and melt with thermophysical properties

similar to CdxHg1�xTe, with the assumption that the pseudobinary CdTe-HgTe phase

diagram was true. The two-dimensional axisymmetric heat transfer equation, hydrody-

namical equation, and convective diffusion equation were included in the mathematical

model. The rates of crystal growth and dissolutionwere supposed to be proportional to the

compositional supercooling in the melt near the interfaces. It was shown, for the condi-

tions when convection was absent, that the interfaces were asymmetrically positioned,

respectively, to the heater’s centerline. Intensive convection made their position more

symmetrical, but the length of the liquid zone greater. The flow pattern in the melt

appeared to be more influenced by solutal gravitational convection than by thermal
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convection. The nonlinear dependence of the melt density on the temperature and

compositionwere used in themodel. The concentration and temperature fields are shown

in Figure 12.26 in the absence of convection in the melt, compared to the concentration,

flow, and temperature fields displayed in Figure 12.27 under earth gravity conditions.

Under earth gravity conditions, an intensive counterclockwise vortex with maximal ve-

locity 0.55 cm/s is formed in themolten zone. In comparison to the case where convection

is absent (Figure 12.26, g¼ 0), the length of the zone is about 1.5 times greater and almost

symmetrically placed relative to the heater.

FIGURE 12.26 Isotherms and contours of constant concentration; heater moves with v ¼ 0.5 mm/h, zero gravity
condition g ¼ 0. From Ref. [165].

FIGURE 12.27 Isotherms, contours of constant concentration and thermal convection flow field, g ¼ 9.81 m/s2,
heater moves with v ¼ 0.5 mm/h. From Ref. [165].
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Including the governing equations of continuity, momentum, mass transport, and

heat transfer in their model, and applying different thermal boundary conditions and a

crucible rotation, Dost and Liu [166] obtained the optimum growth conditions for

a desired interface shape in the THM growth of CdTe single crystals. The simulation

results show that by controlling the heat removal at the bottom of the crucible, a flatter

(or slightly convex toward the crystal) growth interface could be maintained throughout

the growth process (Figure 12.28). A crucible rotation rate of 5 rpm seemed optimal for a

favorable growth interface shape (Figure 12.29).

FIGURE 12.28 The evolution of the thermal field (at t ¼ 10 min growth time): (a) no heat removal; (b) small heat
removal (c) large heat removal. From Ref. [166].

FIGURE 12.29 Change of growth interface shape under various ampoule rotation rates: (1) 3 rpm, (2) 5 rpm, and
(3) 7 rpm. From Ref. [166].
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Martinez-Tomas et al. [110] made use of the commercial computational code

FLUENT to solve the governing equations of fluid flow, heat transfer, and mass transport

in the frame of a quasi-steady state model in a numerical simulation of the THM growth

of HgTe. The simulation was made by using a three-level strategy allowing the reduction

of the computational effort. This numerical study permitted to put forward some inef-

fectiveness for the heat evacuation at certain positions of the growth run, closely related

to the thermal properties of the whole system and particularly of HgTe, as a plausible

explanation of the presence of defects in the form of thin Te-rich layers.

A theoretical model describing the growth of ternary mixed crystals by THM under

steady growth conditions was presented by Sell and Müller [167]. The model used the

one-dimensional time-dependent equations of species diffusion without convection

with the two moving free boundaries of the solution zone determined via consider-

ation of the phase diagram. Numerical solutions were presented for the growth

of GaxIn1�xAs crystals, using a feed of x ¼ 0.8. Assuming steady experimental boundary

conditions, these solutions showed that mixed crystals normally grow with an

inhomogeneous composition in the initial transient. Modeling using different lengths

of the solvent zone showed that smaller zones were advantageous with respect to

the homogeneity (Figure 12.30). The authors stated as well that it should be possible

to grow more homogeneous crystals under conditions of enhanced gravity in a

centrifuge.

FIGURE 12.30 Different numerical results show the variation of the homogeneity as function of the initial zone
length in the traveling heater method growth of GaxIn1�xAs. From Ref. [167].
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12.7 Single Crystal Growth by THM
Single crystal materials are finding more use in industrial applications every day. That is

why considerable efforts were devoted to the THM growth of single crystals, which are of

particular interest to industry for many applications such as electronic, optical, or

electro-optical devices.

It turns out, as discussed in the previous section, that natural convection is an

effective intrinsic mechanism of matter transport in THM. Due to high temperature

gradients used in THM, strong convective flows develop in the liquid zone. The

thermal as well as solutal convection in the liquid solution have significant effects on

the growth process. The detrimental effects of free-convection currents in the zone

causing solute variations along the interface were stressed. Temperature fluctuations

and flow turbulences may adversely affect the quality and reproducibility of the

grown crystals. Heterogeneity in the fluid or instability of the growth interface will

alter the composition and quality of the solid product. It was therefore stated

desirable to minimize these effects by suppressing the natural convection in the

liquid solution and replacing it by a controllable forced convection regime, or

growing crystals under a pure diffusion regime either under zero gravity conditions or

under magnetic field.

12.7.1 Seeding

Spontaneous nucleation is a rare and an unusual event. No other step in crystallization

requires as much energy as the formation of a nucleus. In the experiment that uses a

seed, this difficult kinetic barrier to spontaneous nucleation is bypassed.

Some uncontrollable parameters generally prevent the seedless THM growth of single

crystals. Furthermore, the seedless grown crystals can be of random orientation.

Seeding, technologically very easy in a THM configuration, will facilitate the most

appropriate crystallographic direction to achieve optimum microstructure and unifor-

mity. Seeding is then mentioned in most of the reports dealing with the growth of single

crystals by THM.

Seeding requires:

• The convenient choice of the seed material, which can be different from the one

to be grown.

• The determination of a convenient crystallographic plane and eventually of its

polarity.

• An appropriate cutting and polishing technology.

• Finally, a last surface treatment, generally a chemical one.

• A satisfactory positioning in the crucible.

All the technologic details of seeding are generally not extensively reported.
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12.7.2 Microgravity Growth

As well summarized by Benz and Fiederle [168], crystal growth under microgravity in

space drastically reduces buoyancy convection. Heat and mass transport become

dominated by diffusion. Furthermore, gravity causes hydrostatic pressure in melts,

which in turn influences the shape of a liquid surface, while under microgravity the

liquid shape, and then the shape of the liquid zones, depends only on the surface

tension. Also, the wetting behavior of the melt on solid surfaces, such as seeds, crucibles,

or technical parts, is modified by the absence of gravity. As a consequence, liquid

menisci are formed and dramatically influence the crystal growth.

Long-term THM growth experiments of AlxGa1�xSb under microgravity during the

EURECA-1 mission using the automatic mirror furnace (AMF) were achieved by

Danilewsky et al. [80]. The space-grown samples showed an improved microscopic

homogeneity, compared to the 1 g reference crystals, indicating the absence of time-

dependent convection. The authors concluded that microgravity offers the opportu-

nity to grow homogeneous crystals in regard to the dopant, as well as the composition

distribution.

Most frustrating was the fact that due to missing convection under mg conditions

many more solvent inclusions appeared [52], because a considerable diffusion boundary

was generated.

Note that the microgravity conditions can presently only be used as a tool for

studying the fundamentals of crystal growth and finding better growth conditions on

earth. Industrial production of crystals in space can only be thought of in the far future.

12.7.3 THM Growth Under Magnetic Fields

While static magnetic fields can suppress thermal convection by simulating a micro-

gravity environment, rotating fields could improve homogeneity and axisymmetry in the

solution zone.

12.7.3.1 Static Magnetic Fields
Most of the studies dealing with the influence of a static magnetic field in THM are

numerical simulations.

A three-dimensional numerical simulation for the THM growth of CdTe single

crystals under an applied (vertical) static magnetic field was carried out by Liu et al.

[169]. A suitable applied magnetic field was very beneficial, as it suppressed the con-

vection and led to more uniform concentrations and temperature distributions, as well

as flatter growth interfaces for a prolonged and stable growth. Numerical results showed

that the transport structures in the liquid solution exhibited three distinct behaviors at

different field intensity levels. There was a critical magnetic field level, about 8.0 kG,

below which the applied magnetic field was very beneficial. It appeared that the field
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intensity of 8.0 kG was the optimum level for which the convection was suppressed to a

minimum and the growth interface was the flattest. At the higher field levels, between

8.0 and 12.0 kG, the transport structures exhibited transitional behavior. The concen-

tration distribution was different, and the growth interface and isotherms became

convex toward the solution, losing their flatness. At higher field levels, the computed

flow and temperature fields indicated unstable transport structures in growth

experiments.

In agreement with this article, Kumar et al. [170] presented, as well, a 3D numerical

simulation study for the THM growth of CdTe single crystal under strong static vertical

magnetic fields. In spite of the initially assumed axisymmetric boundary conditions,

three-dimensional transport structures developed as soon as the growth process began.

There was an optimum magnetic field level for which the growth interface became

slightly concave toward the liquid zone, giving rise to a favorable condition for growth of

crystals with a uniform composition and fewer inclusions. The optimum magnetic field

level observed in this study agrees with those reported in the literature. However, the

computed transport structures became more suppressed and smoother with the

increasing magnetic field level, and were stable and did not become stronger even above

this optimum magnetic field level, up to 15 kG. Application of the magnetic field sup-

pressed the flow velocity in the solution, and the magnitude of the maximum flow ve-

locity decreased monotonically with increasing the magnetic field intensity. This

observation was due to a novel numerical treatment presented in the study. The authors

suggested that the results of their study could be important for crystal growers in

designing their THM setups.

In a study of the THM growth of (Cd,Zn)Te single crystals on CdTe substrate from Te

solution under a uniform static magnetic induction of 3T, Wang et al. [56] showed in their

experimental results that applying a 3T magnetic induction improved the morphology of

the growth interface in the crystal. The authors attributed this improvement to the

damping effect of the Lorentz force in Te solution, and that improvement of growth

interface was beneficial to improve crystal microstructure of (Cd,Zn)Te.

12.7.3.2 Rotating Magnetic Fields
The influence of rotating magnetic fields (RMF) on flow pattern and compositional

uniformity in the solution zone of a THM system for growth of CdTe was numerically

investigated by Ghaddar et al. [49], under space and ground processing conditions. It was

shown that under mg conditions, application of RMF could be used to overwhelm

residual buoyancy-induced convection and to control the uniformity of solution-zone

composition at the growth front without appreciable modification of the growth inter-

face shape. In contrast, in the high-g regime, application of RMF was observed, for the

field strengths studied, to increase the convexity of the growth interface (Figure 12.31)

and deteriorate the compositional uniformity at growth interface. Whereas it is

conceivable that at higher field strengths interfacial compositional uniformity should be

improved, high flow velocities and the multicellular flow structure presented in the
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solution zone were likely to lead to unsteady flow conditions and associated deleterious

effects on the quality of grown crystal. This scaling analysis provided a generalized

framework for analysis of the relative influence of RMF and gravity on convection in the

solution zone.

A numerical simulation study was carried out by Dost et al. [171] for the growth of

CdTe crystals by THM, in order to examine the effects of applied stationary and rotating

magnetic fields, and also small nonuniformities in the stationary magnetic field. In this

simulation, a strong stationary field was applied to suppress the natural convection in

the solution zone, and a small but rotating magnetic field was considered for better

mixing in the horizontal plane. The spatial distribution of the stationary field was

considered to be almost uniform before the furnace and the growth system were low-

ered into the magnet opening. However, the field uniformity may be altered by the

presence of the growth system. In order to determine the effect of such field non-

uniformities, small magnetic body force components were considered in the model.

Results showed that higher stationary field levels were better in suppressing convection

in the solution, but enhanced the compositional nonuniformity in the solution. Small

but unintentional nonuniformities in the stationary magnetic field also enhanced

compositional nonuniformity. A rotating magnetic field, on the other hand, was

beneficial for mixing in the horizontal plane, and reduced the compositional nonuni-

formity in the solution. Mixing was enhanced at higher rotating magnetic field

frequencies.

As for static magnetic fields, a very few experimental studies have tackled the influ-

ence of RMF on the quality of crystals grown by THM.

Single (Cd,Hg)Te crystals with diameter of 25 mm were grown by seedless THM

within an RMF of 2–6 mT by Senchenkov et al. [101]. RMF was used as an effective tool

FIGURE 12.31 Growth interface shapes for
different rotating magnetic fields strengths at
g/g0 ¼ 10�1. From Ref. [49].
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for controlling the heat and mass transport. The adequate choice of the magnetic

induction value allowed to obtain the required growing interface shape and to grow large

diameter crystals with the appropriate radial homogeneity of the composition that met

the requirements of the industry.

CdTe and CdTe0.9Se0.1 crystals were grown by Salk et al. [172] by THM under mg

conditions. A forced convection regime was produced by a B ¼ 2 mT rotating magnetic

field. The equations describing the rotating magnetic field were derived for mg conditions

and small Hartmann numbers. The rotating magnetic field generated a stable steady

flow in the Te zone, essentially improving the radial and axial distribution of ms products.
A series of THM growth runs based on 32 mm diameter CdTe ingots with and without

use of a rotating magnetic field was completed by Sowinska et al. [173]. From a detailed

characterization of the grown crystals as well as of the detectors produced, the

conclusion of the authors was that there was a weak impact of the use of RMF on

the quality of the crystals and on the performances of the nuclear detectors. Note

furthermore that the use of magnetic fields in the THM growth at industrial scale is not

actually conceivable because of its very costly and complex impact on the experiments.

12.7.4 Forced Convection Regimes

12.7.4.1 Centrifuge
After stressing the big disadvantage of low growth rates of some mm/day for the tech-

nical fabrication of large bulk crystal by THM, Müller and Neumann [92] were able to

grow GaSb crystals by horizontal THM in a centrifuge at growth rates nearly one order of

magnitude faster than at normal earth gravity (Figure 12.32). This strong increase in the

growth rate was explained by an enhancement of convection in the solution zone.

FIGURE 12.32 Centrifuge arrangement
for the horizontal traveling heater
method. From Ref. [92].
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12.7.4.2 Accelerated Crucible Rotation Technique
The ACRT was developed initially by Scheel et al. [174] for the solution growth of garnets

at high temperatures. ACRT was initially modeled by Schulz-Dubois [175] and is

discussed in detail in Chapter 24 of the Handbook, Vol. IIB. An improvement of the size

of the crystals by a factor of 1000 over growth without ACRT was obtained by the authors.

Natural convection being the most effective and dominant mechanism of matter

transport in CdTe THM growth, it makes ACRT very promising for creating a forced

convection regime that will dominate the hydrodynamic scene and will be easily

controlled, contrary to natural convection. One can expect ACRT to be particularly

efficient in the case of large diameters where the “supercooling amount” is quite large

[99] and should impose excessively low growth rates.

Wald and Bell [155] suggested that forced convection using ACRT might be

employed because it is reproducible and amenable to control. They performed a series

of THM experiments for the crystal growth of CdTe from a Te solution, observing the

effect of rotation speed, cycle time, growth rate, and temperature on the crystallinity

and the number of voids or inclusions. They found that the ACRT was capable of

doubling the maximum growth rate for which inclusion-free crystals could be

obtained.

Note that the efficiency of their ACRT-assisted experiments was penalized by the

small diameter of 1 cm of the container used.

Using containers of 5-cm diameter and solvent zones of 3-cm long for the THM

growth of Cd0.8Zn0.2Te crystals, El Mokri et al. [34] found, using ACRT, a very significant

enlargement in the grain size of the grown crystals associated with a substantial increase

in the growth rate.

The growth of Hg1�xCdxTe single crystals by THM using ACRT was proven to be

possible by Bloedner and Gille [99]. They showed that the growth rate could be

increased by extending the region of convective mixing toward the interfaces, as

predicted by theoretical considerations. An effective way of stirring the solution zone in

front of the interfaces was achieved by the use of cycles that satisfy the conditions to

enhance the Ekman flow. The density of tellurium inclusions did not increase mark-

edly with increasing growth rates up to 8.5 mm/day. The microscopic and macroscopic

homogeneity were not degraded relative to crystals grown without ACRT at much

lower rates.

The same group [48] proved ACRT and horizontal rotation around the ampoule axis

to be effective techniques to enhance convective flow within Te-rich solution zones in

THM growth of Hg1�xCdxTe and Cd1�xZnxTe. Forced convection close to the growing

interface was found to markedly increase the growth rate. Rates as high as 12 mm/day,

with ACRT and with the horizontal rotation technique, were used without degrading the

structural perfection.

A numerical study of ACRT-forced convection in the THM growth of CdTe was

carried out by Barz et al. [176]. Comparison between calculations with or without

including the thermally driven convection showed that the flow is dominated by the
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forced convection. Therefore, attempts were made to optimize the ACRT regimes by

detailed investigations of the forced convection. It was found that when the rotation

changes from spin-up to spin-down and vice versa, the mixing in the zone is weak. To

overcome this problem, an ACRT regime was recommended, which maintains the

Ekman flow in the radially outward direction and suppresses it in the opposite one and

is, therefore, expected to improve the material transport in the zone in a way allowing

the maximum growth rate to increase. The authors stated as well that if the ampoule

rotated with a constant rotation rate (u ¼ 30 rpm), the combined convection and,

therefore, the mixing was much weaker than without rotation. This was due to the

suppression of natural convection by the centrifugal forces arising from the rotation,

and only one vortex is observed in the entire solution zone.

12.7.5 THM þ Solid State Recrystallization

In the solid state recrystallization (SSR), strains are intentionally introduced in a

polycrystalline source and then released by high temperature thermal annealing. The

structure tends toward the state of lower potential energy, which is the single crystal,

through the motion of dislocations and grain boundaries. Furthermore, it avoids the

uncontrolled effects of the earth gravity field. A growth quasi-contactless with the

crucible walls can be achieved as in microgravity experiments.

As pointed out in Section 12.4, a significant asset of THM is the possibility of

obtaining, with suitable growth parameters, a compact material presenting a regular

fine-grain-size structure well adapted to the subsequent growth of single crystals by

SSR. This possibility has not been much exploited so far, except by El Mokri et al. [34]

in the case of CdTe. Starting from a polycrystalline CdTe ingot grown by THM, using

growth parameters not still optimized to get an actually fine grain structure, a

significant increase in the grain size was obtained after an SSR heat treatment. Several

parameters, including initial structure, heating time, SSR temperature and time, and

vapor pressure need to be adjusted. Later on, better SSR conditions were found for the

growth of CdTe to get ingots totally as single crystals [177].

To summarize this section, it is well understood that industrial production of

crystals grown by THM under microgravity conditions could only be thought of in a

far future. Only weak effects have been obtained using magnetic fields for the

THM growth of single crystals. Furthermore, the limitations of the use of magnetic

fields are the cost and complexity of the setup. THM coupled to SSR allows to get rid

of the uncontrolled effects of the earth’s gravity field and a quasi-contactless

growth beside the crucible walls, as in microgravity experiments. It offers promising

possibilities that have not yet been thoroughly investigated. Considering the fact

that ACRT allows to (1) create an easy-to-control forced convection regime that

dominates the hydrodynamic scene, and (2) significantly increase the growth rate, it

appears to be an effective alternative to both magnetic fields and microgravity

conditions.
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12.8 Conclusions
For the past decades, the traveling heater method has proven to be a very versatile and

powerful technique for the growth of numerous materials and, sometimes, for their

synthesis as well. It showed some decisive advantages over melt growth or vapor growth

for peritectic compounds, some solid solutions, or incongruently evaporating materials.

It offers a convenient arrangement for the seeded growth of single crystals. It benefits

from all the classic advantages of low temperature growth, i.e., less contamination from

the container, less vapor or decomposition pressures, higher critical shear stress, lower

dislocation mobility, more perfect crystals as a result of less generation, and propagation

of dislocations. Various attractive variants of THM have been devised and experimented,

making it a very versatile technique. THM has been enriched with numerous compu-

tational models that have helped it to become a mature technique. Furthermore, its

development occurred not only at the level of basic research in the laboratory, but also at

that of the industry. It appeared as well as a good tool for fundamental studies on the

crystal growth. In existence for almost 60 years, THM remains a topical and still modern

technique of crystal growth. As an example, the best CdTe and (Cd,Zn)Te nuclear

detectors brought to the market are industrially produced from THM grown crystals.
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[146] Rudolph P, Neubert M, Mühlberg M. J Cryst Growth 1993;128:582.

[147] Schwarz R, Benz KW. J Cryst Growth 1994;144:150.

[148] Ndap J-O. In: Triboulet R, Siffert P, editors. CdTe and related compounds; physics, defects, hetero-
and nano-structures, crystal growth, surfaces and applications. Elsevier; 2010.

[149] Kiessling F-M, Leipner HS. J Cryst Growth 1993;128:599.

[150] Bruder M, Schwarz H-J, Schmitt R, Maier H, Möeller M-O. J Cryst Growth 1990;101:266.
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13.1 Introduction
Blue light-emitting diodes (LEDs) were first realized using a buffer layer deposited at a

low temperature [1] and p-type GaN crystals [2], both of which were developed by
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Akasaki, Amano and their colleagues. After these discoveries, GaN-based semi-

conductors have been used for not only blue LEDs but also semiconductor lasers and

electronic devices such as high frequency power devices. High quality and low cost bulk

crystals are needed in the field of GaN in order to enhance device performances.

High pressure solution growth (HPSG) method [3–5] has been developed to realize

high quality bulk GaN crystals for many years (the details will be described in Chapter 15

by M. Bockowski). With this method, it is possible to grow high quality GaN crystals.

However a high pressure and a high temperature condition (e.g., 10,000 atm and

1500 �C) needed for HPSG method has difficulty to achieve mass production of GaN

crystals. Under such circumstances, in 1997, Yamane et al. [6] have reported the Na flux

method by which GaN crystal can be grown in a Ga-Na mixed solution at relatively low

pressure of nitrogen (gas) atmosphere (<50 atm) and at a lower temperature range of

700–900 �C compared with the high pressure solution growth method. The Na flux

method has a significant advantage in synthesizing high quality GaN crystal through

spontaneous nucleation process with very simple equipment. It had been, however,

difficult to grow GaN crystals of a large size with a moderate growth rate at the beginning

stage of the research because of the difficulty in controlling the nucleation. Through

studies thereafter, growth of high quality GaN crystals with large diameter of larger than

2 in has been made possible by coalescence of GaN crystals from many isolated small

seeds. Significant advance has been achieved in the 18 years since the Na flux method

was discovered.

In this chapter, while looking back on the history of research and development of the

Na flux method from its discovery until now, the latest results will discussed.

13.1.1 The Discovery of GaN Crystal Growth Using a Na Flux

From 1994 to 1995, H. Yamane synthesized single crystals of new ternary nitrides con-

taining alkaline earth metals by using the Na flux metal to clarify their crystal structures at

the research laboratory of F. J. DiSalvo at Cornell University (Ithaca, NY). Since nitrogen

(N or N2) is barely capable of dissolving into a Na melt, the first task was to introduce

nitrogen into the melt by adding Zn, which forms a nitridometallate anion group, and a

new nitride synthesis was carried out using the Ba-Zn-N system. Na and other metal

materials were cut out in a glove box under an Ar-gas atmosphere. They were weighed

along with NaN3 as a nitrogen source and a Na source, accommodated in an Nb tube, and

the Nb tube was sealed by arc welding. Further, the welded Nb tube was vacuum

encapsulated in a quartz glass tube to prevent oxidation. After it was heated in an electric

furnace, growth of single crystals was attempted by slow cooling over several days. The

size needed as a single crystal was about 1 mm or less, with which X-ray crystal structural

analysis can be performed. In most cases, the synthesized new nitride single crystals were

unstable in air and they were covered with Na. The Na was dissolved and removed in

liquid ammonia. With the method above, ternary nitrides Sr2ZnN2, Ba2ZnN2, Ba3Ga2N4,

and Ba5Si2N6, an oxynitride Ba3ZnN2O2, and a compound Ba3Ge2N2 including
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nitridometallate anions and Zintl anions, that is, six new materials in total, were syn-

thesized, and their crystal structures were clarified by the single-crystal X-ray diffraction

method.

Through the searching a series of new materials, it was found that the use of Na is

very effective for synthesizing some ternary nitrides. In the course of understanding their

reaction processes, I became interested in the effect of Na on synthesizing binary ni-

trides. Therefore, using Ga and Si materials, which were used for synthesizing the ternary

nitrides Ba3Ga2N4 and Ba5Si2N6, preparation of the single crystals of binary nitrides was

attempted by adding Na and NaN3. In this technique, Na was removed from the product

material using liquid ammonia in the same way as for the ternary nitrides. After removal

of Na, very small transparent pieces like glass were found by observation with the naked

eye. When the operation was performed to remove Na with liquid ammonia, the edge of

the Nb tube was cut, and the part containing the product material was put into a glass

container. In rare cases, the Nb tube collided with the glass container during stirring and

the broken pieces sometimes contaminated the material. Just to make sure, the condi-

tion of the material was observed with a stereoscopic microscope from outside the glass

container and hexangular-plate-shaped single crystals were found. Then, the container

was put into a glove box under an Ar-gas atmosphere in the same way as when handling

a nitride that is unstable in air. After being placed on an X-ray sample holder, the sample

was covered by a Mylar film for preventing oxidation during measurement, and the X-ray

diffraction pattern was measured. (It was found later that since GaN is stable in air, the

Mylar film is not necessary.) As a result of analyzing the pattern, the product material

was found to be GaN [6,7].

13.2 Growth Conditions and Mechanism of the
Na Flux Method

13.2.1 Growth Conditions of GaN Crystal by the Na Flux Method

First, the growth conditions of GaN crystals by the Na flux method will be reported [6].

The starting materials used are Ga (99.9999% purity) and NaN3 (99.9% purity). Thermal

decomposition of NaN3 at 300 �C provides highly purified N2 and Na:

2NaN3/ 2Naþ 3N2. NaN3 (0.117 g (1.8 mmol) or 0.234 g (3.6 mmol)) and Ga from 0.035

to 1.116 g (0.5–16.0 mmol) is weighed under N2 atmosphere and sealed in a stainless

steel tube (SUS 316, 7.5 mm inner diameter, 9.5 mm outer diameter, and 100 mm inside

length). The starting material is heated to 600–800 �C for 24–96 h. The results of XRD on

the products obtained by heating at 600–800 �C for 24 h are shown in Figure 13.1 against

the rNa¼Na/(GaþNa) molar ratio of the starting mixtures. The maximum N2 pressure

calculated from the amount of NaN3 is given in Figure 13.1. The actual N2 pressure was

probably lower due to the formation of GaN. The broken lines at rNa¼ 0.25 in the figure

indicate a Ga:N¼ 1:1 M ratio. Intermetallic compounds of Ga4Na and/or Ga13Na7 and Ga

Chapter 13 • Growth of Bulk Nitrides from a Na Flux 507



are contained in the samples prepared at the conditions marked with solid circles and

shaded circles. The Ga was probably formed from the decomposition of these inter-

metallic compounds during handling in air. No Na-Ga-N ternary nitrides were found. In

both cases of NaN3¼ 3.6 and 1.8 mmol, GaN was produced at the high rNa molar ratios.

FIGURE 13.1 Experimental conditions and products obtained by heating for 24 h and by washing Na with alcohol:
(solid circle) Na-Ga compounds, (shaded circle) Ga-Na compounds, and GaN, (open circle) GaN. N2 pressures calcu-
lated from the NaN3 contents are maximum limits, and actual pressures in the stainless steel tube reactor should
be lower than those because of the formation of GaN. SC indicates that the sample contains GaN single crystals
with a size over 0.1 mm.

508 HANDBOOK OF CRYSTAL GROWTH



The region in which GaN was formed spreads toward smaller rNa with increasing

temperature. The yields of the GaN decreased with increasing rNa and were from 10 to

60 mol % against the initial Ga at NaN3¼ 3.6 mmol and 0.1–10% at NaN3¼ 1.8 mmol.

From these results follows that the Na flux method has a high potential to be a practical

method for growing GaN crystals.

13.2.2 The Effects of Na in the Ga-Na Solution

The principle of generation of supersaturation with the Na flux method is basically the

same as that in the high pressure solution growth (HPSG) method. While in the HPSG

method ultra-high pressure nitrogen gas is dissolved in a Ga melt, in the Na flux method,

nitrogen gas is dissolved in a Ga-Na binary melt to grow a GaN single crystal. Although

these methods are analogous, the temperature and pressure required for crystal growth

are quite different. The growth conditions generally adopted in the Na flux method are

approximately 800 �C and about 30 atm.

It has been known that the solubility of nitrogen in a Na melt is as small as

approximately 7� 10�9 at. % at 600 �C under 1 atm as shown in Table 13.1, which is

smaller than the solubility of nitrogen in a Ga melt. However, as a result of actual

measurement of the solubility of nitrogen in a Ga-Na binary melt, significant increase in

nitrogen solubility was confirmed. That is, although the Na melt in itself does not have

the ability to dissolve the nitrogen, forming the Ga-Na binary melt promotes the nitrogen

dissolution, resulting in the changes shown by arrows in Figure 13.2, followed by GaN

Table 13.1 Solubility of Nitrogen to Na Single Melt

Temperature (�C) Solubility (at.%)

450 1.552� 10�9

500 2.751� 10�9

550 4.549� 10�9

600 7.102� 10�9

Solubility of nitrogen （at.%）

P1P2

Addition of NaRequired nitrogen 
concentration at temperature 
of A (oC) to grow GaN.

A

Solubility of GaN（mol%）

Temperature （ ） Pressure atm（ ）

FIGURE 13.2 Changes in pressure of
nitrogen required for growth of
GaN crystal when assuming that
solubility of nitrogen increases by
adding Na to Ga.
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single crystals that can easily grow. The graph on the left in Figure 13.2 shows solubility

of GaN into a Ga melt. The graph on the right in Figure 13.2 shows the relation between

the pressure of nitrogen and the solubility of nitrogen at temperature A. When the sol-

ubility of nitrogen in the right figure exceeds the solubility of GaN in the left figure as

pressure increases, GaN can grow. It is assumed that by adding Na to a Ga melt, the

solubility of nitrogen changes as per the dotted line in Figure 13.2 ([8]). If the solubility of

solid GaN does not change by addition of Na to the Ga melt, the pressure required for the

concentration of nitrogen in the liquid to reach the solubility of GaN at temperature A

significantly reduces from P1 to P2.

A next issue is why nitrogen becomes easily dissolved by adding Na, which is less able

to dissolve nitrogen than Ga. The solubility of nitrogen into a Fe melt is shown in

Figure 13.3 as a similar example. Figure 13.3 shows the relation between the added el-

ements to iron and change in the solubility of nitrogen. It is found that the solubility of

nitrogen significantly depends on the added elements. While carbon greatly decreases

solubility of nitrogen, adding a small amount of vanadium drastically increases solubility

of nitrogen. These kinds of phenomena are not rare, and considering the dissolution

process of gas into solution is important to understand them.

The nitrogen concentration in a liquid should be treated based on the data of equi-

librium value when we discuss the mechanism of nitrogen dissolution in the Na flux

method. However, to claim equilibrium of a liquid is practically impossible, even when

the concentration of nitrogen in the liquid is quite low after a certain time period,

because the real dissolution rate is determined by the kinetics of dissolution processes.

The processes involved in dissolution of gas until reaching equilibrium are shown as

follows (the numbers correspond to those of Figure 13.4).

0.20

0.16

0.12

0.08

0.04

0
4 8 120

C

Se
W

MoMn

Cr

Ta
Cb

V

Si
Ni,Co

Cu

Amount of additive (at.%)

Solubility of nitrogen (at.%)FIGURE 13.3 Changes in solubility
of nitrogen when each element is
added to iron melt.
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① Process of N2 gas diffusion to gas–liquid interface

② Process of dissociation from N2 to 2N

③ Process of dissolved nitrogen transport from gas–liquid interface into the liquid

④ Process of nitrogen desorption from liquid to atmospheric environment

Increasing pressure of a gas accelerates the process of ①, resulting in the increase in

the nitrogen concentration at the gas–liquid interface. The next process is dissociation of

N2 to 2N (②), and in the case that the liquid is the metal-melt to which nitrogen dis-

solves, this process plays an important role at decision of the nitrogen dissolution rate

because molecules of a gaseous species commonly dissolve after dissociation in a metal-

melt. When this process is slow, the gas dissolves only slightly. If the process③ (diffusion

of nitrogen in liquid) progresses slowly, the dissociation of nitrogen molecules occurs

with sluggish pace regardless of how large the ability of nitrogen dissociation because the

nitrogen concentration at gas–liquid interface quickly reaches saturation. The case

where the process② is slower than process③ is called “surface reaction control.” On the

other hand, when the rate of process ③ (gaseous species dissolved at the gas–liquid

interface is transported into a liquid) is slower than process②, the case is called “volume

diffusion control.” Although, process ② and ③ affect the nitrogen concentration and the

period for reaching the equilibrium concentration, the value of equilibrium concentra-

tion also strongly depends on the rate of process ④. Even in the case where both the

process of ② and ③ sluggishly progress, if the rate of process ④ is also slow, equilibrium

concentration in the liquid becomes high at some point in time. In this case, since all

processes progress slowly, the concentration in the liquid is low after a certain time

period, which often misleads us to conclude that the gas is hardly dissolved. However, it

should be noted that it is not the equilibrium value.

The discussion mentioned above is applicable to the Na flux method without any

change, and has the key to clarify the strangeness that the addition of Na to Ga-melt

causes incredible increase in nitrogen solubility. When some additive changes the

equilibrium concentration of nitrogen, a certain part of these processes (①,②,③, and④)

should be affected by additive. Needless to say, the process in which molecules of a gas

FIGURE 13.4 Factors that determine equilibrium concentration of nitrogen in alloy liquid.
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are transported to the surface of the liquid (process ①) is not affected by addition of

additive to the melt. Since the viscosity of a liquid usually rarely changes greatly by

adding a small amount of additive, the process ③ is assumed not to be changed. Then,

remaining possibilities are twofold: the process ② in which molecules of a gas are

dissociated at gas–liquid interface or a process ④ in which the gas dissolved in a liquid is

escaped from the liquid is affected by additive.

It is known that nitrogen is dissolved in the form of a N3� ion in almost all metal-melt

systems [8]. Nitrogen undergoes the process of disassociation and reduction until

coming into stable state in the liquid. It had been reported that high temperature Na has

a function to dissociate and reduce the valence of nitrogen [9]. Thus, the Na added in the

Ga-melt greatly affects the process ②. The disassociation of gaseous molecules at

gas–liquid interface is activated, then the equilibrium concentration increases. This is a

main mechanism how Na increases the solubility of nitrogen in solution (Ga-Na binary

melt) in the case of the Na flux method.

The right figure in Figure 13.5 shows the relation between pressure versus solubility of

nitrogenat each temperature. “Growth region” represents the region inwhichGaNcangrow

at each temperature. Solubility of nitrogen to the Ga-Na melt at the temperature above

600 �C is shown. At the temperature less than 600 �C, solubility of nitrogen is too small to be

expressedon this graph. In general, sucha rise in the solubility ofnitrogenwill notoccuronly

by increasing temperature. Therefore, it is considered to represent that chemical reaction

suchasdisassociationand reductionbyNa is activated at the temperature above 600 �C [10].

Growth region

Solubility of GaN mol% Solubility of nitrogen at.%

Temperature Pressure atm

0.5

0.4

0.3

0.2

0.1

850

700

650
600

750

800

FIGURE 13.5 Summary of solubility of nitrogen in Ga-Na melt (27:73 mol) and the region where GaN crystal can
be grown.
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The “growth region” of GaN can be drawn by connecting the points where the

equilibrium value of the solubility of nitrogen exceeds the solubility of a solid GaN at

each temperature. When temperature rises and reaches approximately 700 �C, the

pressure at which GaN can be produced decreases down to about 5 atm at the minimum.

It is found that when the temperature is increased more than 700 �C, the pressure

required for producing the GaN crystal increases again. This is because in the high

temperature region, increase in the solubility of a gas with increase in temperature

becomes slower compared with increase in solubility of solid GaN [10].

13.2.3 An Investigation on the Mechanism of Nitrogen Dissolution in
the Na Flux Method

As mentioned above, the role of Na in the Na flux method was experimentally revealed.

In this session, theoretical investigation on the role of Na is introduced. The N solubility

in Ga0.27Na0.73 alloy is order of 10�2 at. % at 1073 K [11], while the one in Ga metal is

almost zero below 1273 K [4] and N2 is known to be insoluble in pure Na metal [12].

Moreover, the N solubility depends strongly on the GaxNa1�x composition [13]. From the

GaN yield, it is concluded that the N solubility is very low for GaxNa1�x liquid alloys over

x¼ 0.5, while it is drastically enhanced as x decreases to 0.1. The mechanism that ex-

plains those experimental facts is desired to be clarified. First-principles theoretical

calculations have been employed to clarify the roles of Ga and Na and the origin for the

strong dependence of the GaN yield on the flux composition.

The calculations can be carried out using a density functional theory program

package “simulation tool for atom technology” (STATE). A generalized gradient

approximation for the exchange-correlation functional is employed. Ultrasoft pseudo-

potentials can be employed for the N 2p state, while norm-conserving pseudopotentials

can be used for other states. These techniques are described in detail elsewhere [14,15].

First, the calculation results of GaxNa1�x liquid structures with and without one N

atom are shown. The total number of atoms in the supercell is 100, and the cell pa-

rameters are determined from the experimental densities [16]. Each liquid structure is

obtained by cooling slowly from 4000 to 1073 K and equilibrated at 1073 K for 1.5 ps. The

extra 1 ps is used for the sampling of the atomic trajectory. A notable difference is found

in terms of aggregation of Ga atoms. In Ga0.8Na0.2 alloy, Ga and Na atoms tend to

segregate, and N is located at the interface of Ga- and Na-rich domains. Ga coordination

number around N is 4, and N–Ga bond length is about 0.2 nm. On the other hand,

isolated Ga atoms and small clusters consisting of a few Ga atoms are seen in Ga0.2Na0.8
alloy. N is coordinated by one Ga atom, and the N–Ga bond length is about 0.18 nm,

which is shorter than the one in Ga0.8Na0.2 alloy. The segregation of Ga and Na can be

explained by the concept of Zintl phase [17,18], where p-block elements form polyhedral

clusters or network in alkali metals.

Next, a calculation of the N solubility in GaxNa1�x alloy crystals is shown. GaxNa1�x

crystals are employed, whose structures have characteristic features seen in liquid
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simulations, because it is hard to use a realistic liquid model. To estimate the solubility,

the excess grand potential of both cases, DUex
diss, are defined as follows [19]:

DUex
disshE totðNþ alloyÞ � E totðalloyÞ � ð1=2ÞmN2ðgÞ þ nrepmmetalðsÞ � TDSex; (13.1)

where Etot is the total energy of the supercell, nrep is the number of metal atoms replaced

with N, mN2
and mmetal(s) are the chemical potentials of gas phase N2 and metal atoms,

respectively, and DSex is the excess entropy in which only N vibration is taken into ac-

count. DUex
diss for Ga, Ga4Na, and Na with some atoms replaced with Ga and Na crystals

are calculated. As a Ga-rich host, Ga4Na is chosen because it has an ordered phase with

sandwich structure of Ga and thin Na layers, as seen in the liquid Ga0.8Na0.2. As a Na-rich

host, diluted limit of GaxNa1�x alloy is calculated: Na crystal with some Na atoms

replaced by Ga. Assuming that N always makes bonds with Ga atoms in liquid Na-rich

alloys, the substitutional sites for metal atoms were restricted only to the first neigh-

boring sites of N atom. The chemical potential of Ga and Na metals is approximated by

their respective elemental bulk energies. For N2, the total energy of a single molecule is

calculated using a cubic supercell with a side of 30 bohr, and the entropy is estimated

from the gas phase N2 at 3.0 MPa and 1073 K, a typical condition for the Na flux method.

The solubility of N, xN, can be obtained purely from the results of first-principles cal-

culations by

xN ¼ Nsite exp
�� DUex

diss

�
kBT

�
; (13.2)

where Nsite is the number of sites where N is incorporated in the lattice, kB is Boltzmann

constant, and T is temperature.

The N solubility calculated from DUex
diss at T¼ 1073 K is shown in Figure 13.6 as a

function of the Ga fraction along with the experimental values. The calculated N

FIGURE 13.6 Dependences of solubility of
nitrogen on ratio of Ga to Na obtained
by first-principles calculation and
experimentally, and schematics of
bonding states of elements.
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solubility agrees semiquantitatively well with the experimental results. The N solubility

starts to decrease, and its proportionality with Ga fraction is broken somewhere below

the Ga fraction of 0.27. This is probably related with Ga aggregation behavior appearing

with increase in the Ga fraction. The calculated N solubility agrees quantitatively well

with the experiments. It turned out that when the Ga concentration in GaxNa1�x alloy is

low, isolated Ga atoms or small clusters in Na interact weakly with Na, and therefore,

they are rather active and can make strong bonds with dissolved N, enhancing the N

solubility in Na-rich alloys.

13.3 Nucleation Control
13.3.1 Discovery of Carbon Doping for Nucleation Control

Although the Na flux method has a big advantage of synthesizing GaN crystal, it had

been difficult to grow large size crystal by the spontaneous nucleation. In order to make

a large diameter GaN crystal, the seed substrate fabricated by the metal organic chemical

vapor deposition (MOCVD) method has been utilized. In the Na flux method, the

spontaneous nucleation tends to occur near gas–liquid interface because the concen-

tration of the nitrogen in this region is higher compared to that at the bottom of the

solution (Figure 13.7). It was the problem that the polycrystalline GaN crystal nucleated

spontaneously would grow rapidly compared with the GaN crystal grown on seed sub-

strate located on the bottom of solution.

Preventing unfavorable nucleation is common issue in the solution growth, because

crystal quality and growth rate are limited by spontaneous nucleation at undesired sites.

The doping of carbon into solution can greatly suppress spontaneous nucleation on any

area other than the substrate [20].

MOCVD-GaN

N2 Gas

Ga-Na melt

LPE-GaN

NN N
N

Poly-
crystals

Stainless steel container

N2 Gas (50 atm)

Alumina crucible

750, or 800°C

FIGURE 13.7 Schematic illustration of the growth of LPE and polycrystals in a stainless steel tube.
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Figure 13.8 shows the dependence of the yields of polycrystals and the growth

increment of LPE on the amount of carbon at 750 and 800 �C. The yields are calculated as

the amounts of metal-Ga consumed in the growth of GaN. The total yield was almost

100% in all attempts. It is noteworthy that almost all Ga is consumed for the growth of

polycrystals in the case of a nonadditive system at both temperatures. At 800 �C, when

the amount of carbon exceeded 1 at%, the generation of polycrystals is completely

eliminated. In the case of growth at 750 �C, 3 at% is needed to completely eliminate

polycrystals, even though the addition of carbon consistently reduces the generation of

polycrystals.

The supersaturation occurring at 750 �C can be estimated to be higher than that at

800 �C if the applied pressure is the same at 50 atm. This seems to be the reason why

more carbon was necessary to completely eliminate the polycrystals at 750 �C.
Thereafter, the carbon content incorporated in LPE crystals grown with and without

carbon were measured (Figure 13.9). The carbon content is almost the same in both

samples, regardless of carbon concentrations in the solution, and the concentrations are

fairly low (<1017cm�3). This result indicates that a certain amount of carbon existed in

the solution as contamination, even in the nonadditive system. The distribution coef-

ficient of carbon against GaN crystal is probably quite low in a Ga-Na melt system, which

may be the reason why the amount of carbon taken into the crystal is the same in both

cases because the carbon concentrations reaches saturation in the crystals even in the

nonadditive system.

It was also found that increasing the carbon amount in the growth solution caused

the change of the morphology of the grown GaN crystal from platelet shape to prismatic

shape [21,22]. Although the reason of this phenomenon is not well understood, carbon in

800 , 50atmYield (%%)

0% 1 at.%

Poly-crystals

0% 2 at.% 3 at.%

750 , 50atmYield (%)

0% 0% 0% 1 at.% 2 at.% 3 at.%

LPE

FIGURE 13.8 Yield of LPE–GaN and polycrystals in the growth with and without a carbon additive at 750 and
800 �C.
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the solution seems to affect the solubility of GaN. The dependence of the growth rate on

Ga/Na ratio and the concentration of carbon in the solution are shown in Figure 13.10.

The growth rate becomes faster for lower Ga ratio to Na, except 27% Ga with 0% carbon

case. This tendency may be explained roughly by the result of the first-principles cal-

culations of liquid structures of GaNa alloys as shown in Section 13.2.3. It is interesting

that increase of carbon in the solution enhances the growth of GaN at lower concen-

trations and tends to suppress the GaN growth at higher concentrations. At lower Ga

ratio to Na, growth mode of GaN crystal tends to be two dimensional, resulting in a flat
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FIGURE 13.9 Carbon concentrations incorporated into the LPE crystals grown in a pure system and a carbon-
added system measured by SIMS.
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FIGURE 13.10 Growth rate of GaN crystal as a function of carbon amount at various Ga/Na ratios.
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surface. On the other hand, growth mode becomes three dimensional for higher Ga ratio

to Na resulting in formation of {10�11} facets. The formation of {10�11} facets is important

for reduction of dislocation density at the initial stage, the solution with higher Ga ratio is

useful to grow high quality GaN crystal on low-quality seed substrate (the details are

shown in Section 13.4.1). On the other hand, the growth condition with the lower Ga

ratio would become important for the growth of GaN crystal with higher growth rate. The

control of Ga/Na ratio during the growth would be an important technique for growth of

boule-sized bulk GaN crystals through long-term growth.

13.3.2 Mechanism of Carbon Doping

The mechanism of suppressing the spontaneous nucleation by the carbon doping

mentioned abovewas studiedbyusingfirst-principlesmolecular dynamics simulation [23].

For the simulation, “Simulation Tool for Atom TEchnology (STATE)-Senri [24]” is used,

which is a first-principles molecular dynamics program developed at Osaka University and

theNational Institute of Advanced Industrial Science andTechnology (the sameprogramof

Section 13.2.3). This programwas also used for analyzing the process of epitaxial growth of

GaN [25] and the solubility of nitrogen into a Ga-Na melt [26,27].

In Na flux GaN growth, since solution of nitrogen into Ga-Na melts significantly af-

fects growth amount and growth rate, spontaneous nucleation has to be studied focusing

on a phenomenon associated with nitrogen atoms. In addition, since the presence of

CN� ions is detected in Na after crystal growth, it is considered that the presence of CN�

ions affects the suppression of the spontaneous nucleation. Using a first-principles

molecular dynamics simulation, the melt structure around a nitrogen atom was inves-

tigated for the two cases of Ga-Na melts with and without carbon doping.

Figure 13.11(a) and (b) show results of the melt simulations at 1073 K using a

calculation model without carbon (number of atoms: Ga 27, Na 100, N 1) and with

FIGURE 13.11 Snapshots of atomic coordinates in the Na-Ga melts: (a) without C addition and (b) with C addition
models.
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carbon (number of atoms: Ga 26, Na 100, N 1, C 1), respectively. It is found in

Figure 13.11(a) that a nitrogen atom bonded to two gallium atoms. On the other hand, in

Figure 13.11(b), a nitrogen atom bonded to a carbon atom and Ga-N bonding was not

observed. In order to investigate bonding state of each atom in detail, two-body corre-

lation functions were obtained from time-series data of atomic coordinate.

Figure 13.12(a) and (b) show the two-body correlation functions corresponding to

calculation models without carbon and with carbon, respectively. In Figure 13.12(a), the

peak of Ga-N bonding appears at approximately 1.9 Å, which is almost equal to 1.94 Å

that is a Ga-N bond distance calculated from the lattice constant of the Ga-N crystal. In

Figure 13.12(b), although the peak of C-N bonding appears at approximately 1.2 Å, no

peak of Ga-N bonding is observed. From these results, it is found that when there are

carbon atoms in Ga-Na melts, the C-N bond is more stable than the Ga-N bond. In order

to investigate the C-N bonding state from the viewpoint of bond energy, C-N bond

energy was calculated under various conditions using the Blue Moon method [28]. As a

result, it is found that the presence of gallium atoms affects the C-N bond energy. The

C-N bond energy was estimated to be approximately 3.0 eV in the case of using a

calculation model containing gallium atoms (number of atoms: Ga 10, Na 42, N 1, C 1),

and approximately 6.3 eV in the case of using a calculation model containing no gallium

atom (number of atoms: Na 52, N 1, C 1) (refer to Figure 13.13). Since both values are

larger than Ga-N bond energy (2.26 eV [29]), it was confirmed that C-N bond is more

stable than Ga-N bond in Ga-Na melts from the viewpoint of bond energy. As a result of

the simulations, it was verified that when carbon is added in the Ga-Na melt, a carbon

atom bonds to a nitrogen atom to form a CN� ion. Accordingly, it is suggested that the

generation of the spontaneous nucleation is suppressed not by the effect of a single

carbon atom but by the effect of the CN� ion by the first-principles molecular dynamics

simulation.

FIGURE 13.12 Two-body correlation functions of the Na-Ga metals: (a) without C addition and (b) with C addition
models.
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13.4 LPE Growth of GaN by the Na Flux Method
13.4.1 Dislocation Behavior during LPE Growth of GaN by the Na Flux

Method

The suppression of spontaneous nucleation of GaN by carbon doping makes it possible

to grow GaN crystal only on a seed crystal. The MOCVD method and HVPE method can

prepare larger diameter seed crystals. Although various techniques for dislocation

reduction in a GaN crystal have already been reported for MOCVD and HVPE methods,

such as the epitaxial lateral over growth (ELO) method, the crystallinity is not yet enough

at this moment ([30,31] and refer to Chapter 16).

On the other hand, the Na flux method can make it possible to grow a large GaN

single crystal with a low dislocation density (on the order of 104 cm�2 on MOCVD-GaN

thin film, which has a high dislocation density on the order of 107–108 cm�2 [32–34]).

Transmission electron microscopy (TEM) observation around the interface between

MOCVD-GaN and LPE-GaN revealed that the drastic decrease in the dislocation density

occurs in the initial stage of LPE growth. TEM investigations of dislocations and scanning

electron microscopy (SEM) observations have revealed the dislocation reduction

mechanism during LPE growth. A GaN single-crystal sample for TEM observation was

prepared by applying the LPE technique to the Na flux method [34]. LPE-GaN was grown

on MOCVD-GaN thin film fabricated on a sapphire (0001) substrate. For TEM obser-

vations, a portion around the interface between LPE GaN and MOCVD-GaN was quar-

ried out, and then the sample was thinned to 200 nm using a focused ion beam (FIB) to

investigate dislocation behavior by TEM (Hitachi H-800, accelerated voltage: 200 kV) as

shown in Figure 13.14. To observe all kinds of dislocations (Burgers vector b¼<0001>,

b¼ 1/3<11�20>, and b¼ 1/3<11�23>) in the crystal, a reflection vector of 11�22 was

adopted, and then TEM images were captured by bright-field imaging under the Bragg

FIGURE 13.13 Mean forces of C–N bond: (a) with Ga model and (b) without Ga model. Mean force indicates the
atomic forces needed to maintain the interatomic distance. The C–N interatomic distance at which the value of mean
force is zero equals to a stable bond length. The gray area in the figures corresponds to the C–N bond energy.
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condition. The direction of incident electron beam was approximately [1�100].

Figure 13.15(a) shows a TEM [1�100] image near the interface between LPE-GaN and

MOCVD-GaN. After LPE growth started, almost all dislocations taking over from the

MOCVD-GaN disappeared within 2 mm. It was confirmed that almost all dislocations

were bent at the initial LPE growth stage and were then concentrated as shown in

Figure 13.15(b). Although some bent dislocations may move outside the sample, TEM

observations suggest that a number of dislocations should be drastically reduced.

Figure 13.16 shows an SEM image taken at each stage of LPE growth. At the stage of a

few mm thickness, many small facets bounded by {10�11} formed across the whole sur-

face of MOCVD-GaN (0001). Thereafter, the number of facets decreased as thickness

increased and a (0001) face started to develop. Then, at the stable growth stage, GaN

(0001) developed across the whole surface. In the Na flux method, a distinctive

Sapphire
(0001)

Buffer layer
MOCVD-GaN

LPE-GaNTEM sample

FIGURE 13.14 Schematic illustration of
an LPE sample for TEM observation.

1 μm

5 μm

1 μm

LPE-GaN

Interface

MOCVD-GaN

(a)

(b)

FIGURE 13.15 (a) TEM [1�100]
photograph taken around the
interface between MOCVD-GaN
and LPE-GaN. (b) Enlarged view of
TEM [1�100] photograph around the
interface between MOCVD-GaN
and LPE-GaN.
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phenomenon in which the GaN {10�11} face forms easily at low supersaturation and then

at higher supersaturation, and GaN (0001) preferentially develops has already been re-

ported [35]. This phenomenon corresponds to our LPE growth regarding the preferen-

tially developed change in the face index.

Dislocation reduction process caused by the change in the face preferentially develops

and coalescence of facets is summarized in Figure 13.17 [36]. Dislocations existing at po-

sitions A and C propagate along the c-axis, while those at the staircase structures (positions

B) propagate along the development of the stair edge, resulting in oblique propagation

from the c-axis. By following the bold line in the figure, the propagation of the dislocations

is explained as follows. Type A dislocations are aggregated to TypeBones as the LPE growth

progresses, followed by their aggregation to Type C, and eventually back to Type B.

Although the transformation of the dislocations from Type B to Type C and subsequently

back from Type C to Type B occurred naturally, transformations into Type A were not

IInitial stage of LPE Formation of (1011) facets Development of (0001) face

(a) (b) (c)

FIGURE 13.16 Changes in surface morphology of LPE-GaN grown using the Na flux method: (a) “Initial stage of
LPE (thickness: approximately 1–2 mm)”; (b) “Formation of (1011) facets (thickness: a few mm)”; (c) stable growth
of large facets with coalescence (thickness: several tens of mm).
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Extremely low dislocation area

Perpendicular propagation
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FIGURE 13.17 The dislocation reduction process after the middle stage of the LPE.
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allowed after extinction of the concave portions. Therefore, the dislocation types trans-

formed in the order of A, B, C, B, C, B., reducing the number of dislocations. Ultimately,

almost all dislocations were categorized as Type B.

In the Na flux method, stirring the solution during crystal growth is effective to

improve crystal quality [37]. The morphology of GaN crystals got better, and the yields of

GaN crystals were also increased by stirring techniques [38]. There are many methods for

stirring solutions. For example, solution flow in a growth crucible placed in the chamber

can be introduced by the seesaw motion of the chamber. The seesaw motion provides

flow with well-defined pattern and can increase flow velocity up to 2 cm/s, a 30 times

increase from that without motion. The flatness and uniformity of the grown GaN surface

depends on the flow velocity and flow uniformity on the growing surface. Although the

growth condition is not optimized yet, we could grow 2w 4-in-diameter GaN crystals on

HVPE substrate with high uniformity without cracks as shown in Figure 13.18 [37].

Recently, 6-in-diameter GaN crystal could be grown as shown in Figure 13.19.

FIGURE 13.18 (a) 2-in and (b) 4-in GaN crystals grown on HVPE-GaN seed crystals.

FIGURE 13.19 First 6-in GaN crystal grown by the Na flux method.
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13.4.2 Characterization of GaN Crystal Grown by the Na Flux Method

In the Na flux method, because the dislocations can be automatically decreased during

growth, high quality GaN crystals can be grown even on the large diameter and poor

quality GaN thin film prepared by a vapor-phase growth method. Optical and electrical

characteristics of GaN crystals grown by the method are introduced [22]. Figure 13.20

shows the photograph of a typical GaN crystal grown by the Na flux method on HVPE

substrate. Both sides of the crystal were polished to the thickness of 750 mm to remove

the HVPE substrate. The transmission spectrum of the GaN crystal is shown in

Figure 13.21. The absorption edge of the GaN crystal at 372 nm and no absorption peak

were observed in this range. In the case of a typical non-doped GaN crystal, average

dislocation density of þc-face is 7.3� 105/cm2 and that of �c-face is 1.7� 106/cm2.

Crystal quality of the non-doped GaN crystal was estimated by the full width at half

maximum (FWHM) value of the (0002) face, and it is 47.6 arcsec.

Tables 13.2 and 13.3 summarize the electrical characteristics and the results of

analyzing the impurities in GaN crystals grown by the Na flux method, respectively. GaN

crystal grown by the Na flux method showed relatively low resistivity around sub U cm

without any intentional doping. The mobility of the unintentionally doped sample was

930 cm2/Vs. The residual carrier concentration of the GaN crystal was w4� 1016/cm3

attributed to unintentionally doped oxygen (w3� 1016/cm3) and/or nitrogen defect.

Such unfavorable incorporation of oxygen into GaN crystal is much lower compared to a

GaN crystal grown by ammonothermal method (>1019/cm3). The resistivity of GaN

crystal could be reduced by Ge doping and the lower resistivity of 10�3U cm was ob-

tained at Ge concentration of 3� 1018/cm3 with the mobility of 250 cm2/Vs. It was found

that Zn doping could increase resistivity of the GaN crystal and the higher resistivity of

108U cm was obtained at Zn concentration of w1019/cm3. The secondary ion mass

FIGURE 13.20 Photograph of the GaN crystal
grown by the Na flux LPE method on
HVPE-GaN seed crystals. Both sides of the
crystal were polished to the thickness of 750 mm
to remove the seed crystals.
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spectroscopy measurement revealed that the Na and carbon additives are not incor-

porated in the grown crystal.

13.5 Point Seed and Coalescence Growth Technique
13.5.1 Na-flux Point Seed Technique

The LPE growth by the Na-flux method was found to be successful in reducing the

dislocation density from w108 cm�2 in a seed to 104w106 in grown 2-in GaN crystals

[21,39]. Unfortunately, however, despite the amount of effort that has been placed into
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FIGURE 13.21 The typical transmission
spectrum of the GaN crystal.

Table 13.2 Electrical Property of GaN Crystal Grown by the Na Flux Method

Carrier Concentration Resistivity (U cm) Mobility (cm2/Vs)

Non-doped GaN w4� 1016/cm3 w0.2 930
Ge doping w6� 1017/cm3 w10�2 430

w3� 1018/cm3 w10�3 250
Zn doping (Zn concentration) w1019/cm3 w108 –

Table 13.3 Impurities in the GaN Crystal Grown by the Na Flux Method

Element Detection Limits (per cm3) Results (per cm3)

Na 3Eþ 14 Below detection limit
C 2Eþ 16 <Eþ 17
Si 1Eþ 15 Below detection limit
O 3Eþ 16 3Eþ 16
Ca 2Eþ 14 1Eþ 16 (from Na)
Al 1Eþ 16 Below detection limit
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growing perfect GaN bulk crystals, these dislocation densities are still high. In 2012,

Na-flux point seed technique (SPST) was developed to grow perfect GaN crystals

[38,40,41]. Brief overviews of SPST and structural properties of typical GaN crystals grown

by this technique are shown in the following.

As illustrated in Figure 13.22(a), the GaN point seed is produced by freely mounting a

430-mm-thick sapphire plate containing a small hole (0.5–1.5 mm in diameter) on a

10-mm-thick (001) GaN seed layer grown on a (001) sapphire substrate. GaN crystals can

be grown on the GaN point seed through a hole in the Na flux as shown in

Figure 13.22(b). This configuration suppresses dislocation propagation in the early

growth stage. Details of the dislocation termination mechanism are given in Ref. [40].

FIGURE 13.22 Schematic illustration of experimental setup. (a) Configuration of GaN point seed. The GaN point
seed was produced by freely mounting a sapphire with a small hole on a GaN template and placing it in a
crucible with a diameter of f 80 mm. The nitrogen source gas was pressurized during growth. The solution was
stirred by intermittently rotating the crucible. (b) Illustration of crystal growing on the point seed. The crystal
grows through the small hole in the sapphire wafer.

FIGURE 13.23 Optical photographs of bulk GaN crystal. Pyramid-shaped, well-facetted GaN single crystals could be
grown on the point seed for growth period of 400 h.
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Figure 13.23 is a photograph of a typical bulk GaN crystal grown by SPST (SPST-GaN).

Up to now, well-facetted bulk GaN crystals have been obtained, with diameters of up to

2.1 cm and heights of up to 1.2 cm, corresponding to growth rates of 52 mm/h in both

a-directions and 30 mm/h in the c-direction. A number of c- and m-face wafers could be

sliced from SPST-GaN crystals, and these wafers are almost free from dislocations over

the entire area from results of panchromatic cathodoluminescence mapping measure-

ments as shown in Figure 13.24(a) and (b).

The synchrotron X-ray beam produced at the BL24XU beamline at the SPring-8 fa-

cility was used for evaluating the structural perfection of these wafers. Details concerning

the optical system are given in Ref. [42]. The small angular divergence of 0.7 arcsec can

be achieved by this system, and it enables detection of minute strains even in almost

perfect crystals. The square symbols in Figure 13.25 represent the experimentally

measured 006 GaN X-ray rocking curve for the c-face GaN wafer. The FWHM value was

2.1 arcsec, which is almost the same as that of the simulated curve (FWHM: 2.0 arcsec,

red curve in Figure 13.25), indicating that the wafer has almost perfect structure.

13.5.2 Coalescence Growth Technique

In 2013, coalescence growth, which is a technique to effectively enlarge the diameter of

GaN crystals by coalescing GaN crystals grown from many isolated point seeds, was

developed [43–45]. Schematic illustration of the coalescence growth process is shown in

Figure 13.26. A multipoint-seed-GaN substrate (MPS-GaN sub.) was produced by

patterning a 10-mm-thick (0001) GaN layer that was grown on a (0001) sapphire substrate

by MOVPE. Point seeds were arranged in a hexagonal pattern so that the coalescence

direction corresponded to the a-direction of the GaN. The diameter of each point seed

FIGURE 13.24 Photographs and
panchromatic CL images of the
(a) c-face and (b) m-face GaN wafers
sliced from the bulk GaN single
crystal. No dark spots associated
with dislocations appear in any of
the images.
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and the distance between the centers of the neighboring point seeds ranged from 0.25 to

1 mm and from 0.20 to 1 mm, respectively. High quality GaN crystals grown on each

point seed easily coalesce and unify in the Na flux.

Figure 13.27 shows a photograph of a typical coalesced 2-in GaNcrystal obtained by this

technique. The sapphire substrate separated naturally from the MPS-GaN sub. The XRC

profiles of 002 GaN and 102 GaN in Figure 13.28 showed that the FWHM values were

27.7–30.6 arcsec and 13.3–15.8 arcsec at 002 and 102 diffraction, respectively, indicating

that crystallinity is satisfactory and homogeneous across the entire surface of the sample.

The dislocation density was estimated by the etch-decoration technique. In general, etch

pits resulting from etching in a NaOH-KOH solution are considered to come from dislo-

cations [41–44,46,47]. Figure 13.29(a) is an illustration of coalescing crystals grown from

each point seed. Figure 13.29(b) and (c) show SEM images after NaOH-KOH etching at

Patterning

GaN template Multi-point-seed GaN
Substrate

(MPS-GaN sub.) Coalescence growth

FIGURE 13.26 A multipoint-seed-GaN substrate (MPS-GaN sub.) was produced by patterning a 10-mm-thick
(0001) GaN layer that was grown on a (0001) sapphire substrate by MOVPE. High quality GaN crystals grown on
each point seed easily coalesce and unify in the Na flux. After the coalescence growth, coalesced GaN naturally
separated from the sapphire substrate.

FIGURE 13.25 Experimental X-ray rocking curve (dotted) of the c-face wafer measured at Spring-8 facility. Red
curve shows the calculated XRC obtained by convoluting X-ray beam and theoretical 006 GaN. The experimental
XRC and its FWHM (2.1 arcsec) are in good agreement with the calculated XRC (2.0 arcsec), indicating that the
crystal structure is almost perfect.

528 HANDBOOK OF CRYSTAL GROWTH



450 �C for 20 min, which were taken close to the coalescence boundary and away from the

coalescence boundary, respectively. Note that Figure 13.29(b) and (c) are focused on the

regions that etch pits (white arrows in Figure 13.29(b) and (c)) exist, and no other etch pits

existed in the area of 500� 500 mm, indicating that dislocation density is on the order of

102 cm�2 both at and away from the coalescence boundary. Themechanism is still unclear

and research for clarifying it is in progress.

2 cm
FIGURE 13.27 Photograph of the 2-in GaN crystal grown by the coalescence growth. GaN crystals grown from
many point seeds coalesced and unified. The sapphire substrate separated naturally from the MPS-GaN sub.

FIGURE 13.28 XRC measurement results of coalesced crystal. Mapping profiles of the 002 GaN XRC and 102 GaN XRC.
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The radius of lattice curvature can be calculated from the shift of peak top angle of

002 GaN XRCs. Figure 13.30 illustrates the results of mapping the XRC peak top angles of

the GaN template (solid circles), MPS-GaN sub. (open circles), and coalesced GaN crystal

after separation from the sapphire (solid square). The radius of curvature corresponds to

the inverse of the slope of the line in Figure 13.30. The results showed that the GaN

template had large curvature with a radius of lattice curvature of 4.4 m, but the MPS-GaN

sub. and the coalesced GaN crystal both had very little curvature, with radii of lattice

curvature above 100 m (measuring limit of X-ray diffractometer). From this transition in

radius of lattice curvature, the coalescence growth is predicted to proceed according to

the following process. First, the GaN template bends greatly due to the difference be-

tween the thermal expansion coefficients of the GaN layer and the sapphire substrate.

However, the strain caused by the difference in thermal expansion coefficients is

released due to the GaN layer separating in the PS shape as a result of the patterning, and

the curvature disappears. The Na flux coalescence growth occurs on this low-curvature

MPS-GaN sub. and a low-curvature coalesced GaN crystal grows. It would appear that

distortion occurs as temperature starts to fall after Na-flux growth due to the difference

in thermal expansion coefficients between the coalesced crystal and the sapphire, but

separation occurs immediately in the multipoint-seed areas and so the distortion

FIGURE 13.29 (a) Illustration of coalescing crystals grown from each point seed and surface SEM image of the
coalesced GaN after CMP and NaOH-KOH etching at 450 �C for 20 min (a) at the coalescence region and (b) away
from the coalescence region. Dislocation density is on the order of 102 cm�2 both at the coalescence boundary
and away from the coalescence boundary.
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disappears. This appears to happen as a result of high detachability of the coalesced GaN

crystal and the sapphire substrate.

13.6 Summary
In this chapter, growth of GaN crystals by the Na flux method was introduced. Though

only 18 years have passed since the Na flux method was discovered, significant results

were reported. Experimental conditions for the growth of GaN single crystals with high

quality were optimized over several years. The optimized condition realized the growth of

2w4-in-diameter GaN crystals on HVPE substrate with high uniformity without cracks.

These crystals have good optical properties (doping of Ge, Zn, Ba, Sr, Ca, and Li can

change the properties), and relatively low dislocation density (104–106 cm�2). SPST has

been developed since 2012 for further reduction of dislocations of GaN crystals. SPST

realized centimeter-sized GaN crystals with almost no dislocations, and the crystal quality

was next to a perfect structure of GaN. Coalescence growth technique enables enlarging

diameter of GaN crystals with high perfection. The coalesced GaN substrates have large

radius of curvatures. The Na flux method with these new techniques opened a new door

to the realization of low cost and high performance GaN-based electronic devices.
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14.1 Introduction
The term hydrothermal was first introduced by British geologist Sir Roderick Murchison

(1792–1871) purely in a geological sense to describe the action of water at elevated tem-

perature and pressure in bringing about changes in the earths’s crust leading to the for-

mation of various rocks and minerals [1]. However, in recent years the hydrothermal

technique has been most popular, garnering interest from scientists and technologists of

different disciplines, particularly since the 1990s [2]. It is well known that the largest single

crystal formed in nature (a beryl crystal of >1000 kg) and some of the largest quantities of

single crystals created by man in one experimental run (quartz crystals of nearly 5000 kg at

the Toyo Communication Co. Ltd. Japan) are both of hydrothermal origin [3,4]. The hy-

drothermal method is very important for its technological efficiency in developing bigger,

purer, and dislocation-free single crystals. The method has been widely accepted since the

1960s, and practically all inorganic species, starting from native elements to the most

complex oxides, hydroxides, silicates, germanates, phosphates, nitrides, and others have

been obtained by this method both in the bulk crystal form to fine, ultrafine, and nano-

crystal form, which is popularly called polyscale crystal form [5]. Today the technique has

advanced significantly and researchers have clear knowledge about the hydrothermal

system, including the chemistry of the hydrothermal solutions, the reaction mechanism,

and the evaluation of the kinetics and phase relations in a given system, much before the

actual experiments. Therefore, it has been more relevant in recent years to address the

hydrothermal growth of crystals as design and processing of crystals. Besides, the multi-

functional organic-inorganic hybrid structures, metal-organic framework materials, and

surfactant-directed structures with molecularly ordered inorganic frameworks are

designed and processed with great application potential from catalysis, sensing, gas

storage, nonlinear optics, magnetism, ferroelectricity, luminescence, etc. using hydro-

thermal technique. Accordingly, there are thousands of reports in the literature using

hydrothermal design, hydrothermal processing, and hydrothermal fabrication, hydro-

thermal cooking, as popular terminologies [4–14]. The term hydrothermal refers to any

homogeneous (nanocrystals processing) or heterogeneous (bulk single to small crystals

processing) reaction in the presence of aqueous or nonaqueous solvents above room

temperature and at pressure greater than 1 atm in a closed system [15]. Similarly, there are

several other terms such as solvothermal, glycothermal, alcothermal, ammonothermal,

lyothermal, and carbonothermal, depending upon the type of solvent used in such

chemical reactions [6,16,17]. In recent years, the additional energy into the hydrothermal

process like hydrothermal-electrochemical, hydrothermal-mechanochemical,

hydrothermal-microwave, hydrothermal-sonar, hydrothermal-sol-gel, hydrothermal-bio-

molecular, etc., makes the process extremely effective and the fastest. It also leads us to a

new concept like chemistry at the speed of light [2,15]. However, this new process is only

suitable for the preparation of fine to nanosize crystals and thin films with high crystal-

linity and desired properties. Also capping agents, organic molecules, surfactants, etc. are

commonly being used to achieve growth in the desired crystallographic direction and to
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stunt the crystal growth in the undesired directions under hydrothermal conditions. Such

developments have made the technique user friendly to fabricate the functional products

with in situ control over their growth. Table 14.1 gives different terminologies under hy-

drothermal and related processes involved. However, in this chapter, the authors use the

broader term hydrothermal throughout the text and other terms only when such an

occasion arises.

In general, under hydrothermal conditions, the reactants that are otherwise difficult

to dissolve go into solution as complexes under the action of mineralizers or solvents,

hence, one can expect the conditions of chemical transport reactions. Therefore, some

workers even define hydrothermal reactions as special cases of chemical transport re-

actions. Owing to the specific physical properties, particularly the high solvation power,

high compressibility, and mass transport of these solvents, one can also expect the

occurrence of different types of reactions like:

1. Synthesis of new phases or stabilization of new complexes.

2. Crystal growth of several inorganic compounds.

3. Preparation of finely divided materials and microcrystallites with well-defined size

and morphology for specific applications.

4. In situ fabrication of crystals with desired size, shape, and dispersibility in case of

nanocrystals and nanoparticles.

5. Leaching of ores in metal extraction.

6. Decomposition, alteration, corrosion, etching.

The hydrothermal method has several advantages over the conventional crystal

growth techniques as far as the purity, homogeneity, crystal symmetry, metastable

phases formation, reproducibility, lower crystallization temperature, singe-step process,

simple equipment, lower energy requirements, fast reaction times, desired polymorphic

modifications, growth of ultra-low solubility materials, etc., are concerned. For example,

Table 14.1 Different Terminologies under Novel Solution Routes

Conventional
Hydrothermal Solvothermal

Supercritical
Hydrothermal

Related
Terminologies

Multienergy
Hydrothermal

Aqueous solvent
Refers to
conditions above
the atmospheric
temperature and
pressure. Suitable
for high quality
bulk, fine
nanocrystals.

Nonaqueous
solvents
Low to high
temperature
conditions.
Suitable for good
quality bulk, fine
nanocrystals.

Critical to
supercritical
conditions
Both aqueous
and nonaqueous
solvents
Suitable for fine
and nanocrystals.
Rapid.

Ammonothermal,
glycothermal,
lyothermal,
alcothermal,
carbonothermal, etc.
depending upon the
specific solvent used.
Spray pyrolysis.
Suitable for fine to
nanocrystals and
thin films.

Hydrothermal in
combination with extra
energy like microwave,
electrochemical, sonar,
mechanochemical,
biomolecular, sol-gel, etc.
Extremely efficient for
thin films, fine to
nanocrystals. Epitaxy, etc.
Very fast processsing.
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it is the only method employed successfully to produce large size single crystals of a-

quartz on an industrial scale. Similarly, for compounds with elements in oxidation states

that are difficult to obtain (especially transitional metal compounds) by other ordinary

methods, they can be well synthesized under hydrothermal conditions, for example,

ferromagnetic chromium (IV) oxide. The synthesis of metastable phases like sub iodides

of tellurium (Te2I) can be carried out more easily under hydrothermal conditions [18].

The authors have limited the scope of this chapter to some of the key parameters, which

provide basics of hydrothermal method, and its principles and theoretical aspects

involved, so that the young researchers who have no prior knowledge of hydrothermal

technique can successfully carry out experiments keeping in mind the safety measures to

be adopted. The reader can find more detailed information in [19].

14.2 History of Hydrothermal Growth of Crystals and
Current Trends in Hydrothermal Research

The history of hydrothermal processing of crystals has been earlier reviewed by Byrappa

[2–5,15,17,19]. In 1839, the German chemist Robert Bunsen held aqueous solutions in

thick-walled glass tubes at temperatures above 200 �C and at pressures above 100 bar

[20]. The first publication on hydrothermal research appeared in 1845 reporting the

successful synthesis of tiny quartz crystals upon transformation of freshly precipitated

silicic acid in Papin’s digester by Schafthaul [1,21].

The majority of the early hydrothermal experiments carried out during the 1840s to

early 1900s were discarded as failures due to the lack of sophisticated electron micro-

scopic techniques available during that time to observe small-sized resultant products.

The experiments were concluded by stating that the solubility was not suitable for

growing crystals. Thus the whole focus was on the processing of bulk crystals [22]. Until

the works of Giorgio Spezia in 1900, hydrothermal technology did not gain much

importance in the growth of bulk crystals, as the products in a majority of the cases were

very fine grained without any X-ray data [23]. With the introduction of steel autoclaves

and suitable metal linings, attempts were initiated to reach higher pressure–temperature

conditions to obtain other compounds and purer phases. However, no attention was

paid to the chemistry of the solvent, the frequent appearance of the metastable phases,

solubility relations, kinetics, phase equilibria, and related phenomena, which compli-

cated the earlier studies.

The greatest contribution in the nineteenth century was by de Sénarmont. He used

glass tubes containing gel, SiO2 and H2O, HC1, or CO2, enclosed in steel tubes, and

heated at 200�300 �C and synthesized mineral silicates, carbonates, sulfates, sulfides,

and fluorides. With the introduction of steel autoclaves and noble metal linings, the

tendency to reach higher pressure–temperature conditions began. Hanny (1880) claimed

to have synthesized artificial diamond by the hydrothermal technique [24]. Similarly,

Moissan (1893) also claimed to have synthesized diamond artificially as large as 0.5 mm

538 HANDBOOK OF CRYSTAL GROWTH



from charcoal [25]. Though the success of these experiments was treated as dubious,

they certainly provided a further stimulus for the development of high pressure tech-

niques. Toward the end of nineteenth century, Spezia from the Torino Academy of

Science began his classical work on the seeded growth of quartz. He concluded that

pressure alone has no influence on the solubility of quartz [26]. Perhaps the first North

American published work on hydrothermal research was by Barus (1898), who essen-

tially worked on the impregnation of glass with water to such an extent that it melted

below 200 �C by using steel autoclaves [27]. Following this, Allen published his classical

work on the growth of quartz crystals of 2-mm long using steel autoclaves provided with

copper sealing. The first commercialization of the hydrothermal technique took place in

the early twentieth century to leach bauxite, which is an ore of aluminum, through

Bayer’s process. The credit goes to pioneers like Tammann and Boeke who studied the

carbonate and silicate reactions at higher pressure and temperature conditions with CO2

pressure. Perhaps this is the beginning of the solvothermal research, although the term

solvothermal was introduced by French chemists in 1971 [28].

There followed the development of the test tube–type pressure vessels by Tuttle, later

modified by Rustum Roy. These test tube–type pressure vessels are one of the most

versatile autoclaves today used worldwide, which are also popularly known as batch

reactors, that could hold temperatures up to 1150 �C at lower pressures and pressure up

to 10 kbar at lower temperatures (the modified TZM autoclaves).

When Brazil imposed an embargo on the supply of high purity quartz that was a

strategic material for telecommunications purposes during World War II, many coun-

tries like the United States, the United Kingdom, Germany, and the former Soviet Union

got into hydrothermal growth of large quartz crystals. Nacken grew large crystals of

emerald, quartz, beryl, and corundum (Figure 14.1(a)) [29]. During 1950, Nacken pub-

lished his work on quartz that today remains a classic [29,31]. Walker produced bulk

FIGURE 14.1 (a) The first man-made large size crystals of quartz, obtained by Nacken [29]; (b) Quartz crystals ob-
tained by Walker [30].
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single crystals of quartz during the 1950s at AT and T Bell Labs., USA [30]. Japan is now

the largest producer of commercial quartz in the world. Japan alone produces >50% of

world’s annual production; it has the largest autoclaves in the world [3]. Figure 14.1(b)

shows the quartz crystals obtained by Walker during 1950s [30]; and Figure 14.2 shows

the production of quartz crystals in the world’s largest autoclave located at the Toyo

Communication Co. Ltd., Tokyo, Japan [3].

During the 1970s, there was a quest for the search and the growth of hitherto un-

known compounds of photo-semiconductors, ferromagnets, lasers, piezo- and ferro-

electrics, and, in this regard, hydrothermal technology attracted a great attention. During

the early 1980s, a new sealing for the autoclave was designed, Grey-Loc sealing, which

facilitates the construction of the very large size autoclaves with a volume of 5000 L [3].

Toward the end of the 1970s, on the whole the hydrothermal field experienced a

declining trend and unanimously decided that the technique is not suitable for the

growth of large crystals other than quartz. The Nobel Symposium organized by the

Swedish Academy of Sciences, during September 17�21, 1979, on “The Chemistry and

Geochemistry of Solutions at High Temperatures and Pressures” is remembered as an

eye opener. The presence of pioneers in the field of hydrothermal physical chemistry like

Franck, Seward, Helgeson, Pitzer, and so on drew the attention of hydrothermal crystal

growers, and a new trend was set to look into the hydrothermal solvent chemistry and

FIGURE 14.2 Production of quartz crystals in the world’s largest autoclave. Photograph courtesy S. Taki, Japan [3].
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the physical chemistry of the hydrothermal systems [32–35]. Following this, Japan

organized the first ever International Hydrothermal Symposium held in April 1982,

which was attended largely by specialists from different branches of science including

physical chemistry, inorganic chemistry, solid state physics, materials scientists, organic

chemists, hydrometallurgists, hydrothermal engineers, etc. This is the dawn of modern

hydrothermal research. Tables 14.2 and 14.3 give the decade-wise development and the

current trend in hydrothermal research.

Table 14.2 Evolution of Hydrothermal Technique of with Time

Period Focus Equipment Remarks

1850–1900 Mineral synthesis, imitation of
natural conditions

Simple reactors, glass
reactors, digestors

Lower growth rate, tiny
particles, geological interest

1900–1940 Mineral synthesis, improvement in
PT conditions, German domination

Morey autoclaves, flat
closures

Lower growth rate, silicates,
carbonates, Germany, Russia,
France, USA, geological
interest

1940–1950 Large-size and large-scale
production of quartz, and
beginning of zeolites, clays, and
micas

Test-tube type (cold-cone-
sealed), welded closure
modified Bridgman type

Cold-cone-seal type
autoclaves made revolution,
PVT diagrams systems

1950–1960 Phase diagrams for natural systems Morey, Tuttle–Roy, welded
closures, modified Bridgman

The dawn of modern
hydrothermal research

1960–1970 Synthesis of technological
materials, new inorganic
compounds without natural
analogs

New designs from USSR,
commercialization of the
autoclaves, improved sealing,
larger size of the autoclaves

Russian School dominated,
Japanese labs appeared

1970–1980 A variety of new materials
synthesis, ceramic processing in a
bigger way, advanced materials

New designs, improved PT
conditions, Grey-Loc sealing,
large autoclaves

Appearance of many
hydrothermal labs in several
countries

1980–1990 Decline in interest on
hydrothermal research. Importance
of the technique in materials
science, physical chemistry of
hydrothermal solutions

Japan organized 1st Int.
Conf. Hydrothermal
Reactions, beginning of the
entry of physical chemists

>1990 Diversification of hydrothermal
technique, age of solvothermal,
physical chemistry of hydrothermal
solutions

Design of new reactors to
suit the specific applications:
batch reactors, flow reactors,
and so on

Entry of organic chemists,
environmental scientists, fall
in Russian domination and
beginning of the Japanese
domination

>2000 Nanoparticles processing for
nanotechnology,
nanobiotechnology, rapid
processing of particles,
multienergy processing of
materials, modeling of
hydrothermal processes

Design of new flow reactors,
instant hydrothermal systems,
multienergy processing
systems and so ons

Entry of biologists, beginning
of Chinese domination
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14.3 Intelligent Engineering of the Hydrothermal
Processes

The intelligent engineering of the hydrothermal processes of formation of crystals has

replaced the conventional empirical approach of crystal growth. It involves several pa-

rameters of physicochemical and hydrodynamic factors like phase formation, solutions,

solubility, kinetics of crystallization, and thermodynamic calculations. This is also

popularly known as thermochemical modeling.

14.3.1 Physicochemical and Hydrodynamic Principles of the
Hydrothermal Design and Processing of Crystals

There are two aspects involved:

1. The physicochemical studies on various aqueous solutions studied within a wide

range of pressure temperature conditions.

2. The physical chemistry of the hydrothermal growth of crystals.

However, the correlation of the two works has not been done with enough accuracy.

Ezersky et al. studied the hydrodynamics under hydrothermal conditions using a

shadowgraph technique [36,37]. This facilitated understanding of the spatiotemporal

structure of hydrothermal waves in Marangoni convection. However, a lot more exper-

imental and theoretical developments are needed to clarify and complete the description

of the hydrothermal waves.

The growth of single crystals on a seed is represented by the sum of macro- and

microprocesses occurring between the interface boundary of the solution and the crystal.

The composition and concentration of the solution, temperature and pressure, hydrody-

namic conditions, and surface contact of the phases are some of the basic physicochemical

Table 14.3 Current Trends in Hydrothermal Growth of Crystals

Compound Earlier Work Author

Li2B4O7 T¼ 500–700 �C
P¼ 500–1500 bar

T¼ 240 �C
P� 100 bar

Li3B5O8(OH)2 T¼ 450 �C
P¼ 1000 bar

T¼ 240 �C
P¼ 80 bar

NaR(WO4)2
R¼ La,Ce,Nd

T¼ 700–900 �C
P¼ 2000–3000 bar

T¼ 200 �C
P� 100 bar

R:MVO4

R¼Nd,Eu,Tm; M¼ Y,Gd
Melting point >1800 �C T¼ 100 �C

P� 30 bar
LaPO4 Synthesized at >1200 �C T< 120 �C

P< 40 bar
Diamond T> 1000 �C

P� 3 kbar
T< 800 �C
P¼ 10 kbar
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parameters that determine the regime and rate of dissolution of the nutrient, mass trans-

port, and possibility of the formation of new phases. Balitsky and Bublikova have studied

the physicochemical foundation of malachite synthesis [38]. Similarly, Kuznetsov has

reviewed the physical chemistry of hydrothermal crystal growth and the crystallization of

some A2B6 crystals [39]. Further, Popolitov has reviewed the physical chemistry of the hy-

drothermal growth of tellurium dioxide crystals [40]. The reader can find more valuable

information in the book Hydrothermal Growth of Crystals [3]. These studies along with the

pioneering works by Hegleson, Pitzer, Frank, Seeward, Kaufman, etc. set a new trend for

thermochemical computation leading to the intelligent engineering of materials through

the generation of stability field diagrams for a variety of systems followed by their experi-

mental validation. In addition, these studies helped significantly to understand the flow

pattern, velocity distributions, and temperature contours for autoclaves with (varying

percent opening) andwithout baffles. There are several numericalmodeling of heat transfer

processes and flow fields, for example, beryl, AlPO4, and GaPO4, which have yielded much

insight into the flow pattern under hydrothermal conditions. Even the influence of a

rotating solid crystal or a seed crystal inside the autoclave has been considered in such

numericalmodeling. In spite of the fact that considerable progress has been achieved in the

numerical flow pattern, there is an incomplete picture overall with respect to the flow

dynamics. A lot more experimental and theoretical investigations are needed to clarify and

complete the description of the hydrothermal flow dynamics.

14.3.2 Basic Principles of Phase Formation under Hydrothermal
Conditions

A phase is defined as a part of the system that is homogeneous throughout and is physically

separable from other phases by distinct boundaries. Phase relationships are conveniently

represented bymeans of phase diagrams. Phase diagrams and the phase rules apply only to

systems at equilibrium. These data are extremely important to any crystal grower for suc-

cessful growth of crystals. Gibbs deducted a quantitative relationship for phase rule:

F ¼ C � P þ 2

where F¼ degrees of freedom, C¼ number of components, P¼ number of phases.

The above relation holds true if pressure, temperature, and composition are the only

variables. If other variables such as magnetic, electric, or gravitational fields are

considered, the numerical value 2 on the right-hand side of the equation will increase by

the number of new variables considered. However, in recent years, the phase relation-

ship under nonequilibrium conditions is gaining momentum especially with respect to

the crystallization of metastable phases.

The hydrothermal method is considered as one of the best methods to study phase

relationships and for constructing PTX diagrams. The present chapter is restricted only

to some basic systems and popular nonconventional phase diagrams.

Among the binary systems, the H2O–CO2 system is important with regard to the role of

H2O and CO2 vapor pressures in native mineral formation and in the hydrothermal
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synthesis of inorganic compounds [41,42]. The nonconventional phase diagrams plotted

for equilibrium conditions are popular, especially among Russian workers. These diagrams

are popularly known as composition diagrams or NC diagrams, where N is the nutrient

composition and C is the concentration of the solvent mineralizer. Hundreds of phase

diagrams of compositions are available, especially in the Russian literature. Similarly,

temperature versus concentration diagrams (TC diagrams) are also popular for some of the

systems because the variation in temperature of the system can lead to the formation of

various polymorphicmodifications and several other phases that are not normally observed

in NC diagrams. These nonconventional diagrams are relatively easy to obtain and are

highly useful for the growth of single crystals as they clearly depict the growth conditions

[43]. Similarly, the components can be represented for example, in a ternary system as a

triangle. This type of phase diagram occurs for hundreds of compounds and they give in

general the phase boundaries and the phase formationwithin a given systemunder fixedPT

conditions, and help to select the conditions for crystal growth.

14.3.3 Solution, Solubility, Kinetics of Crystallization, Experimental
Investigations of Solubility

A hydrothermal solution is generally considered as a thermodynamically ideal one; the

real hydrothermal solutions differ from ideal solutions and their understanding requires

knowledge of specific hydrothermal process and its important characteristics such as the

solubility of the starting materials, quantity of the phases, their composition, output of

the phases, kinetics, and growth mechanism of single crystals.

The following conditions are adopted in selecting the most suitable mineralizers:

1. Congruence of the dissolution of the test compounds.

2. A fairly sharp change in the solubility of the compounds with changing tempera-

ture or pressure.

3. A specific quantitative value of the absolute solubility of the compound being

crystallized.

4. The formation of readily soluble mobile complexes in the solution.

5. A specific redox potential of the medium ensuring the existence of ions of the

required valence.

Additionally, the solvent should have the desired viscosity, insignificant toxicity, and

very weak corrosion activity with respect to the apparatus.

Therefore, it is necessary to understand the basic principles, which insist upon the

understanding of the properties of water, including density, dielectric constant, and ion

product, varying greatly around the critical point of water and result in a specific reac-

tion atmosphere [44]. The experimental P-V-T behavior of water has been reviewed and

summarized by several workers [45–48]. Due to the variation in the properties of water,

phase behavior changes greatly around the critical point. Since supercritical water is of

high density steam, light gases like oxygen or hydrogen from a homogeneous phase with
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supercritical water. The organic compounds and water are not miscible at a low tem-

perature range, but form a homogeneous phase at higher temperatures, which is

because of the reduced dielectric constant of water. Several chemical changes arise from

changes in ionic dissociation of the solution. Therefore, it is better to understand the

characteristics of the pure water under hydrothermal conditions; especially the hydrogen

ions show an influence on the solubility of various compounds under hydrothermal

conditions. Several reports have appeared in the literature on such studies. The reader

can find additional valuable information in [19].

Thermodynamic principles enable us to design a reaction to yield phase-pure phases.

Without this, it is impossible to distinguish a process that is being controlled by ther-

modynamics versus kinetics. Several models have been proposed in order to understand

the hydrothermal synthesis of a variety of compounds like ABO4 (A¼ alkaline earth el-

ements, B¼ Ti, Zr, Hf), HAp, sulfides of gold, silver, iron, copper, and so on [49–55].

Thermodynamic studies yield rich information on the behavior of solutions with varying

pressure–temperature conditions.

An understanding of theory and the experimental results on the hydrothermal physical

chemistry is essential to the crystal grower. It has been demonstrated for many cases that

the mineralizer solutions (typically 1 M NaOH, Na2CO3, NH4F, K2HPO4, etc.) are close to

the properties of water. For 1 M NaOH at room temperature, hsolution=hH2O ¼ 1:25, one can

expect that the viscosity of hydrothermal solutions can be as much as two orders of

magnitude lower than “ordinary” solutions [56]. The mobility of molecules and ions in

the supercritical range is much higher than under normal conditions. In addition, elec-

trolytes, which are completely dissociated under normal conditions, tend to associate

with rising temperature [57].

The PVT data for water up to 1000 �C and 10 kbar is known accurately enough (within

1% error) [58–60]. At very high PT conditions (1000 �C and 100 kbar), water is completely

dissociated into H3O
þ and OH�, behaving like a molten salt, and has a higher density of

the order of 1.7�1.9 g/cm3.

In the hydrothermal growth of crystals, the PVT diagram (Figure 14.3) of water pro-

posed by Kennedy is very important [61]. Usually, in most routine hydrothermal ex-

periments, the pressure prevailing under the working conditions is determined by the

degree of filling and the temperature. The critical temperatures are not known for the

usually complex solutions at hand; hence, one cannot distinguish between sub- and

supercritical systems for reactions below 800 �C.
Fundamental understanding of kinetics of crystallization under hydrothermal con-

ditions was lacking until recently. Insight into this would enable us to understand how to

control the formation of solution species, solid phases and the rate of their formation. In

this respect, the recent progress in the area of time-resolved hydrothermal synthesis for

tomographic energy dispersive diffraction imaging (TEDDI) using synchrotron beam and

neutron beam has contributed significantly to the understanding of the intermediate

phases and, in turn, the hydrothermal mechanism of formation of various inorganic

phases and their kinetics [62,63]. In combination with the thermodynamics of the
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reaction system, one can precisely understand various parameters related to the hy-

drothermal synthesis of a desired phase [64].

The fundamental role of temperature, pressure, precursor, and time on crystallization

kinetics of perovskite oxides has been studied in detail [64]. Similarly, the kinetics in the

HAp system has been studied [65].

Following is information on the solubility of two representative compounds viz.

quartz and berlinite because they both have contrasting solubility data.

Solubility of quartz: The first systematic study of the solubility of quartz was carried

out by Spezia, which opened up the trend for the growth of bulk crystals overall using

the hydrothermal method [26]. The solubility of quartz in pure water was found to be

too less for crystal growth (0.1–0.3 wt%), but the solubility could be markedly

increased by the addition of OH�, Cl�, F�, Br�, I�, and acid media, which act as

mineralizers. Alkaline additions, such as NaOH, Na2CO3, KOH, and K2CO3 are all

effective as mineralizers in this pressure and temperature range. Laudise and Ballman

have measured the solubility of quartz in 0.5 M NaOH as a function of temperature

[66] and even today the classical work carried out Laudise and his group remains the

standard as far as the quartz growth under hydrothermal conditions is considered.

Figure 14.4(a) shows the solubility curve for quartz in 0.5 M NaOH as a function of

temperature and % fill [66].

Solubility of berlinite: The solubility of berlinite was first determined by Jahn and

Kordes in orthophosphoric acid above 300 �C and it was found positive [67].

Subsequently, Stanley reported a negative solubility for berlinite in 6.1 M H3PO4 [68].

The solubility of AlPO4 varies widely with the type of solvent used. The authors [69]

have studied the solubility of AlPO4in some new solvents like HCOOH, NH4Cl, Na2CO3,

FIGURE 14.3 PVT diagram of water [61].
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NH4H2PO4, NaF, KF, LiF, etc. The solubility of AlPO4 (in wt%) as a function of

temperature and at a pressure of 2 Kpsi, in 2 M HCOOH solution is shown in

Figure 14.4(b) [69].

14.3.4 Thermodynamic Calculations for the Intelligent Engineering
of Crystals

Edisonian trial-and-error approach for designing hydrothermal experiments has

become a part of the history of this field. Thermodynamic modeling has been suc-

cessfully used for the synthesis of a wide range of metal oxides, hydroxyapatite, PZT

family of materials, etc. Usually any thermodynamic model requires the following in-

formation for all species in the solution: the standard Gibbs energies DGo
f and enthalpies

DHo
f of formation, entropies So at a reference temperature (298.15 K), and the partial

molar volumes Vo and heat capacities Co
p as functions of temperature. Equilibrium

equations for all the species in the solution are set up. The model considers all the

activity coefficients of aqueous species, for example, the data bank from OLI Systems

Inc. [70], and in the absence of thermodynamic values, estimation methods are used to

obtain such values [65,71,72].

Figure 14.5 shows the stability field diagram for CaO–P2O5–NH4NO3–H2O system at

200 �C as a function of precursor concentration and pH [65].

FIGURE 14.4 Solubility of quartz with pressure (a); solubility of berlinite with temperature (b).
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14.4 Apparatus
Crystal growth or materials processing under hydrothermal conditions requires a pres-

sure vessel capable of containing highly corrosive solvent at high temperature and

pressure over a long period of time. Ideal hydrothermal autoclave should have the

following characteristics:

1. Inertness to acids, bases, and oxidizing agents.

2. Easy to assemble and dissemble.

3. A sufficient length to obtain a desired temperature gradient.

4. Leakproof with unlimited capabilities to the required temperature and pressure.

5. Rugged enough to bear high pressure and temperature experiments for long dura-

tion, so that no machining or treatment is needed after each experimental run.

The most commonly used autoclaves in hydrothermal research are listed in Table

14.4 [73]. The majority of these autoclaves are externally heated pressure vessels and

their pressure–temperature range cannot be extended further due to lack of suitable

refractory alloys. However, internally heated pressure vessels are now commercially

available up to 10 kbar and 1400 �C. The list given in Table 14.4 does not include some of

FIGURE 14.5 Calculated stability field diagram for the hydroxyapatite system at 200 �C and 25 bar with Ca: P ratio
at 1.24 [65].
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the recent designs and modifications or upgrades as their applications are restricted to

specific studies. In addition, the last four autoclaves are useful for the preparation of

nanocrystals and powders under extreme conditions.

The most successful materials are corrosion resistant, high strength alloys, such as

300 series (austenitic) stainless steel, iron, nickel, cobalt-based super alloys, and titanium

and its alloys. In recent years, Hastelloy is the most preferred material worldwide. Some

crystals like quartz can be grown readily within the autoclave without any lining, liners,

or cans as silica and NaOH form an acmite layer that protectively coats the ground

vessel. In contrast, the growth of berlinite crystals requires a Teflon lining or beakers

because phosphorus is highly corrosive; it can even corrode platinum if used for a long

time. Depending upon the hydrothermal medium, the outer liner is made up of copper,

nickel, silver, graphite, titanium, etc.

The internal assembly of the liner depends upon the solubility of the compound to be

processed under hydrothermal conditions. For example, quartz and berlinite have

contrasting solubility, and accordingly their processing requires equally contrasting

experimental setup as shown in Figure 14.6 [66,69].

Several advanced electronic tools are available today for the measurement of tem-

perature and pressure conditions within the autoclave assembly. Similarly, pressure

gauges are available with auto cut-off devices to prevent the reactor explosion. More

specific information on a wide range of autoclaves designs may be found in [19].

14.4.1 Morey Autoclave

The Morey autoclave has a simple sealing gasket and a volume of generally 25–100 mL

[75]. The usual dimensions of a Morey autoclave are 10–20 cm length and 2.5-cm inner

diameter (Figure 14.7(a)). The autoclave generates an autogenous pressure depending on

the degree of filling, the fluid, and the temperature. The autoclave is limited to w450 �C

Table 14.4 Autoclaves [73]

Type Characteristic Data

Pyrex tube 5-mm i.d. 2-mm wall thickness 6 bar at 250 �C
Quartz tube 5-mm i.d. 2-mm wall thickness 6 bar at 300 �C
Flat plate seal, Morey type 400 bar at 400 �C
Welded Walker–Buehler closure 2600 bar at 350 �C 2 kbar at 480 �C
Delta ring, unsupported area 2.3 kbar at 400 �C
Modified Bridgman, unsupported area 3.7 kbar at 500 �C
Full Bridgman, unsupported area 3.7 kbar at 750 �C
Cold-cone seal, Tuttle–Roy type (batch reactors) 5 kbar at 750 �C
Piston cylinder 40 kbar, 1000 �C
Belt apparatus 100 kbar, >1500 �C
Opposed anvil 200 kbar, >1500 �C
Opposed diamond anvil Up to 500 kbar, >2000 �C
Continuous flow reactors 2 kbar at 600 �C
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FIGURE 14.6 The internal liner assembly: (a) Berlinite with negative temperature coefficient of solubility has the
seed crystals (growth zone) at the bottom and nutrient (dissolution zone) at the top [69]; (b) Quartz with positive
temperature coefficient of solubility has the nutrient (dissolution zone) at the bottom and the seed crystals
(growth zone) in the top [74].

FIGURE 14.7 Schematic cross-section of Morey autoclaves (a) and Tuttle autoclaves (b).
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and 2 kbar in routine use. A thermocouple is inserted in the well close to the sample and

the vessel is placed inside a suitable furnace so that the entire Morey autoclave and

closure lie within the element of the furnace. At the end of the run, the vessel is quenched

in a jet of air followed by dipping in water and the closure seal is broken.

14.4.2 Tuttle–Roy Cold-Cone Seal Autoclaves

The open end and autoclave seal outside the furnace gave the term cold-cone seal

(although in the real sense the seal is far from being cold) to this most popularly used

autoclave (Figure 14.7(b)). Pressure is transmitted to the sample, which is contained in a

sealed capsule, through a hole in the closure. The capsules are normally made up of

noble metals (platinum, gold, or silver). These vessels may be operated closure up,

closure down, or horizontally. The ratio of the vessel diameter to the wall diameter

determines the strength of the vessel. In most standard Tuttle vessels this ratio is 4%.

Using Stellite 25, experiments can be carried out at 900 �C and 1 kbar or 750 �C and

3 kbar for long-term use (from hours to weeks). Roy and Tuttle actually made many

hydrothermal experimental runs for several months in the late 1950s. Moreover, the

reaction could be “quenched” by lowering the furnace quickly and surrounding the

bomb with a container of water. These autoclaves are highly useful for the hydrothermal

researchers to carry out phase equilibria studies, solubility, high temperature–pressure

synthesis, nanocrystal synthesis, etc. Today they are also called batch reactors by several

researchers and are popularly used for nanomaterial synthesis. The advent of new ma-

terials, particularly molybdenum-based alloys, has extended the temperature capabil-

ities of cold-seal vessels to about 1150 �C at a pressure above 4 kbar (the so-called TZM

vessels). The prospects of new refractory alloys extending up to this range are encour-

aging. These cold-seal vessels are safe, inexpensive, simple, and operationally routine.

Unlike the Morey type of autoclaves, in the Tuttle cold-seal vessel, the pressure is built

up by an external pump and the pressure medium is usually distilled water with a little

glycol added to inhibit corrosion.

14.4.3 General Purpose Autoclaves

For the synthesis of crystals under hydrothermal conditions, very simple general purpose

autoclaves are typically used; they are commercially available from many sources.

Usually these autoclaves are provided with Teflon liners. Some modifications can be

provided to create a temperature gradient within the autoclave. Figure 14.8(a) shows the

general purpose autoclave.

Many other designs are available today to meet specific requirements, like stirred

autoclaves (Figure 14.8(b)), which are very useful to stir the mixture during the hydro-

thermal synthesis and also to extract the contents inside the reactor during the experi-

ments, and also to pump in the desired gas into the reactor at any given time. The

internal pressure can be directly read. The products can be quenched readily with the

circulation of chilled water through the cooling coils running inside the autoclave. These
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additional advantages have helped greatly to more precisely understand the hydro-

thermal crystallization mechanism, kinetics, and metastable phases.

In the last two decades, the use of continuous flow reactors has become very popular

to synthesize small micron-sized crystals to nanocrystals with a high degree of control

over the shape and size of the crystals. These reactors operate at or above the super-

critical conditions of the solvents. The method is also popularly known as the super-

critical fluid technology (SCF). It has also emerged as an alternate to most of the existing

techniques for designing and crystallizing new drug molecules.

There are many more reactor designs for special purposes such as rocking autoclaves,

PVT apparatus, multichamber autoclaves, fluid-sampling autoclaves, microautoclaves,

autoclaves for visual examination, hydrothermal hot pressing, vertical autoclaves,

continuous flow reactors, hydrothermal electrochemical autoclaves, autoclaves for sol-

ubility measurements, autoclaves for kinetic study, pendulum autoclave, horizontal

autoclaves for controlled diffusion study, and so on. Among these, novel designs for the

in situ time-resolved hydrothermal synthesis for TEDDI using synchrotron beam and

similarly in situ time-resolved neutron diffraction analyses of hydrothermal synthesis are

very prominent ones [63].

The addition of external energy sources like sonar, mechanical energy, microwave, and

magnetic field has contributed to the enhanced reaction kinetics in the processing of a va-

riety of compounds. Such processes are popular in materials science as multienergy pro-

cessing. The reader can get more information on these novel autoclaves designs from [19].

Safety and maintenance of the autoclaves is the prime factor one has to bear in mind

while carrying out experiments under hydrothermal conditions. It is estimated that for a

100 cm3 vessel at 20,000 psi, the stored energy is about 15,000 ft-1b. Figure 14.9 shows

ruptured autoclaves because of pressure surge.

The hydrothermal solutions—either acidic or alkaline—at high temperatures are

hazardous to human beings if the autoclave explodes. Therefore, the vessels should have

rupture discs calibrated to burst above a given pressure. Such rupture discs are

FIGURE 14.8 General purpose autoclaves (a); and commercially available stirred reactors (b).
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commercially available for various ranges of bursting pressure. The most important

arrangement is that provision should be made for venting the live volatiles out in the

event of rupture. Proper shielding of the autoclave should be given to divert the corrosive

volatiles away from personnel.

After each run, the autoclave should be properly treated before using it for the next

run. The autoclave threads should be maintained carefully and are always painted with

an appropriate pipe thread lubricant to reduce friction and prevent seizing of the au-

toclaves at high temperature.

14.5 Hydrothermal Processing of Some Selected
Crystals

With thousands of existing publications on the hydrothermal processing of crystals, it is

impossible to discuss every material in detail. Therefore, the scope of this section is

restricted to only the processing of some selected crystals of technological importance.

14.5.1 Quartz

Quartz is one of the technologically most important materials, existing in over 22

polymorphic modifications, of which only a-quartz is piezoelectric and is stable below

573 �C. Only hydrothermal technique is suitable to produce this polymorph in the lab-

oratory conditions. In fact, researchers directly relate the progress of quartz growth with

the evolution of hydrothermal technology. Therefore, crystal growth of quartz serves as

the best tutorial for beginners in hydrothermal research. The principal source of

electronic-grade natural quartz is Brazil. Today, the electronics industries are largely

inclined to use synthetic quartz. The production of high quality defect-free quartz has a

great potential market among all the electronic materials. Japan alone produces more

than 50% of the world production, followed by the United States and China. Recently,

several Japanese companies including Kyocera, Shin-Etsu, and Asahi Glass Co. have

started producing quartz for highly specialized applications. The total cost involved in

the production of quartz is over 1.2 billion US dollars. Thus quartz takes the first place in

value and quantity of single-crystal piezoelectric materials produced. Much of the

FIGURE 14.9 (a) Stainless steel acid
digestion bombs; (b) Stellite Tuttle cold-
cone-sealed autoclaves ruptured due to
pressure surge. Courtesy K. Byrappa.
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research related to quartz today is confined to the industries. Major research activity was

initiated at the AT & T Bell Labs, and the most important contributions to quartz growth

came from the workers like Ballman, Laudise, Kolb, and Shtenberg, during the 1970s.

High quality quartz crystals have been obtained in NaCl and KCl solutions, NaOH and

Na2CO3 solutions (10%) [76,77]. In the growth of a-quartz, available nutrient material

such as small particle size a-quartz, silica glass, high quality silica sand, or silica gel is

placed in a liner made up of iron or silver with a suitable baffle and a frame holding the

seed plates. A mineralizer solution with a definite molarity is poured into the liner to

make the required percent fill. The increased solubility in the presence of mineralizer

increases the supersaturation without spontaneous nucleation and consequently allows

more rapid growth rates on the seeds.

The optimum growth conditions for synthesis of quartz based on the work in Bell

Laboratories are [74]:

Dissolution temperature 425 �C
Growth temperature 375 �C
Pressure 15,000–25,000 psi
Mineralizer concentration 0.5–1.0 M NaOH
Temperature gradient (DT) 50 �C
% fill 78–85%
Growth rate in (0001) 1.0–1.25 mm/day

The quality of the grown crystals is also a function of the seed orientation and its

quality. Strained seeds generally produce strained growth regions. The growth of quartz

crystals has been understood precisely with reference to the growth temperature, tem-

perature gradient, percent of fill, solubility, percent of baffle open, orientation and na-

ture of seed, and type of nutrient. Also many kinetic studies have been carried out [74].

Figure 14.10 shows the growth rate of quartz as a function of seed orientation [74]. The

solubility of quartz has been studied with temperature, growth rate as a function of seed

orientation, and growth rate as a function of percent of fill. Figure 14.11 shows quartz

crystals obtained by hydrothermal method.

Most of the recent research on quartz growth is for improved resonator performance,

which requires the growth of high quality and low dislocation quartz. In the last two

decades, the main objective among quartz crystal growers has been to improve Q, which

in turn leads to the production of a low concentration of physicochemical and structural

defects. Martin and Armington have studied the effect of growth rate on the aluminum

content at low growth rates [78]. Both Al3þ and Hþ are the most deleterious impurities in

quartz used for frequency and timing applications, and they also vary the growth rates.

Sweeping is one of the most popularly used techniques in recent years to enhance the

performance of quartz resonators. Sweeping reduces the formation of etch tunnels. The

effect of sweeping is to remove lithium and sodium deposited interstitially in the lattice

during growth.
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The preparation of quartz for other applications like photomask substrates for lithog-

raphy, poly-Si TFT-LCD, high purity and high precision polishing devices is a new trend in

science. For example, Shin-Etsu Chemical, Japan; Asahi Glass Co, Japan; NDK America,

USA; and APC International Ltd., USA, are engaged in such research and development.

Whereas companies like Sawyer Research Inc., G. E., Philips, and Toyo Communication are

engaged in bulk crystals of quartz for oscillators, frequency devices, etc.

Another important area in the growth of quartz is colored quartz crystals for lapidary

applications. Some of the high quality synthetic colored quartz crystals with popular

amethyst, citrine, emerald, and ruby colors are frequently used as their replacements for

FIGURE 14.10 Growth rate of quartz as a function of seed orientation [74].

FIGURE 14.11 Quartz crystals obtained at AT & T Bell Labs during 1970s. Courtesy R. A. Laudise.
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the natural gemstones and with quartz crystals clear adamantine luster is used as special

windows and ceramics. These colored quartz crystals are also called poor man’s gem-

stones. Throughout history, quartz has been the common chameleon of gemstones.

Purple to violet amethyst and yellow to orange citrine are jewelry staples with increasing

popularity. The credit for hydrothermal growth of gem-quality colored quartz goes to

pioneers like Tsinobar, Nassau, and Balitsky. Purple-colored quartz has been synthesized

under the following conditions [79]:

Growth temperature 400–450 �C
DT 25–50 �C
Pressure 800–1300 kg/cm2

Solvent 10 wt% NaCl; 10 wt% KCl
Dopant Fe in the form of a metal; a-Fe2O3 in the form of a powder
Vessel Platinum lined (16.5 ml)
Irradiation (2–15)� 106 Roentgen (60Co)

Faint-pink-colored quartz can be obtained in the presence of iron and titanium ions.

The type and concentration of impurity ions used by the industries producing these

colored quartz crystals commercially are not exactly known. Readers can find more

extensive information on this subject in [79–81].

14.5.2 Aluminum and Gallium Berlinites

Berlinite is isostructural and isoelectronic with quartz and replaces quartz in electronic

devices because its large mechanical coupling factors are greater than a-quartz, and its

resonant frequency is nearly independent of temperature for certain orientations

[82–84]. Table 14.5 gives a tentative comparison of some piezoelectric characteristics of

berlinites with quartz in the AT cut.

The main problem connected with the growth of berlinite is the negative temperature

coefficient of solubility, which insists on some special growth conditions, because of the

lower solubility at higher temperatures and higher solubility at lower temperatures. One

of the principal problems in the growth of AlPO4 crystals is the growth rate relationship

in H3PO4 and the lack of good solubility data at the constant fill conditions [85]. The first

successful growth of berlinite crystals was by John and Kordes [67], followed by Stanely

[68]. Stanley carried out the experiments in a sealed borosilicate glass vessel placed in a

low pressure environment. However, the importance of berlinite only came to light in

Table 14.5 Comparison of Some Piezoelectric Characteristics

Parameter Quartz Berlinite Gallium Berlinite

Coupling coefficient, K%a 8.5 11.0 >16.0
Surtension coefficient, Qa (Overvoltage coefficient) 3.106 106 >5.104

a – b phase transition, �C 573 584 No

aAT cut.
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1976 when Chang and Barsch [82] studied the piezoelectric properties of berlinite and

reported large mechanical coupling constants and that its resonant frequency was nearly

independent of temperature for certain orientations. The growth of gallium berlinite

began only during the late 1980s, when the growth of aluminum berlinite was at its peak

[86,87]. The solubility of gallium berlinite resembles that of aluminum berlinite.

Berlinite growth has to be carried out at a temperature above 150 �C and below 300 �C
because of the reverse solubility. It is quite interesting to note that in contrast to

aluminum berlinite, gallium berlinite has no phase transition, and, therefore, some re-

searchers have even synthesized GaPO4 using flux method [87]. However, the quality of

these flux-grown gallium berlinite crystals is quite inferior compared to hydrothermally

grown crystals. Several versions of the hydrothermal growth of berlinite single crystals

have been tried to suit the solubility. Initially small crystals of berlinites are obtained

through spontaneous nucleation, and, in turn, this product is used as the nutrient for the

seeded growth. However, there are some important modifications suggested from time

to time in the growth of berlinite crystals:

1. Crystal growth by slow heating method

2. Crystal growth by composite gradient method

3. Crystal growth by temperature gradient method

4. Growth on seeds

The crystal growth with reverse temperature gradient is much more versatile for these

compounds in general. Here the nutrient (either crystalline powder or fine grains of

AlPO4 usually obtained from the slow heating method) is kept in a gasket at the upper

portion of the autoclave, which is cooler than the bottom of the liner that is kept at

slightly higher temperature and it forms the crystallization zone (Figure 14.6(a)).

The crystal growth on seeds uses the spontaneously nucleated seeds and the oriented

seeds cut from grown crystals usually mounted on a platinum frame placed in the

bottom (hotter) region of an autoclave, and the nutrient (w60 mesh particle size pre-

pared by other methods) is placed above in a platinum gasket in the upper region (or in a

Teflon gasket) (Figure 14.6(a)).

The typical experimental conditions in the growth of aluminum berlinite used are

given below:

Growth temperature 240 �C
Pressure 15–35 MPa
Solvents Mixed acid mineralizers
Nutrient Powdered nutrient, preferably aluminum phosphate glass
Filling 80%
DT 5< T< 30 �C
Growth rate 0.35–0.50 mm/day in H3PO4

0.35–0.45 mm/day in HCl
0.25–0.35 mm/day in HNO3

0.2–0.3 mm/day in H2SO4
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Similarly, the growth conditions for gallium berlinite are:

Experimental temperature 280 �C
Experimental pressure 8 MPa
Mineralizer (pH¼ 3–4 under ambient conditions) H3PO4 þ H2SO4

Figure 14.12 shows the characteristic photographs of berlinite crystals.

Although the growth of berlinite is not very popular, there are some groups still

working on improving the growth conditions to obtain larger size crystals and use of

other seed crystals like langasite, or aluminum berlinite for the growth of gallium ber-

linite crystals. If the researchers increase the size of the grown crystals at least by one-

fourth the value of the quartz under hydrothermal conditions, then GaPO4 would be

the best piezoelectric material to replace quartz in the twenty-first century.

14.5.3 Potassium Titanyl Phosphate

Potassium titanyl phosphate, KTiOPO4 (KTP) is one of the best nonlinear optical ma-

terials increasingly being used commercially for the second harmonic generation (SHG)

FIGURE 14.12 Hydrothermally grown: (a) aluminum berlinite crystals (Courtesy Y. Toudic.); (b) GaPO4 crystals.
Courtesy L. N. Demianets.
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and parametric oscillation since its discovery and introduction in 1976 [88]. KTP crystals

are mechanically, chemically, and thermally stable and nonhygroscopic with high

nonlinear optical coefficients and high conversion efficiency. It belongs to the family of

compounds that have the formula unit MTiOXO4, where M¼ K, Rb, Tl, NH4, or Cs

(partial) and X¼ P or As. All members belong to the orthorhombic space group, Pna21,

point group, mm2, with the following lattice cell parameters: a¼ 12.814, b¼ 6.404,

c¼ 10.616 Å, V¼ 371.115 Å3.

KTP decomposes before melting at 1148 �C. Thus, incongruent melting and glass

formation make it impossible to grow KTP crystals directly from the melt. Similarly,

growth from aqueous solution at low temperature (less than 300 �C) is impossible

because of the low solubility of KTP. Therefore, large single crystals of KTP can be grown

by both high temperature and pressure hydrothermal and flux techniques. There are

several problems with reference to the quality of the crystals grown by the flux method.

When pure phosphate self-fluxes is used, the main problem is the high melt viscosity. It

has a tendency to spuriously nucleate and also to leave behind major structural defects

and the inclusions of the solvents in the crystals. In fact, when the authors [88,89]

synthesized KTP by the hydrothermal method, the pressure–temperature conditions

were quite high (P¼ 1.5–3 kbar, T¼ 650� to 700 �C). The crystal size was not more than a

few millimeters since the experiments were carried out in small platinum or gold cap-

sules. Liu et al. have reported the growth and properties of hydrothermally grown KTP

[90,91]. They prepared nutrient by the reaction of KH2PO4 and TiO2 at 1250 �C. The
hydrothermal “flux” was 1.5 KH2PO4, 1.0 TiO2 in Ag� or Au� lined autoclaves at a

pressure of 24�28 kpsi (1.66–1.93 kbar) and 520�560 �C in a gradient of 30�70 �C.
Growth rate on (011) was 0.2�1.8 mm/week. The use of solvothermal technique along

with the organic additives and surfactant has brought down the pressure–temperature

conditions for KTP growth. It has renewed interest in KTP crystal growth. Laudise et al.

have carried out PVT measurements on 2 M K2HPO4 and 2 M K2HPO4 saturated with

KTP [92]. Zhang et al. succeeded in growing KTP crystals with high damage threshold by

hydrothermal method [93]. Usually the flux grown small crystals of KTP are used as the

nutrient material.

Belt and coworkers from Airtron Division of Litton Systems have increased the

autoclave volume further and developed the low temperature hydrothermal process in

5-liter systems. These large autoclaves have produced the largest KTP single crystals

available in the world (Figure 14.13(a and b)). These crystals are typically 4� 5� 8 cm

and easily provide finished parallelepipeds of 1�1.5 cm2 apertures and up to 2-cm long

when material is extracted from either side of a seed [94]. Figure 14.13(b) shows a high

quality KTP crystal obtained by Zhang et al. under hydrothermal conditions [93]. The

darkening of KTP crystals caused by the oxygen deficiency can be overcome by adding

an oxidizing agent like 1–5 wt% of H2O2 into the mineralizer solution.

Similarly, potassium titanyl arsenate (KTA) is another important nonlinear optical

crystal belonging to this family of KTP, and some researchers have proved this to be

superior to KTP. The crystal growth methods are analogous to those used for KTP [95]. In
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recent years, the growth of small size and nanosize crystals of KTP is an attractive field in

the area of biolabels.

14.5.4 Calcite

Calcite is one of the most well-studied materials. Optically clear calcite is called Iceland

spar, and it exists in at least five modifications. The two polymorphs commonly found in

nature are calcite and aragonite. In addition, there are two synthetic forms known only at

high pressures: calcite II and calcite III. Vaterite (g-CaCO3) is a metastable hexagonal

form that crystallizes at ordinary temperatures and pressures [96]. Several growth

techniques have been employed to grow large single crystals of calcite, but most of these

techniques encounter problems owing to the thermal stress, CO2 dissociation, and metal

ions contamination. Hence, hydrothermal remains one of the most promising tech-

niques for growing calcite and other carbonates with the advantage of suppressing the

dissociation of CO2 and yielding high quality crystals in a homogeneous ambient at

relatively low temperatures [97]. Many researchers have tried to grow calcite single

crystals at relatively low temperatures since calcite crystals dissociate to form CaO and

CO2 above 900 �C under atmospheric pressure. Varieties of solvents have been used for

hydrothermal growth of calcite, but none of them has succeeded in growing large single

crystals. The solubility of calcite is very interesting. It has been studied in water under

various CO2 pressures [98,99]. Ikornikova [99] has carried out an extensive work on the

growth of calcite covering aspects like solubility, designing of apparatus, growth kinetics,

and growth mechanism.

For hydrothermal crystal growth of calcite, several inorganic solvents like NaCl, LiCl,

CaCl2, NaNO3, Ca(NO3)2, NH4NO3, K2CO3, and carbonic acid have been employed as

mineralizers. The growth conditions vary from 150 �C and 15 MPa to 600 �C and 200 MPa.

No one has used organic salt solutions to grow calcite crystals under hydrothermal condi-

tions, and also solvothermal growth of bulk single crystals of calcite is not popular. The

authors [100] have studied the effect of pH and increase of carbon number in alkyl group of

the ammonium monocarboxylate solvents on the growth of calcite and also the effect of

dopant metals on the dislocation density of calcite crystals. Solubility of calcite can be both

positive andnegative for increasingCO2pressure and increasing temperatures, respectively.

(a) (b)

FIGURE 14.13 Hydrothermally grown KTP crystal (a) (Photo courtesy C. L. Zhang.); KTP crystals grown using 5-L ca-
pacity autoclaves (b). Courtesy R. F. Belt.
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Kinloch et al. have obtained calcite single crystals in large autoclaves provided with

cylindrical silver and platinum liners using the following experimental conditions [101]:

Nutrient 45 kg of optical grade crystals of Mexican origin
Seeds Natural calcite crystals cutting rhombohedra with 10–20 cm2 surfaces and 1–2 cm thick
Solvent 6 M K2CO3

Nutrient temperature 435–445 �C
Seed temperature range 410–425 �C
% fill 86% (1.72 kbar)
Baffle opening 8%
Temperature gradient 5–10 �C
Experimental duration 30–50 days
Growth rate obtained 50 mm/day/face for {1011} face

Much of the recent work on the growth of calcite single crystals is being carried out

under moderate to lower temperatures (200–150 �C) using several new solvents like

ammonium nitrate, ammonium acetate, and so on in autoclaves provided with Teflon

liners. A considerable amount of progress has been achieved in the single crystal growth of

calcite with reference to the solubility, growth rate, reaction kinetics, seed orientation,

morphology, surfacemorphology, optical and laser quality, and so on. The rhombohedral

face (1011) is the fastest growing face. Hence, natural calcite crystals cleaved at (1011)

plane are used generally as seed crystals. This provides good quality calcite crystals ob-

tained with a temperature gradient of 15 �C and growth temperature of 235 �C, with a

growth rate of 57 mm/day. Figure 14.14 shows the hydrothermally grown calcite crystals.

14.5.5 Corundum, Ruby, Emerald

Corundum, Al2O3, is one of the most sought after materials in recent years for various

applications, both in bulk and nanosize. It is stable under hydrothermal conditions at

FIGURE 14.14 Calcite crystals obtained hydrothermally. Courtesy Hirano.
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T> 400 �C [102,103] and is soluble in alkali and carbonate solutions. The hydrothermal

growth of corundum is achieved using a metastable-phase technique because of a very

low solubility. Gibbsite (Al(OH)3) is used as a nutrient, a-Al2O3 as a seed, and an alkaline

solution as a solvent. A more rapid growth rate is obtained in KOH or K2CO3 solution

than in NaOH or Na2CO3 solution. The lower the pH level in the solution, the thicker the

growth layer, along the c-axis. Kashkurov et al. have studied the growth of large

corundum crystals at pressures up to 2000 atm and at temperature up to 550 �C in alkali

solutions of various concentrations; crystals weighing up to 1 kg were prepared by hy-

drothermal technique, and the imperfect state of these crystals was apparently associ-

ated with internal stresses and the mosaic structure of seed crystals that were prepared

by Verneuil technique [104].

The ideal experimental conditions for the growth of good quality corundum crystals are:

Temperature 480 �C
Pressure 1.33 kbar
Mineralizer 4 M K2CO3

% fill 85%
DT 30 �C

The rise in temperature gives higher growth rate in the temperature interval

400–500 �C.
The solvothermal growth of crystals especially for the micron size crystals of alpha-

alumina is very popular for various applications, and the growth can be achieved un-

der much lower temperature and pressure in simple stainless steel autoclaves, using

glycol based solvents.

Ruby and sapphire crystals are the colored varieties of corundum and are grown using

the hydrothermal method popularly in carbonate solutions using the appropriate dop-

ants to the similar experimental conditions as that of corundum crystal growth. Probably

sapphire is the second material after quartz to be grown in any size by hydrothermal

method, because of a wide range of applications, especially as substrate materials for

other crystals. The solubility of sapphire and ruby are the same as that of corundum and

it increases with temperature. However, when the concentration of these components in

the nutrient is higher, >1.6% in 10% Na2CO3, solution crystals practically do not grow.

Monchamp et al. have carried out very large-scale growth of sapphire and ruby with

considerable success [105]. Emerald is one of the important crystals being grown by

hydrothermal technique, because of its beauty and rarity, and as a most popular

gemstone. The presence of Cr3þ in beryl gives a green color emerald. The bluish-green

variety of the same is known as aquamarine. Accordingly, beryl crystals that are

greenish-yellow to iron-yellow and honey-yellow are called golden beryl. The rose-

colored variety is called morganite or vorobyevite. Alkali metals are usually present in

beryl as impurities. Although several researchers have attempted the growth of emerald

since the late nineteenth century, the best work came from Nacken during the 1930s and
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1940s. Subsequently, the hydrothermal growth of emerald was commercialized by

Lechleitner of Innsbruck, Austria, during the 1960s and 1970s [106,107] and marketed

under the names Emerita and Symerald. In addition, the Linde Division of the Union

Carbide Corporation in 1965 commercially produced and marketed synthetic emerald.

Emerald is typically grown under pressure of 10,000–20,000 psi at temperatures of

500–600 �C resulting from a 62% fill in the autoclave. A small temperature gradient of

10–12 �C is employed. Usually acidic solution or fluorine bearing solutions are used as

solvents. This produces a growth rate of 0.33 mm/day. The emerald produced by Biron

Mineral (Pvt.) Ltd., Australia, is very popular currently and its growth conditions remain

classified.

14.5.6 Rare Earth Vanadates

Rare earth vanadates are known as multifunctional materials with attractive properties

like highly efficient laser-diode pumped microlasers, efficient phosphors, polarizer

materials, and low threshold laser hosts, magnetic, and bioimaging capabilities

[108–111]. The major problem in the growth of rare earth vanadates is the presence of

oxygen deficiencies/imperfections (color centers and inclusions) and additional phases.

YVO4 melts congruently [111] and vanadium oxides vaporize incongruently, causing

changes in Y/V ratio and oxygen stoichiometry in the melt. The instability of pentavalent

vanadium at higher temperatures and the loss of oxygen through surface encrustation by

the reaction of the melt with the crucible material further complicate the growth pro-

cesses. In order to overcome most of the difficulties encountered in the melt and high

temperature solution techniques, the hydrothermal technique has been proposed as an

alternate [112,113]. The experiments are usually carried out in the temperature range

240–400 �C, and the pressure from 40 bar to 1 kbar. The solubility of rare earth vanadates

is found to be negative. It increases with the concentration of the solvent. Both acid and

basic mineralizers are used in the growth of these vanadates. However, the acid min-

eralizers are more effective, especially the mixed acid mineralizers (HCl þ HNO3 in a

particular molar ratio).

Byrappa et al. [112,113] have extensively studied the morphology tuning through

selective doping and experimental design. The presintered YVO4 nutrient, and an

oxidizing agent like hydrogen peroxide, yield better results. Figure 14.15 shows charac-

teristic photographs of Nd:YVO4 crystals.

14.5.7 Native Elements, Simple Oxides, and Sulfides

The hydrothermal technique is especially suitable for obtaining pure and high quality

crystals of several elements. Interest in the synthesis of these elements has rejuvenated,

particularly after the discovery of noble metals in seafloor hydrothermal mineralization

[114,115]. Gold, silver, iridium, palladium, platinum, etc. have been reported in hydro-

thermal mineralization from two mid-oceanic ridges: Juan de Fuca and Mid-Atlantic at

26�N [115]. In fact, this has also led to the development of a new branch of science called
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geomicrobiology, and biologists have begun to synthesize nanoparticles of several

metals, particularly gold, silver, copper, and so on combining the hydrothermal solution

medium and the bacterial activity based on the nature-inspired processes. The hydro-

thermal synthesis of noble metals takes place through two types of reactions:

2MeðsÞ þ 2ðOHÞ�ð1Þ/2MeOxð1Þ þH2[

2MeðsÞ þ 2ðHIÞð1Þ/2MeLð1Þ þH2[

where L¼ acid anion (ligand).

The first reaction is characteristic of alkali solutions and the second reaction is

characteristic of acids. In both cases, hydrogen helps in establishing equilibrium. As a

result of this, the desired metal crystallizes. If the temperature gradient is maintained in

the autoclave, the reaction route is determined by the Eh of metals from temperatures.

Therefore, in one case, the crystallization of native metal crystals takes place in the hotter

zone, and in the other case, in the cooler zone. It is possible to obtain the entire series of

metals as single crystals when an oxidizing agent like halogenide is used [116].

Hydrothermal technique is highly suitable for the growth of oxides of various metals

in polyscale. TiO2, ZrO2, HfO2, Cu2O, BeO, Bi2O3, In2O3, A12O3, ZnO, Fe2O3, etc. have

been obtained by the hydrothermal method. Some of these carry great significance as

synthetic gemstones, and some as technological materials both in nanosize and bulk

size. Here, we describe the hydrothermal growth of ZnO as it is one of the most studied

materials in recent years. It is well known as n-type wide band gap semiconductor with

unique mechanical, electrical, and optical properties. ZnO is also used in UV light

emitting diodes and UV lasers operating at room temperature and display devices

[117–119]. Moreover, ZnO quantum dots with very low toxicity, high photostability, and

that are biofriendly and biodegradable have been demonstrated.

FIGURE 14.15 Characteristic photographs of Nd: YVO4 crystals. Courtesy K. Byrappa.
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The hydrothermal technique is found to be the most suitable one for the growth of

ZnO crystals. Seeded crystal growth of zincite has been carried out using NaOH and KOH

solutions and, similarly, aqueous solutions of chlorides. The most useful solvent is 2–10 M

KOH, in which the growth takes place within a wide temperature interval 200–500 �C and

P¼ 150–600 atm. Lobachev et al. have studied the solubility of zincite in detail [117].

Sakagami has obtained high purity zincite crystals by hydrothermal method under

partial pressureof oxygen inplatinum-linedautoclavesusing the following conditions [119]:

Growth temperature 370–400 �C
Temperature difference 10–15 �C
Total pressure 700–1000 kg/cm
Partial pressure 10–30 kg/cm
Solvent KOH 3.0 M þ LiOH 1.5 M
Oxidizer H2O2 0.1–0.3 M
Nutrient ZnO sinter
Lining tube Point (0.3 mm thickness)
Growth run 15–20 days/run

Ehrentraut et al. [120] have successfully grown large size single crystals of ZnO using

hydrothermal method. These authors used the crystal growth mechanism of ZnO pro-

posed by earlier workers [121]. Almost 100 specimens of 2-in size have been grown on

mainly (0001) and (1010) oriented seeds. All crystals developed excellent facets, and the

average crystal thickness was about 1 cm in the<0001> direction (Figure 14.16(a)). A ZnO

crystal of 3-in diameter and a wafer processed from it are shown in Figure 14.16(b and c),

respectively. These are the largest ZnO single crystals grown by hydrothermal method.

Hydrothermal growth of other oxides of Ti, Zr, Hf, Fe, Te, Mn, In, and mixed oxides of

aluminates, antimonites, antimonates, garnets, ferrites, and also some complex oxides

has been reported extensively in the literature [3,19].

14.5.8 Complex Coordinated Crystals

The complex coordinated crystals include silicates, phosphates, vanadates, arsenates,

molybdates, tungstates, fluorides, sulfates, selenides, borates, and so on, with a great

variety of cations starting from alkali, alkaline-earth, transitional, to rare earth metals.

The number of all such compounds exceeds several hundred owing to their academic

and technological interest, and here it is impossible to discuss each compound. Instead,

we offer a broad outline of the hydrothermal growth of these complex coordinated

crystals, especially rare earth silicates, germanates, phosphates, and fluorides because of

their academic and technological importance. Many of these compounds were found to

be new phases with unique physical properties. These rare earth silicates, germinates,

phosphates, fluorides, and borates exhibit very interesting mixed framework structures,

and the alkali ion if present can serve as a mobile charge carrier. Most of these mixed

framework structures are prepared under alkali-rich environment under higher
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pressure–temperature conditions. The thermal and chemical stability of these com-

pounds is very high, and hence requires highly acid or basic conditions to prepare these

compounds. All the information related to the phase equilibria, kinetics, and properties

of these compounds has been discussed in the literature. The growth of these crystals

was extremely popular from the 1960s to 1980s. Demyanets, Dimitrova, Litvin, Byrappa,

etc. have carried out extensive studies on these compounds, and a good review of these

works is found in Refs [3,122–124].

The solvothermal growth of nitrides is very popular, and this topic is discussed

separately in this book.

14.6 Hydrothermal Growth of Fine to Nanocrystals
The growth of fine to nanocrystals is not new to hydrothermal research. The earliest

research on hydrothermal work mostly yielded small size products that were discarded

as failures. When Barrer reported the hydrothermal synthesis of fine particles of zeolites

in the 1940s, this opened up a new branch of science, viz. molecular sieve technology.

FIGURE 14.16 ZnO crystals of size 2 in produced in one growth run. (a) (Courtesy D. Ehrentraut.) View down c-axis
of (a) 3-in ZnO crystal and (b) 3-in (0001) ZnO wafer (b,c). Scale bar is 80 mm. Courtesy D. Ehrentraut.
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Hydrothermal research during the 1990s marked the beginning of work on the pro-

cessing of fine to ultrafine crystals with controlled size and morphology. Today, this has

become as one of the most efficient methods in preparative chemistry for advanced

materials like fine to nanocrystals with a controlled size and shape. Currently, the annual

market value of electronic ceramics is over a billion dollars, and the market for nano-

crystals is a trillion-dollar industry as per National Science Foundation (NSF) prediction.

Of all the ceramics, the PZT family of ceramics has been studied extensively using the

hydrothermal technique. Since the early 1980s, several thousands of reports have

appeared on the preparation of these ceramics. Thermodynamic calculation and kinetics

of these systems have been studied extensively. A great variety of precursors and also the

solvents have been attempted in the processing of these fine crystals. Similarly, fine film

formation of these on an appropriate substrate has been accomplished by several re-

searchers [125,126] for a wide variety of technological applications such as electronics,

optoelectronics, catalysis, ceramics, magnetic data storage, biomedical applications,

biophotonics, etc. On the whole, the twenty-first century hydrothermal technology is

more inclined toward nanotechnology owing to its advantages in obtaining high quality,

monodispersed, homogeneous nanocrystals with a controlled size and shape, besides

the lower PT conditions of the synthesis, simple apparatus, short experimental duration

and lower cost of production. The greatest advantage is that the nanocrystals with

desired surface chemistry can be achieved onto the nanocrystals in situ with the help of

surface modifiers and capping agents. Almost all the groups of advanced nanocrystals

like metals, metal oxides, and semiconductors including the II-VI and III-V compounds,

silicates, sulfides, hydroxides, tungstates, titanates, carbon, zeolites, etc. have been

processed by hydrothermal technique.

Figures 14.17(a–d) show the designer fine crystals of PZT, LiMn2O4, PbTiO3, and

BaTiO3 prepared under hydrothermal conditions.

Gersten has extensively reviewed the processing parameters of the synthesis of fine

ferroelectric perovskite crystals by the hydrothermal method [72,127]. Accordingly, the

first step in the growth of these fine particles is the thermodynamic verification of the

correct processing conditions for the reaction of the desired product.

Figure 14.18 shows the TEM images of nanoparticles synthesized under supercritical

hydrothermal conditions [6]. The nanoparticles obtained without modifier are aggre-

gated and do not disperse in the aqueous solvents. Also the particle size is larger

compared to the modified particles. It seems that because of redissolving of nano-

particles at very high and low pH, Ostwald repining occurs. Therefore, in surface

modification, pH of the medium, isolectric point (iep) and another important parameter,

viz. dissociation constant (pKa) of the modifiers are very important. At pH below pKa,

the modifier does not dissociate. Moreover, below iep, the surface of metal oxide

nanoparticles is surrounded by positive charges (major) and hydroxylic groups (minor).

Under these conditions no chemical reaction occurs between the modifier and the metal

oxide nanoparticle surface; only through a strong hydrogen bond can the modifier attach

to the nanoparticle surface. In contrast, at higher pH than pKa, dissociation of modifier
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takes place and results in chemical reaction between dissociated part of modifier and

OHþ
2 from the particle surface. Thus, by dehydration reaction the modifier attaches to

the surface of the particles. By considering the chemical reactions, mass balances, charge

balance in the actual system, pH and the modifier can be fixed for most of the systems.

Figure 14.19 shows the mechanism involved in the in situ surface modification of the

metal oxide nanocrystals under hydrothermal conditions.

There are thousands of reports on the hydrothermal synthesis of noble metal nano-

particles, magnetic metals, metal oxides including corundum or alpha-alumina, etc.

under mild hydrothermal and solvothermal conditions. Also there is large number of

publications on the supercritical water technology for a wide range of nanocrystal

processing within a short period of time.

Hydrothermal synthesis of sulfides of various divalent, trivalent, and pentavalent

metals forms an important group of materials for a variety of technological applications.

They popularly form II-VI, III-VI, V-VI groups of semiconductors that are being studied

extensively with respect to their different morphologies and particle size, which, in turn,

greatly influence their properties. There are several hundreds of reports on these sulfides

such as CdS, PbS, ZnS, CuS, NiS, NiS2, NiS7, Bi2S3, AgIn5S8, MoS, FeS2, InS, Ag2S, and so

on, prepared through hydrothermal or solvothermal routes with or without capping

agents/surfactants/additives to alter their morphologies and sizes as desired. Some of

the II-VI group of nanocrystals form the core–shell structures and quantum dots for a

variety of applications including in the biomedical field.

(a) (b)

(c) (d)

FIGURE 14.17 Hydrothermally synthesized fine crystals: (a) PZT; (b) LiMn2O4; (c) PbTiO3; (d) BaTiO3. Courtesy
Richard E. Riman.
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Within nanocrystal synthesis, the synthesis of diamond nanocrystals under super-

critical hydrothermal conditions is very interesting because these crystals form in the

laboratory at pressure/temperature much lower than in the nature. Usually metal car-

bides are used as the source of carbon and several organic compounds are used as

(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIGURE 14.18 TEM images of nanocrystals
synthesized under supercritical
hydrothermal conditions: (a) Fe2O3

(without modifier); (b) Fe2O3 (with
modifier); (c) Co3O4 (without modifier);
(d) Co3O4 (with modifier); (e) CeO2

(without modifier); (f) CeO2 (with
modifier); (g) TiO2 (without modifier);
and (h) TiO2 (with modifier) [6]. Courtesy
K. Byrappa and T. Adschiri.
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FIGURE 14.19 Mechanism involved in the in situ surface modification of the metal oxide nanocrystals under
hydrothermal conditions. Courtesy K. Byrappa.

FIGURE 14.20 SEM images of diamond nanocrystals with well-developed octahedral facets adhered to the inner
walls of the broken spherical particles [129]. a) under higher magnification; b) under lower magnification.
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solvents and additives instead of water in diamond synthesis, and these organics

decompose into various C–O–H fluids such as CO, OH, CO2, and C1Hx radicals. These

fluids play a significant role in creating a highly reducing environment in the system and

also assist in the dissociation of silicon carbide and precipitation of carbon phase

[128,129]. Figure 14.20 shows SEM images of diamond nanocrystals with well-developed

octahedral facets adhered to the inner walls of the broken spherical particles.

There are hundreds of reports on the hydrothermal preparation of nanocrystals of

AlPO4, ferrites, phosphors like Eu:Y2Sn2O7, Nd:YAlO3, GaN, GaP, vanadates, fluorides,

carbonates, garnets, hydroxides, etc. using both hydrothermal and solvothermal routes.

14.7 Conclusions
The hydrothermal technique has evolved as one of the most efficient crystal growth

methods. The importance of the technique in the preparation of GaN, ZnO, and AlN has

been realized in recent years. The thermodynamic modeling and also the solution

chemistry of the hydrothermal media have greatly contributed to the drastic reduction in

the PT conditions of the growth of crystals. The application of additional energy such as

microwave, sonar, mechanochemical, electrochemical, biomolecules, stirring, etc. take

us to a different field like chemistry at the speed of light, because of the increased growth

kinetics.. The organic molecules, capping agents, and surfactants assist in the in situ

fabrication of crystals with desired surface charge to the crystal surface; in addition, the

properties of the crystal surface can be altered to either hydrophobic or hydrophilic. This

area of in situ crystal growth process is fast growing and makes the hydrothermal

technique one of the most efficient in crystal growth.
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15.1 Introduction
Gallium nitride (GaN)-based devices, such as light-emitting diodes (LEDs) and high

electron mobility transistors (HEMTs), are mainly built on foreign substrates such as

sapphire (a-Al2O3), silicon (Si), and silicon carbide (SiC). High-quality, free-standing

(F-S), and large-size GaN substrates are far from being a commodity, as is the case for Si

(>300mm available), a-Al2O3 (150mm), or SiC (150mm); only 2-inch (50-mm) wafers

with high defect densities (typically around 1� 106 cm�2 and up) are being sold, at

relatively high prices. Therefore, the nitride crystal growth community is looking for

technologies to produce large-size, cost-efficient GaN substrates. For example, laser

diodes (LDs), ultraviolet (UV), and blue and green LDs are exclusively built on a GaN

foundation. The wafers have to be 2 inches or larger in diameter with a high structural

integrity (structurally flat; i.e., low bow and threading dislocation density) and a free

carrier concentration that is higher than 2� 1018 cm�3 to achieve appropriate electrical

contacts with the epitaxial LD structure. For electronic applications, the GaN substrates

should be at least 4 inches in diameter and be available at different levels of carrier

concentrations, from n-type to semi-insulating types.

The growth of GaN bulk crystals has proven to be difficult. Gallium nitride compound

melts at an extremely high temperature of 2493 K. The nitrogen (N2) pressure necessary

for congruent melting of GaN is 6 GPa [1]. Thus, it is currently impossible to crystallize

GaN just from the melt using the Czochralski or Bridgman method. Therefore, other

techniques requiring lower pressure and temperature, such as crystallization from vapor

phase and from the solution, are being developed.

Hydride vapor phase epitaxy (HVPE) is currently the most common approach for

manufacturing the vast majority of commercially available GaN substrates [2–5]. This

technique has a relatively fast growth rate of up to 200 mm per hour, but it suffers from a

phenomenon known as parasitic nucleation. The HVPE method involves crystallization

at ambient pressure with GaN deposited on a foreign substrate through the reaction of

ammonia (NH3) with gallium chloride at temperatures of about 1300 K. Etching, laser

lift-off, and self lift-off techniques can be used to remove the GaN from the foreign

substrate to yield free-standing 2-, 4-, or even 6-inch GaN substrates. Deposition on a

foreign substrate enables the growth of large-diameter GaN crystals, but these suffer

from lattice bowing. This stems from significant differences between the lattice constant

and thermal expansion coefficient of the foreign substrate and the nitride film. The

bowing radii of crystallographic planes can be below 10m. This relatively low number

means that there is little benefit in using HVPE-grown GaN as a seed for subsequent

crystallization runs.

The largest GaN crystallized from the solution is 3 inches, as obtained in the labo-

ratory [6], but only 1-inch substrates are commercially available [7]. Crystallization from

the solution is possible by employing supercritical ammonia (sc–NH3; ammonothermal

method) or using a solution with gallium (Ga) or gallium-sodium mixtures (sodium flux

method). Each of these methods requires pressure that is far higher than atmospheric.
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The role of pressure, its absolute value, and the medium that establishes it (N2 or

NH3) is absolutely different for each of the growth methods. In the ammonothermal

growth, high pressure allows one to obtain supercritical ammonia, which leads to suf-

ficient solubility of GaN in the supercritical ammonia-based solution. The ammono-

thermal approach is analogous to the hydrothermal crystallization of quartz (a-SiO2) [8]

or zinc oxide (ZnO) [9], although supercritical ammonia is used in place of water. The

supercritical state is generated by heating up the closed vessel, which contains

ammonia, a mineralizer to enhance solubility of GaN in NH3, a source for GaN, and any

furniture and flow-guiding devices. The mass transport is governed by forced convec-

tion, which is the result of a temperature gradient between the crystal growth and

feedstock zone.

In turn, in the sodium flux method, the high pressure of nitrogen ensures the

supersaturation in the flux, because its value is higher than the equilibrium value for

considered phases of the flux [10]. The growth proceeds at a constant temperature. The

mass transport is governed by convection caused by mechanical stirring of the flux.

For the case of growth from gallium solution at high pressure, the high nitrogen

pressure allows one to increase the range for the thermodynamic stability of GaN.

Therefore, crystallization at high temperatures (w1800 K) becomes possible. The method

is called high nitrogen pressure solution growth (HNPS). In this case, supersaturation is

created by the presence of temperature gradient in the solution, and the mass transport

is governed by forced convection. It makes this method more similar to the ammono-

thermal method than to a classic flux method. Although the range of applied tempera-

tures and their gradients, as well as thermodynamic properties, are very different, the

growth rate and structural quality of crystals obtained is similar. Thus, in this chapter,

the two high-pressure growth methods will be described in detail: the ammonothermal

technique and growth from gallium solution under high nitrogen pressure. The chapter

starts with the description of the HNPS growth method. The second part deals with the

ammonothermal technique to crystallize bulk GaN crystals.

15.2 High Nitrogen Pressure Solution Growth Method
15.2.1 Method and Experimental Setup

The HNPS growth method is a temperature gradient method based on a direct reaction

between gallium and nitrogen at a high temperature (up to 2000 K) and a high nitrogen

pressure (up to 1 GPa). Nitrogen molecules dissociate on the gallium surface and

dissolve in the metal. Therefore, crystals are grown from the solution of atomic nitrogen

in liquid gallium. Supersaturation, the driving force of the crystallization process, is

created by the application of temperature gradient along the liquid gallium. Thus, the

HNPS method consists of three stages: (1) dissociative adsorption of nitrogen on liquid

metal surface, (2) dissolution and transport of nitrogen atoms from the hot end of the

solution to the cooler one, and (3) the crystallization process.
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Due to the temperature gradient in the system, the atomic nitrogen is transported

from the hot end of the solution to the cooler part. It has been shown that the convection

mechanism plays a dominant role in the transport phenomenon [11–13]. The nitrogen in

the solution is uniformly distributed due to the convection flow. Thus, the solution at the

cold part must be supersaturated. This means that the excess nitrogen concentration

related to the equilibrium value for a given temperature exists at the cold part of the

liquid metal. Hence, only in this zone does GaN crystal growth take place. The gallium

nitride crystals can be grown spontaneously from the wall of the crucible; then, they are

distributed randomly in the supersaturated cold zone of the solution. For a seeded

crystallization, GaN or foreign seeds have to be immersed in the gallium at supersatu-

rated zone of the solution. The schematic illustration of the HNPS method (spontaneous

growth) is presented in Figure 15.1.

Typical crystal growth experiment is when the metal (Ga) placed in the crucible

(graphite or boron nitride, BN) is heated in the furnace inside the high pressure reactor

with a constant rate to given axial and/or radial temperature profiles [14]. Then, the

system is annealed at these conditions under high nitrogen pressure (1 GPa or less) for

100–500 h. After that, the furnace is cooled down at a constant rate, the system is

decompressed, and the metal with GaN crystals inside is removed. The charge from the

crucible is etched with boiling HNO3/HCl acid solution to extract the crystals. Vertically

positioned, technological gas pressure chambers (reactors) of internal diameters up to

10 cm are used, allowing crucibles with working volumes up to 150 cm3 [14]. The mul-

tizone cylindrical graphite furnaces, capable of reaching a maximum temperature of

2073 K, are placed inside the gas pressure reactors. To register the temperature during

the crystal growth experiments, PtRh6%–PtRh30% thermocouples are used. They are

FIGURE 15.1 Schematic illustration of the crystallization process in a temperature gradient by the high pressure
solution growth (HNPS) method. A spontaneous crystallization is shown; three basic stages of the method are
marked.
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arranged along the furnace and coupled with the input power control electronic systems.

The pressure is measured by Manganin gauges positioned in the low temperature zone

of the reactors. The pressure and temperature are stabilized with an accuracy of 1MPa

and 0.1 K, respectively. One of the typical experimental systems for crystal growth of GaN

at high nitrogen pressure is shown in Figure 15.2.

During the crystallization process, the pressure and the temperature in the whole

gallium sample correspond to the nitride stability range. Thus, the highest measured

temperature is lower than the equilibrium temperature for a given nitrogen pressure at

three-phase Ga–N2–GaN equilibrium conditions.

15.2.2 Thermodynamic and Kinetic Aspects

The equilibrium pN2–T conditions for GaN have been determined by Karpinski et al. [15]

by a direct synthesis and decomposition experiments performer by both: gas-pressure

technique (for pressures up to 2 GPa) and high-pressure anvil technique (up to 7 GPa).

The curve derived from these data is shown in Figure 15.3(a). Figure 15.3(b), on the other

hand, shows the N solubility data resulting from the annealing of Ga in N2 atmosphere at

the three-phase Ga–N2–GaN equilibrium conditions for the temperature range from 1573

to 1850 K. It should be noted that even the highest available temperature of 1850 K is

quite far from the melting temperature of GaN. Therefore, the nitrogen concentrations

FIGURE 15.2 Experimental system for crystal growth of GaN at high nitrogen pressure. (a) High-pressure chamber.
(b) Furnace; graphite heater element is also shown. (c) Crucible, with a set of thermocouple and electric plug.
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are not high at less than 1% [16,17]. The solid line, shown in Figure 15.3(b), has been

calculated in the ideal solution approximation. This curve allows one to determine the

maximum of the relative supersaturation reached in the solution. Under standard

growth conditions, the relative supersaturation can be expressed as:

s ¼ xðT2Þ � xðT1Þ
xðT1Þ (15.1)

where s represents the relative supersaturation and x(T2) – x(T1) is the difference

between equilibrium nitrogen concentrations at the hot and cold zones of the solution.

Determination of s is also schematically presented in Figure 15.3(b).

The analysis of thermodynamics properties of GaN and the system of its constitu-

ents explains the role of the use of high pressure. This analysis was performed by I.

Grzegory and S. Porowski [16,18]. Because gallium nitride is a strongly bonded

compound (with bonding energy of 9.12 eV per atom pair), the free energy of the

crystal is very low in relation to the reference state of free N and Ga atoms. The N2

molecule is also strongly bonded (4.9 eV per atom). Therefore, the free energy G of GaN

constituents in their normal states becomes close to the crystal’s. This is illustrated in

Figure 15.4, in which the free energy of GaN (blue curve) and the free energy of the

system of its constituents Gaþ1/2N2 (red and green curves) are shown as a function of

temperature and N2 pressure. With an increase of the temperature, Gibbs free energy of

the constituents decreases faster than the free energy of the crystal. Therefore, at

higher temperatures, the nitride becomes thermodynamically unstable. The crossing of

G(T) curves determines the equilibrium temperature where GaN coexists with its

constituents at a given N2 pressure. Two points are shown: for nitrogen pressure of

FIGURE 15.3 (a) p-T equilibrium curve for GaN [15]. (b) Liquidus curve for Ga–GaN system [16]. Determination of
the relative supersaturation in the solution is presented.
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105 Pa and 1 GPa. It can be noticed that the application of pressure increases the free

energy of the constituents to a much higher degree than the Gibbs free energy of the

crystal. Then, the equilibrium point shifts to the higher temperatures and the GaN

stability range extends. This extension allows the growth of GaN crystals from solution

in liquid Ga.

It should be noted that the nitrogen pressure is also important for the kinetics of the

GaN synthesis. The synthesis of GaN from its constituents is possible due to dissociative

chemisorption of N2 molecules on the Ga surface, as was proven by Krukowski et al. [19]

by density functional theory calculations. The nitrogen molecule dissociates on the Ga

surface only if it overcomes the potential barrier of about 3.5 eV. If the molecule has

enough energy to overcome the potential barrier, it comes closer to the gallium surface

and dissociates into two atoms, forming new bonds with the metal. The potential barrier

is lower than the bonding energy in the nitrogen molecule. However, its value of 3.5 eV

seems to be quite high. Therefore, the density of the interacting gas (and thus its pres-

sure) is of crucial importance. It should be mentioned that for oxygen interacting with

gallium, there is no potential barrier [13]. Thus, one can always expect the oxygen atoms

in liquid gallium. This fact is very important for the properties of GaN crystals grown by

the HNPS method, which will be shown later.

The high potential barrier for nitrogen dissociation on the liquid gallium surface also

suggests that this dissociation process is kinetically controlled, even for relatively high

temperatures. Determining the rate of dissociation at 2 GPa, Krukowski et al. [19] showed

that the rate of dissociation is not very fast for gallium nitride. For an effective synthesis

(10mg cm�2 during 100 h), the temperature ought to be higher than 1500 K. Comparing

this last result with the equilibrium pN2–T curve for GaN (see Figure 15.3(a)), it may be

concluded that only the application of the high nitrogen pressure allows the synthesis of

gallium nitride from its constituents.

FIGURE 15.4 Gibbs free energy of GaN and its constituents. Extension of the stability range due to an increase of
nitrogen pressure is shown.
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15.2.3 Spontaneous Crystallization

Crystallization without seeds in the solution is called a spontaneous crystallization. The

dominating morphological form of GaN crystals grown by the spontaneous method is a

hexagonal platelet (see Figure 15.5(a)). However, at a relatively high supersaturation,

needles become the dominating morphological form. The crystals in the form of hex-

agonal platelets grow slowly at a rate lower than 0.1mmh�1 into ½1010� directions

(perpendicular to the c-axis) [18,20]. They are single crystals, slightly gray or transparent,

very often with flat mirror-like faces. The maximum lateral size of the platelets is 3 cm2,

whereas the thickness is approximately 150 mm. The tendency for unstable growth is

stronger for one of the polar (0001) faces of the platelets. The morphological features

such as macrosteps, periodic inclusions of solvent, or cellular growth structures are

observed on this side. The opposite surface is mirror-like and often atomically flat. For

crystals grown without intentional doping, the unstable surface always corresponds to

the Ga-polar (0001) surface of GaN.

As mentioned above, the second possible form of pressure grown crystals is a needle

(see Figure 15.5(b)). The needles are elongated into the c-direction, with a diameter of

about 1mm and up to 10mm in length [20]. The GaN needles are strongly unstable

crystals. They are dark due to the presence of microdefects, such as dislocation loops and

gallium inclusions, which are the result of a fast and unstable growth in the c-direction.

These crystals are often hollow inside. However, they have very well developed faces of

orientations that are different from the [0001] ones, which provides an opportunity to

check the growth behavior in these directions using the needles as the seeds [21].

The HNPS-GaN crystals (both platelets and needles) are strongly n-type, with

uniform free electron concentration of about 5� 1019 cm�3 (metallic conductivity) and

carrier mobility of about 60 cm2 V�1 s�1 [22]. The high free carrier concentration is due to

oxygen. It was shown that the level of the oxygen impurity in the GaN crystals was

exactly the same as the level of the free carrier concentration. These free carriers can be

fully eliminated by Mg acceptor added into the growth solution [23]. High concentration

of the gallium vacancies was found in the conductive crystals in contrast to the

FIGURE 15.5 Two habits of GaN crystals grown by the HNPS method. (a) Platelet, for which nonpolar growth
directions and polar facets are marked. Grid: 1 mm. (b) Needle, for which the growth direction [0001] and well-
developed nonpolar facets ð1010Þ are presented. Grid: 1mm.
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Mg-doped samples, where the vacancies were not observed. The presence of the native

point defects in the crystals was checked by positron annihilation measurements [24].

The difference in the PL spectra of the conductive (strong yellow emission) and

Mg-doped crystals (no yellow emission, but blue Mg-related signal) revealed that the

gallium vacancies are involved in strong yellow luminescence in GaN.

The structure of the spontaneously pressure-grown GaN crystals was studied by X-ray

diffraction (XRD) [25]. The crystallinity depends on the size of the crystal. The full width

at half maximum (FWHM) for the (002) reflection is of the order of 50 arcsec for 1- to

3-mm large crystals. For larger platelets, the X-ray rocking curve (XRC) often split into a

few peaks showing the presence of low angle boundaries separating grains of a few

millimeters in size. In order to determine dislocation densities in GaN crystals, the defect

selective etching (DSE) method has been developed [26]. It has been proved that etching

in molten KOH–NaOH eutectic (at 723 K) reveals dislocations in GaN pressure-grown

single crystals. The etch pit density in HNPS-GaN, estimated by counting the etch pits

in a given area, is very low, of the order of 102 cm�2.

15.2.4 Seeded Growth

The main disadvantages of spontaneous crystallization by the HNPS method are small

size and poor reproducibility of the size, as well as the distribution of GaN crystals in the

crucible. Better control of the last two parameters has been achieved by growth with seed

crystals introduced intentionally into the solution. A technique called directional

crystallization or liquid phase epitaxy in the HNPS method is described below. Two

configurations are presented: with one seed applied and its consequence with many

seeds used—a relatively new approach proposed in 2010 by I. Grzegory, named multi-

feed seed (MFS).

15.2.4.1 LPE Growth: Single Seed Configuration
The LPE technique—deposition of GaN on the substrate to force the growth in a

particular direction—was examined with a few kinds of substrates, including HNPS-GaN,

HVPE-GaN, SiC, sapphire, and sapphire/GaN MOCVD (Metal Organic Chemical Vapor

Deposition) templates [27–30]. A typical experimental configuration—a crucible with

a baffle plate positioned close to the seed, as well as axial and radial temperature

distributions—is shown in Figure 15.6. The baffle plate allowed one to obtain a

macroscopically flat crystallization front on the substrate and consequently maintain a

flat GaN surface during a long crystallization run. The crystallization without the baffle

always led to a nonuniform crystallization front and thereby formation of the growth

hillock at the center of the substrate.

The LPE experiments have shown that the polarity of the GaN seed surface has been

determined and controlled by the Ga solution and its impurities. For growth without

intentional doping, the crystallization process is perturbed when the nitrogen polar

surface ð0001Þ of the GaN substrate is exposed to liquid gallium. Then, the presence of
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several growth centers is observed. The simultaneous nucleation and growth of

randomly oriented crystals have also been noticed. In turn, on the gallium polar surface

(0001), the growth mode has been stable and proceeded by the steps propagation from

the center of the sample to its sides. An average growth rate, determined by a com-

parison of a seed’s weight before and after the experiment, is of the order of 1 mmh�1.

The new deposited material has always been n-type with metallic conductivity

(w5� 1019 cm�3). On the other hand, for crystallization of highly resistive GaN (in the

Ga:Mg solution), the new material has been grown by a stable way on the ð0001Þ surface
of the seed. The growth rate, however, has also been on the order of 1 mmh�1.

The average dislocation density in GaN crystallized on the HNPS-GaN has always

been as low as 102 cm�2. The dislocation density in the pressure-grown material on

sapphire/GaN templates has been on the order of 5� 107 cm�2 for layers thicker than

40 mm. Lower defect density can be obtained when HVPE-GaN is used as a substrate.

Then, the dislocation density in the starting material has been on the order of

5� 106 cm�2, since HVPE-GaN was grown before on a MOCVD-GaN/sapphire template

(for details, see Section 15.2.4.2.1). For 40-mm-thick GaN layers, the defect density has

been 5� 106 cm�2. For layers thicker than 250 mm, the etch pit density has attained

1� 106 cm�2.

Two factors were proven to be responsible for GaN growth in the c-direction. These

factors do not depend on the experimental configurations or the kind of the substrates.

For a short time (w30 h), the growth rate is governed mainly by nitrogen transport to the

crystallization zone, and the observed average growth rate can reach 10 mmh�1. After a

longer time (w100 h), the surface kinetic factor becomes more important and the

average growth rate decreases to 1 mmh�1 [28]. The analysis of the GaN mass crystallized

at configuration with and without seed confirmed that the growth rate on the seed is

governed by surface kinetics. The GaN mass crystallized at the bottom of the crucible

without a seed was bigger than the mass crystallized on the seed (with no parasitic

FIGURE 15.6 Scheme of the experimental
LPE configuration with the baffle plate. The
axial and radial temperature distributions
are marked.
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growth observed) under the same experimental conditions. Thus, not all the nitrogen

atoms from the solution reaching the seed surface were adsorbed there [29].

The finite element calculation has been used for modeling the convective transport in

the solution during the LPE process in a positive temperature gradient configuration, as

presented in Figure 15.6 [14,29,30]. The radial temperature distribution at the bottom of

the crucible was approximated as parabolic and the vertical temperature distribution as

linear. The radial temperature distribution on the crucible’s top was estimated as a

constant (see Figure 15.6). Assuming the flow in gallium to be laminar, the convectional

flow velocity in the metal, and the temperature distribution in the liquid, in the seed, and

in the crucible wall were determined. The maximum velocity for the convectional flow

above the baffle was on the order of 1mm s�1 when using temperature gradients. Under

the baffle, the convection was very weak; the maximum flow velocities in two rolls

reached 0.2mm s�1. Thus, the nitrogen was transported to the baffle by a relatively

strong convection. Then, the N atoms were dispersed on the baffle. However, by the

sides (opening areas), they were supplied below the baffle to the seed region, where their

velocity was low. Thus, by a very weak convection process, they were transported to the

seed. It seems that, due to a very low convectional flow velocity, the growth could be

macroscopically stable; however, the rate was as slow as 1 mmh�1.

15.2.4.2 LPE Growth: The Multifeed Seed Configuration
Recently, the MFS configuration in the HNPS growth method has been proposed and

developed [31–36]. This configuration is based on the conversion of free-standing

HVPE-GaN crystals to free-standing, pressure-grown HNPS-GaN of a much higher

quality than the seeds. The great strength of this approach is that it yields several GaN

crystals from one run. Furthermore, the crystals satisfy all criteria for being substrates.

Production of this material begins by positioning several (0001) or ð0001Þ-oriented
HVPE-GaN seeds in a vertical stack, separated by liquid gallium or liquid gallium doped

with magnesium, respectively (see Figure 15.7). The lowest seed is placed above the

bottom of the crucible and the distance between individual seeds can be varied. Under

nitrogen pressures of typically 1 GPa and at temperatures in the range of 1593–1773 K, an

axial temperature gradient (from 5 to 30 K cm�1) is applied along the crucible, leading to

an overgrowth of seeds on their upper surface and their dissolution from the opposite

side. Due to the dissolution process, atomic nitrogen is supplied into the metal solution

and is transported to the underlying crystal. In other words, each seed is overgrown and

dissolved at the same time, but at slightly different temperatures, varying by a few

degrees. Therefore, they are feeds and seeds at the same time, and the liquid gallium

discs (sometimes doped by magnesium) play the role of traveling zones.

After the growth run (typically 400 h), the crystals are cut by a drill pipe to round

forms with a diameter of 16mm, 20mm, 1 inch, or 1.5 inches; then, their (0001) surface

is mechanically and mechanochemically polished to the epi-ready state. The HNPS

growth in the MFS configuration results in a stable and macroscopically flat crystalli-

zation. This is probably associated with an appropriate convective or diffusive transport
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(flow) in the solution. In the MFS configuration, the gallium solution is divided by the

HVPE-GaN seeds positioned in a vertical stack. The flow between the seeds has to be

stable because the upper crystals work like baffles for the lower crystals (see subsection

above). They not only supply nitrogen to the solution but also stabilize the flow. They

introduce an order to the Ga–N solution and uniform the nitrogen concentration field at

the crystals growing surfaces. This phenomenon allows one to obtain a flat crystalliza-

tion front and a flat growth of GaN during a long period of time.

15.2.4.2.1 HVPE-GAN SEEDS

The seeds for the HNPS-MFS growth, the HVPE-GaN crystals, are prepared in a home-

made horizontal quartz HVPE reactor. Free-standing (F-S) HVPE-GaN crystals that are

2 inches and up to 1mm thick are obtained using MOCVD-GaN/sapphire templates as

seeds; for details, see Refs. [37–39]. For some high-pressure experiments, the smaller

crystals are cut from them. The surfaces (0001) and ð0001Þ of all F-SHVPE-GaN crystals are

prepared to the epi-ready state by a combination of mechanical and mechanochemical

polishing. The typical properties of the F-S HVPE-GaN crystals used as seeds for the

HNPS-MFS crystallization runs are as follows: (1) free carrier concentration from 2� 1016

to 1017, with a mobility of the order of 1000 cm2 V�1 s�1; (2) threading dislocation density

of the order of 5� 106; and (3) an absolute value of the bowing radius from 1 to 5m.

Using ammonothermally grown GaN as a seed, one can obtain high-quality F-S

HVPE-GaN [40]. Smooth GaN layers up to 2.5mm thick (crystallized with a stable growth

rate of 240 mmh�1) and of an excellent crystalline quality, without cracks, and with low

threading dislocation density (5� 104 cm�2) have been grown and then sliced from the

ammono-GaN seed wafers (see Figure 15.8(a) and (b), respectively). The structural

FIGURE 15.7 Scheme of the MFS configuration, showing a section of the crucible. The free-standing HVPE-GaN
substrates are positioned vertically. Liquid gallium discs (in some cases doped with magnesium) are between
them. Due to the temperature gradient applied at the bottom sides of HVPE-GaN, crystals are dissolved in liquid
gallium supplying atomic nitrogen to the solution. Nitrogen is then transported in the liquid gallium by convec-
tion or diffusion to the underlying seed, where the crystallization takes place.
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properties of the F-S HVPE-GaN do not differ from the structural properties of the

ammono-GaN seeds. Additionally, this is a high-purity material. According to the SIMS

(Secondary Ion Mass Spectrometry) analysis, the oxygen and carbon content is below

1016 cm�3. The only Si impurity is of the order of 3� 1016 cm�3. Thus, from the physical

properties point of view, this HVPE-GaN is of a much higher quality than the one ob-

tained using MOCVD-GaN/sapphire templates as seeds.

15.2.4.2.2 CONDUCTIVE (N-TYPE) HNPS-MFS-GAN CRYSTALS

The HNPS crystallization in gallium without an intentional doping always leads to the

n-type HNPS-GaN crystals (see Section 15.2.3). During growth in the MFS configuration,

three types of morphology are observed: hillocks, hillocks and macrosteps (mixed), and

macrosteps. They are all presented in Figure 15.9. The presence of these three modes of

growth depends on the supersaturation at the growing crystal surface. In turn, the

supersaturation mainly depends on the growth temperature, the temperature gradient

applied, and the distance between seeds. Because the growth temperature and gallium

heights are fixed, the morphology of the grown crystal surface depends only on the

temperature gradient applied. Obviously, changing the temperature gradient varies the

growth temperatures, but it can be assumed that the system is still in a comparable

temperature region. The supersaturation is also associated with the mechanism of

transport for the nitrogen in the liquid gallium solution. The nitrogen can be transported

by diffusion or convection from the upper to the lower seed.

For the smallest temperature gradient (w5 K cm�1)—and thus for lowsupersaturation—

the hillock growth mode is observed. In this case, the growth rate is not higher than

1 mmh�1. It was suggested [34] that for the hillocks growth mode the diffusion of

nitrogen in gallium plays a dominant role as a transport mechanism. The hillocks

growth mode has been observed only for very low convectional velocities in gallium,

on the order of 1� 10�4 m s�1 or less. Such small values of the calculated convectional

velocities indicate a diffusive transport in the solution. Additionally, the hillocks are

always correlated with screw and mixed dislocations in the pressure grown material,

which can be clearly seen in Figure 15.9(b). One can observe the as-grown surface

(a) (b)

FIGURE 15.8 (a) HVPE-GaN grown on Am-GaN seed (as grown crystal). (b) F-S HVPE-GaN sliced from the Am-GaN
seed after mechanical polishing; grid: 1mm.
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etched in molten KOH/NaOH solution at relatively high temperatures (723 K). The

large hexagonal etch pits, associated with the screw and/or mixed dislocations, are

positioned on the top of each hillock. It should be noted that the hillock’s density is

always strictly the same as screw and mixed dislocation density in the HNPS-MFS-

GaN, about 5� 105 cm�2. The crystals are grown slowly by steps propagating from the

hillocks’ centers, which are formed on the screw and mixed dislocations. If the

supersaturation is increased—thus, for a bigger temperature gradient (�5 K cm�1)—

the mixed growth mode appears. The convection in liquid gallium solution starts. For

some convection flow, the macrosteps coexist with hillocks on the growing crystal

surface (see Figure 15.9(c)). Then, the average growth rate is 2 mmh�1. For higher

supersaturations (i.e., a bigger temperature gradient), the convectional velocity

increases, the hillocks disappear, and only the macrosteps are detected (see

Figure 15.9(d)), which begin to play a dominant role on the growing crystal surface.

(a) (b)

(c) (d)

FIGURE 15.9 Three types of morphology of the HNPS-MFS-GaN crystals. (a) Hillocks. (b) As-grown surface with hill-
ocks etched in molten KOH/NaOH solution at 723 K. Large hexagonal etch pits are positioned on the top of the
each hillock, which is proof that hillocks are correlated with screw and/or mixed dislocation in the HNPS-MFS-GaN.
(c) Hillocks and macrosteps together. (d) Macrosteps with flounces and step bunching effect. Favorable places for
formation of voids and inclusions of solvent in the HNPS-MFS-GaN are marked by circles.
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Then, the growth rate can reach 5 mmh�1. However, stronger convective flow disturbs

the macrosteps’ propagation. It leads to the step bunching effect and macroscopically

unstable growth, with formation of voids and gallium inclusions in the HNPS-

MFS-GaN.

The deposition of HNPS-GaN layers and dissolution of HVPE-GaN can improve the

structural quality of the obtained crystals [32]. The XRCs are narrower and the lattice

bowing radii increase. For the (002) reflection, the FWHM of the HNPS-MFS-GaN can

be equal to 100 arcsec. The absolute value of the bowing radius can be increased from 2

to 20m. Obviously, the formation of the HNPS-GaN layer on the HVPE-GaN substrate

significantly changes the bowing radius of the crystal if only the HVPE-GaN and the

HNPS-MFS-GaN are elastically strained. Almost total dissolution of the HVPE-GaN

substrate helps to release the stress in the HNPS-MFS-GaN [32,33]. Therefore, the

bowing radius of the HNPS-GaN crystal increases in comparison to the seed. As is

shown in Figure 15.10, due to the difference in the a lattice constant between the

HVPE-GaN and the HNPS-MFS-GaN, the pressure grown material is under compressive

strain and the HVPE-GaN seed is under tensile strain during the crystallization process.

The HVPE-GaN, however, dissolves from its ð0001Þ surface. On the other hand, the

HNPS-MFS-GaN becomes thicker and thicker. Thus, the compressive strain for the

HNPS-MFS-GaN has to be decreased in time so the pressure grown crystal can be

structurally flatter.

FIGURE 15.10 Scheme of the time evolution of the growing HNPS-MFS-GaN crystal. Due to the difference in the
“a” lattice constant of the HNPS-MFS-GaN and the HVPE-GaN seed, the pressure grown material is under
compressive strain and the HVPE-GaN seed is under tensile strain. If the HNPS-MFS-GaN and the HVPE-GaN are
elastically strained, the bowing radius of the final crystal can be increased according to the Stoney-Clyne formula
[41] presented in the figure.
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The average etch pit density for the HNPS-MFS-GaN is of the order of 1� 106 cm�2.

The growth of several hundred microns of the HNPS-MFS-GaN allows a reduction of the

threading dislocation density by a factor of five. The high-pressure material of lower

defect density was never grown using the HVPE-GaN seeds grown before on

MOCVD-GaN/sapphire templates (see Section 15.2.4.2.1).

The free carrier concentration for the HNPS-MFS-GaN crystals is always higher than

1019 cm�3; its value depends on the growth temperature. The dependence between the

free carrier concentration in the crystals and the growth temperature is presented in

Figure 15.11. With an increase of the growth temperature from 1593 to 1723 K, the

carrier concentration in the HNPS-MFS-GaN increases. Then, for a higher temperature

(higher than 1723 K), it is saturated, reaching a constant value on the order of

5� 1019 cm�3. As was confirmed by SIMS analysis, this high free electron concentration

in HNPS-MFS-GaN is associated with a high oxygen concentration in the material. The

level of the oxygen impurity in the crystals is just the same as the level of the free carrier

concentration. Lower oxygen concentration is noted for a lower growth temperature.

The oxygen atoms in the HNPS-MFS-GaN crystals have to originate from the liquid

gallium. An increase of the oxygen content in the GaN crystals with an increase of the

growth temperature is probably due to a higher solubility of the oxygen in the liquid

gallium at high temperature and high pressure. For the highest temperatures, an ox-

ygen solubility limit in liquid gallium can be observed. Therefore, the oxygen con-

centration and also free carrier concentration in the HNPS-MFS-GaN crystals do not

increase any more.

As mentioned, the (0001) surface of the HNPS-MFS-GaN could be prepared to the

epi-ready state by mechanical and mechanochemical polishing (and then appropriate

FIGURE 15.11 Free carrier concentration as
a function of the growth temperature. At
temperatures up to 1713 K, free carrier
concentration increases; then, it reaches a
constant value of approximately
5� 1019 cm�3.
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cleaning). The substrates for making laser diodes (from 16mm up to 1.5 inch in diam-

eter) can be prepared (see Figure 15.12). They are called plasmonic substrates due to

their extremely high free carrier concentration. The plasmonic GaN substrate has the

advantage of increasing the refractive index contrast between substrate and epitaxial

laser diode structure, suppressing optical mode leakage into the substrate and opti-

mizing the optical mode in the active region. This approach is superior to using a

conventional GaN substrate (with a free electron concentration on the order of

5� 1018 cm�3 or less) and adding a thick AlGaN layer or an AlGaN super lattice beneath

the active region to prevent light propagating from there into the substrate. Going down

this more common route, the strain increases in the epi-structure, leading to macro-

scopic bowing, cracking, and the creation of misfit dislocations [42,43]. The laser diodes

made on HNPS-MFS-GaN substrates (by MOCVD technology), emitted at 390–420 nm,

had typical threshold voltages of 4.5 V at 2.5 kA cm�2 and lifetimes of up to 5000 h [44].

Defect-selective etching revealed that the dislocation density in the laser diode was

below 5� 106 cm�2, about one-fifth of that value in the substrate.

The HNPS-MFS-GaN crystals have been also used for preparing undulated substrates

(with locally controlled miscut) [45]. Laser diodes made on them emitted from 400 to

410 nm at a threshold voltage of 5.5 V and 4 kA cm�2.

15.2.4.2.3 SEMI-INSULATING HNPS-MFS-GAN:MG CRYSTALS

As shown previously, HNPS crystallization in gallium without an intentional doping

always leads to the n-type HNPS-GaN crystals. The free carriers can be fully eliminated

by Mg acceptor added into the growth solution. For HNPS-MFS-GaN crystallization in

the solution of Ga:Mg (up to 1 at% of Mg in the solution), the typical morphology

observed is the macrosteps propagation. The growth rate varies from 1 to 2 mmh�1. The

gallium inclusions or voids in the material are not observed. The addition of Mg to the Ga

solution would likely drastically change a few properties of the solution, mainly its

viscosity. Some changes in the composition of the solution can prevent formation of the

voids and inclusions while maintaining a relatively high growth rate. It should be

mentioned that the XRC FWHM and the bowing radii of the HNPS-MFS-GaN:Mg crystals

FIGURE 15.12 One-inch and 1.5-inch n-type HNPS-MFS-GaN (plasmonic) substrates. Grid: 1mm.
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are not changed significantly compared to the HVPE-GaN seeds. The a lattice constant of

the HNPS-MFS-GaN:Mg is the same as for the F-S HVPE-GaN seed [35,46]. There is no

difference in strains for these two layers. The F-S HVPE-GaN seed is structurally

reproduced by the high-pressure material. Thus, it looks to be the opposite for inten-

tionally undoped crystals (see Figure 15.10). Because the (0001) surface of the examined

material is situated close to the HVPE-GaN seed, the average etch pit density for

HNPS-MFS-GaN:Mg is always on the order of 5� 106–107 cm�2 (like in the HVPE-GaN

seed).

The SIMS analysis showed that the magnesium concentration in HNPS-MFS-GaN:Mg

crystals is strictly the same as oxygen concentration. Thus, the magnesium impurity

compensates for oxygen donors in the pressure-grown material. Therefore, these crystals

are semi-insulating at room temperature, as well as higher (107–1173 K) temperatures,

and its electrical properties are very stable against annealing and time. Resistivity at the

room temperature was estimated to be 1015–1016U cm for crystals grown at higher

temperatures (1693–1723 K) and 1011–1012U cm for crystals grown at lower temperatures

(1653–1693 K). For the same magnesium concentration in the solution (and probably in

the crystals), the resistivity depends on the growth temperatures. It is lower for crystals

grown at low temperatures. It seems that it is again associated with the oxygen con-

centration in the solution and in the crystals (see Section 15.2.4.2.2 and Figure 15.11).

The biggest disadvantage of HNPS-MFS-GaN:Mg crystals are the precipitates of small

magnesium oxide crystallites. They are mainly formed at the interface between F-S

HVPE-GaN seed and new, pressure-grown material. Some of them also exist in the

volume of HNPS-MFS-GaN:Mg crystal. It seems that the affinity of oxygen to magnesium

is so high that during crystallization process, especially at the beginning of the growth,

the formation of MgO crystals takes place. Then, these crystals are overgrown by the

HNPS-MFS-GaN:Mg. Unfortunately, during the preparation of HNPS-MFS-GaN:Mg

substrates, MgO crystals or voids after them can create some large pits in the nitride

material. However, despite this, some parts of the HNPS-MFS-GaN:Mg crystal surfaces

were prepared to the epi-ready state. A 2D GaN/AlGaN structure was built by MBE

technology. At 295 K, the mobility in the 2D GaN/AlGaN structure was 2100 cm2 V�1 s�1

with carrier concentration n2DEG of 5� 1012 cm�2 [47].

15.2.5 Perspective for HNPS Growth Method

The HNPS-MFS configuration involves the conversion of free-standing HVPE-GaN

crystals to free-standing HNPS-MFS-GaN. These crystals have a much higher quality

than the seed material. The free-standing HNPS-MFS-GaN crystals can be strongly

n-type (GaN:O) or semi-insulating (GaN:Mg). They can also be prepared as substrates for

the laser diodes (plasmonic substrates) or for the high electron mobility transistors

(semi-insulating substrates), respectively. One way to improve the structural quality of

HNPS-MFS-GaN is to use high-quality HVPE-GaN crystals as seeds. It has been shown

that ammonothermally grown GaN (as a seed) allows one to obtain high-quality F-S
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HVPE-GaN (see Section 15.2.4.2.1). Because doping in HVPE technology is still a big

challenge, the use of new F-S HVPE-GaN crystals as seed for the HNPS growth method

seems to be an interesting approach for producing high-quality n-type and semi-

insulating GaN crystals.

On the other hand, to improve the HNPS growth method, a higher growth rate in the

MFS configuration may be needed. We believe that some changes in the metallic so-

lution properties should be carried out. Their purpose is to increase the nitrogen sol-

ubility in the liquid gallium, as well as convectional velocities in the solution. As

presented previously, the convectional velocities in gallium solution are at the level of a

millimeter per second. In the ammonothermal and sodium flux growth methods, these

velocities are at least one order of magnitude faster [48,49]. Certainly, the slow con-

vection flow in the gallium solution is due to the high density of gallium

(r¼ 5.6 g cm�3). By adding sodium or lithium impurities into the Ga metal, one may

obtain a solution (or a flux) of a lower density with an increase in the nitrogen solu-

bility. Another possibility may be mechanical stirring of the solution, which is applied

in the sodium flux GaN growth [50].

15.3 Ammonothermal Growth of GaN
15.3.1 Historical Development of Ammonothermal Growth

Techniques

Supercritical ammonia has been used as a solvent in high-pressure autoclaves to syn-

thesize new complex nitrides [51] and nano- and micro-crystalline AlN and GaN [52–55].

The latter results were encouraging enough to have some groups challenging the bulk

crystal growth of GaN as a prospective candidate for a future bulk crystal growth tech-

nology on an industrial scale. Similarly, the low-temperature phase of quartz has been

mass produced using the hydrothermal technique (with water as the solvent host) for

many decades; industrial scale was demonstrated in the 1950s (e.g., see Refs [56,57] and

Chapter 14 by Byrappa et al. in this volume). The largest hydrothermal autoclaves in

operation have geometrical dimensions of 14m inner length and 0.65m inner diameter

[9]. Interestingly, the feedstock to grow hydrothermal quartz is naturally occuring quartz;

however, this is not possible for GaN because GaN is not abundant on Earth. Therefore,

GaN feedstock has to be synthesized prior to the ammonothermal crystal growth of GaN

using GaN as feedstock. The first publications reporting ammonothermal crystal growth

of GaN were released starting in the mid-1990s; this number increased around the year

2000. Ammonothermal growth of the isostructural aluminum nitride (AlN) was reported

earlier in 1990 by Peters [52], who grew small crystals up to 1mm in size using potassium

amide (KNH2) dissolved in super critical ammonia at T¼ 773–873 K and p¼ 200MPa.

Free-standing millimeter-sized GaN crystals were grown by Ketchum and Kolis

(0.5� 0.2� 0.1mm3) [58]. Callahan et al. used polycrystalline as well as single-crystalline
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HVPE-GaN (thick films) [59]; Wang et al. grew crystals up to 10� 10� 1mm3 at growth

rates �2 mmh�1 [60]. Dwilinski et al. and Hashimoto et al. reported efforts in ammo-

nothermal technology using basic mineralizer (also referred to as ammono-basic). Purdy

et al., Yoshikawa et al., and Kagamitani and Ehrentraut et al. worked with acidic min-

eralizers (also referred to as ammono-acidic) to synthesize free-standing hexagonal GaN

crystals and homoepitaxial films [61,62,77].

Table 15.1 summarizes some of the important achievements to crystallize self-

nucleated GaN under different ammonothermal conditions. Temperature and pressure

stretch from relatively modest, subcritical conditions to as high as T¼ 1273 K and

p¼ 2000MPa. In addition, a mineralizer seems necessary to grow larger size crystals. The

mineralizer (a term borrowed from geochemistry) enables chemical reactions of a

desired phase by forming intermediates (see Section 15.4). Basic mineralizers with an

NH�
2 group (e.g., KNH2) and acidic mineralizers with an NHþ

4 group (e.g., NH4Cl) are

suitable candidates.

Ehrentraut et al. have worked to find an optimized acidic mineralizer to achieve a

high yield of hexagonal GaN in order to be able to control the rate for dissolving the GaN

precursor until re-crystallization on the GaN seed [78]. Mixed mineralizers have been

studied, such as �80mol% NH4Cl/�20mol% NH4Br or �80mol% NH4Cl/�20mol%

NH4I, which proved successful in terms of crystal yield and phase stability. The crystal

yield, defined as the ratio of re-crystallized GaN feedstock to dissolved, increases with

increasing acidity from NH4Cl to NH4I (see Figure 15.13). It was found that there is a

limit to the acidity, above which cubic phase GaN is dominant over the hexagonal phase

of GaN.

Results on the successful fabrication of sizable ammonothermally grown GaN

crystals were published by a number of groups around the mid-2000s [59,60,62,74,81,82]

(Table 15.2).

The next natural milestone was the growth of 2-inch large bulk GaN crystals, which

would eventually result in the first 2-inch wafers fabricated by an ammonothermal

crystal growth technology. A GaN crystal of more than 1-inch nucleated under ammono-

basic conditions on an HVPE-grown GaN seed was published by a group from the

University of California Santa Barbara in 2005 [94]. The first successful demonstration of

2-inch ammonothermal GaN was published by a group from Tohoku University in

collaboration with Mitsubishi Chemical Corp [94]. Figure 15.14(a) shows a nearly 2-inch

GaN crystal, the first to be ever grown under acidic ammonothermal conditions [88]. An

HVPE crystal served as seed crystal in this case and the thickness of ammonothermal

GaN was less than 1mm in total for the Ga and N-polar face together. Ammono S.A. is

now routinely growing bulk crystals in a basic ammonothermal regimen, with more than

70 two-inch crystals produced in a single run, from which up to 2-inch large (0001)

wafers are prepared and commercially available [7,83]. Figures 15.14(b) and (c) depict a

2� 1 inch bulk crystal of w1 cm in thickness and a 1-inch (0001) bulk crystal to prepare

1-inch ð1010Þ wafers, respectively, as grown under ammono-basic conditions by

Ammono. Soraa, Inc. reported the successful growth of 2-inch GaN crystals under
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Table 15.1 Synthesis of Self-Nucleated GaN Crystals under Different
Ammonothermal Conditions

Gallium
Source Mineralizer

Temperature
(K)

Pressure
(MPa) a (Å) c (Å)

Phase, Crystal
Size; Remarks References

Ga LiNH2 �823 100–500 3.1877 5.183 h-GaN, few mm [63]
NaNH2 3.1885 5.1842 h-GaN, few mm [64]

Ga Li 623
623
673

w150 3.2012(6)
3.1974(4)
3.1885(2)

5.208(2)
5.197(1)
5.1845(5)

h-GaN, 32 nm
h-GaN, 50 nm
h-GaN, 73 nm

[65]

Ga CsNH2 703 3.197 5.195 h-GaN, 4.5 nm [66]
GaN 5.4 mol

KNH2� 0.1
mol KI

673 Maximum
240

3.182(5) 5.178(3) h-GaN [58]

GaN Amides
(KNH2 NaNH2)

573–898 100–300 / / h-GaN; lattice
parameters
obtained from
GaN nucleated
on HVPE-GaN
seed

[67,68]

Ga NH2NH3Cl
a

NaN3
923
673–1073

200
100

/ / h-GaN, few mm
h-GaN, few mm

[69]

[H2GaNH2]3
b None 423–723 12 / / h/c-GaN, 17 nm [70]

Ga2O3 None 1273 & 1373 Quasi open
system
(NH3 flow)

3.185(1) 5.179(1) h-GaN, 200 nm [71]
Ga2O3þGa None 1373 3.1978(2) 5.199(1) h-GaN
Ga None 3.176(1)

3.1419(1)
5.164(1)
5.105(1)

h-GaN; yielded
two phases:
N-poor and
stoichiometric h-
GaN

Ga(NH)3/2 NH4Cl
NH4Br
NH4I

[72]

GaN NH4Clþ LiCl
NH4Brþ LiBr
NH4IþCuI

748–758
767
764

47% Fill
55% Fill
54% Fill

h-GaN, 800 mm
95% c-GaN,
75 mm
c-GaN, 50 mm

[55,73]

GaN NH4F 873–1273 500–2000 / / h-GaN, few mm [74]
GaN NH4F 923 80–150 / / h-GaN, 5 mm [75]
GaN NH4Cl 973–993 �150 / / h-GaN, few mm [76]
Ga NH4Cl 773 135 3.196(1)

3.189(1)
5.192(1)
5.185(1)

h-GaN; topc

h-GaN; bottomc

[77]

GaN NH4Cl 773 120 3.191(1) 5.189(1) h-GaN; top
GaNþGa NH4Cl

NH4Cl
NH4Cl
NH4Cl

823
743
743
683

120–130
93
81
109

3.1948
3.1975
3.1944
3.1928

5.1929
5.2006
5.2016
5.192

h-GaN; top
h-GaN; top
h-GaN; top
h/c-GaN; top

[78]

Continued
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Table 15.1 Synthesis of Self-Nucleated GaN Crystals under Different
Ammonothermal Conditions—cont’d

Gallium
Source Mineralizer

Temperature
(K)

Pressure
(MPa) a (Å) c (Å)

Phase, Crystal
Size; Remarks References

NH4Br
NH4Br
NH4Br
NH4Br

823
773
723
673

136
127
113
96

3.1947
3.1921
3.1925
3.1894

5.1909
5.1901
5.1968
5.2040

h/c-GaN; top
h/c-GaN; top
h/c-GaN; top
h/c-GaN; top

NH4I
NH4I
NH4I
NH4I

823
773
723
673

128
121
110
97

3.1919
3.1856
3.1900
3.1887

5.1970
5.2294
5.2011
5.1955

h/c-GaN; top
h/c-GaN; top
h/c-GaN; top
h/c-GaN þ
Ga2O3; top

Ga NH4Cl 773
673

/
/

3.1889
3.1899

5.1981
5.1839

h/c-GaN, sub-mm
h-GaN, sub-mm

[79]

NH4Br 773
673

/
/

3.1881
None

5.2063
None

h/c-GaN, sub-mm
No GaN phase

NH4I 773
673

/
/

3.1886
None

5.1998
None

h/c-GaN, sub-mm
No GaN phase

Ga ZnCl2 693–813 110 / / h-GaN, about
100 mm

[80]

aHydrazine hydrochloride.
bCyclotrigallazane.
cLocation within the autoclave where solid state phase crystallized.

FIGURE 15.13 Temperature dependence of yield of self-nucleated GaN synthesized under different acidities of the
mineralizer NH4X with X¼ Cl, Br, and I as observed from 96-h growth cycles. The purely hexagonal (h) and cubic
(c) GaN phases were identified by means of powder X-ray diffraction. (Reprinted from Ref. [78], with permission.)
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Table 15.2 Seeded GaN Crystal Growth under Ammono-Basic and -Acidic Conditions

Mineralizer
Temperature
(K)

Pressure
(MPa)

Growth Rate
(mmhL1)

XRC FWHM
(arcsec)

a (Å) c (Å)
Crystal Size;
Remarks References(002) (100) (201)

Basic 773–873 100–300 15 19 3.1897 5.1861 26� 26 mm2, (1–100) [82–87]
21 17 3.18908(10) 5.18517(10) 26� 26mm2, (20–21)

16 3.189(2) 5.185(2) 100 (0001); narrow slit
opening of 0.1� 0.1 mm2

200 (0001)
Basic Tadao (large size) [87]
NH4Cl 200, (0001) [88]
KNH2 and
NaNH2

823–873 (60–85% fill) 0.5 (0001),
(000–1); 1

100 90 / / w1 cm2, [89,90]

Basic 823–873 100–400 (55–70%
fill)

14.3 (0001) 527
(Ga)
163 (N)

189
(Ga)
136 (N)

100 x 0.500 x 0.500, (0001)
starting from (11–22)
seed crystal

[91,92]

1.2 (10–10) 152
131

4.8 (10–11) 372
104

22.7 (11–22) 171
186

Acidic 923–1023 100–600 10–30
routinely,
highest >40

25 28 / / Maximum 200 (0001), 0.5–2mm
thick

[93]
21a 25a

178 90
ZnCl2 693–813 110 0.6 411 / / w60 mm thick,

each Ga and N face
[80]

Acidic 873–1273 500–2000 (70–95%
fill)

/ / 11 � 13 mm2,
0.15–1mm thick

[74]

NH4F 823–923 80–150 10–12.5 28.6 28.9 / / 7� 3� 3 mm, along c-axis [75]
NH4Cl 993 Maximum 150 3–5 26a

(Ga)
/ / 0.5 cm2, 1.2 mm thick [76]

30 (Ga) 43
48 (Ga) 0.5 cm2, 3 mm thick
29 (N) 0.5 cm2, 3 mm thick

aFWHM for laterally grown c-plane.



ammono-acidic conditions [95]. A 2-inch GaN crystal grown under ammono-acidic

conditions using the SCoRA (scalable compact rapid ammonothermal) technique (see

Section 15.3.2) is shown in Figure 15.14(d) [96].

15.3.2 Ammonothermal Growth Method

The core hardware for ammonothermal crystal growth is a closed vessel to generate

sufficient pressure, as in the classic hydrothermal growth of quartz. This vessel is heated

externally. All constituents required to run the growth process are enclosed in this vessel:

solvent (NH3, mineralizer), solute (also referred to as feedstock; mostly solid GaN), GaN

seed crystals (to promote epitaxial nucleation and subsequently growth), and any

devices needed to control the fluid transport and to keep seed crystals in place.

The ammonothermal vessel encounters multiple challenges. The chemical environ-

ment is very corrosive, whether basic or acidic in nature. The fluid embraces the

mineralizer dissolved in ammonia and takes on its supercritical state far below typical

growth conditions at T> 673 K and p< 100MPa (see Table 15.2). Likewise, many other

crystal growth techniques from the solution, satisfying rates to grow high-quality crys-

tals, are achieved at higher temperatures due to the thermal activation needed to enable

the building units to settle in the right crystal lattice site.

Until recently, only the classic autoclave design has been employed to develop an

ammonothermal growth technology (see Figure 15.15(a)). This autoclave is composed of

a thick steel tube, which is permanently closed at its bottom part and has a lid as its top

part. This lid must be sealed perfectly to generate a closed system. The entire autoclave is

heated from the outside. The steel walls will experience the entire heat, traveling from

the heater inside the autoclave, and pressure, directed from inside the autoclave toward

its inner walls. The choice of steel alloy is of highest importance for the autoclave to

withstand the chemically harsh conditions at high temperatures and pressure over a long

period of time. Corrosion-resistant Ni-based alloys (e.g., alloy 625, Rene 41, Nimonic 90)

are thus used as the material of choice.

(a) (b) (c) (d)

FIGURE 15.14 (a) The first nearly 2-inch large GaN crystal grown by ammono-acidic technique. (b) A 2� 1 inch
GaN crystal grown under ammono-basic conditions. (Courtesy of Ammono S.A.) (c) A 1-inch-thick (0001) bulk GaN
crystal used to prepare 1-inch ð1010Þ wafers grown under ammono-basic conditions. (Courtesy of Ammono S.A.)
(d) A 2-inch crystal grown using the SCoRA reactor. (Courtesy of Soraa, Inc.)
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FIGURE 15.15 (a) Typical autoclaves for production (cross-sectional view). (b) A schematic showing the principle of
a SCoRA reactor.
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To grow high-purity GaN crystals, it seems necessary to use a protective inner layer

(sometimes referred to as inner liner), which can be made out of precious metals such as

silver (Ag), gold (Au), platinum (Pt), or alloys thereof to increase mechanical stability.

Alternative to an inner layer tightly fit to the inner wall, a capsule made out of precious

metal can also be used (Figure 15.15(a)). Counterpressure must be applied to the

volume, defined as the difference of the volume of the autoclave minus that of the closed

capsule, to avoid strong deformation of the latter.

An alternative design has been developed by Soraa, who demonstrated a novel

ammonothermal approach for the growth of high-quality, true bulk GaN crystals at a

greatly reduced cost. Soraa’s approach, known as SCoRA (scalable compact rapid

ammonothermal), uses internal heating to circumvent the material-property limitations

of conventional ammonothermal reactors (Figure 15.15(b)). Raw material, including

seed crystals, polycrystalline GaN nutrient, a mineralizer, and ammonia, are placed in-

side a capsule and sealed. The capsule is surrounded successively by a heater, a ceramic

shell providing structural support and thermal insulation, and an externally cooled steel

outer shell that provides mechanical confinement. The use of steel rather than a nickel-

based superalloy for the pressure apparatus greatly reduces the cost, including both raw

material and machining costs, and enables forging to much larger volumes. The low

thermal conductivity of the ceramic enables the steel shell to remain below 473 K, even

at an operating temperature of 1023 K, maintaining high creep resistance. The SCoRA

reactor has demonstrated capability for temperatures and pressures as high as 1023 K

and 600MPa, respectively, enabling higher growth rates than conventional ammono-

thermal techniques; it is less expensive and more scalable than conventional autoclaves

fabricated from nickel-based superalloys. The configuration shown in Figure 15.15(a) is

appropriate for a mineralizer with a positive solubility coefficient as well as those

showing retrograde solubility; in the latter case, seeds will be hung in the lower fraction

and the nutrient in the upper fraction of the vessel.

Generally, several methods may be used to fill the growth chamber with ammonia. In

the high-pressure injection system, ammonia is injected into the vessel by a high-pressure

injection syringe. However, dirt and oil in the cylinder can mix in the container, thus

polluting the system. A better method is to process under low temperatures to conduct

so-called cooling introduction, which is at least suitable for small vessels. The latter is

vacuum-pumped and cooled below the boiling point Tb of NH3 (under atmospheric

pressure, Tb¼ 239.8 K, melting point Tm¼ 195.45 K). Then, ammonia is flushed in via a

controlled method using a mass flow controller. The ammonia in the autoclave takes over

its liquid state. Typical fill ranges are around 40–80 vol% of NH3. Finally, the growth cycle

can begin by heating up the vessel in the desired way.

15.3.3 Chemistry of the Ammonothermal Solution

Ammonia is a relatively weak solvent for ionic substances. The dielectric constant ε,

which is a measure of the energy of solvation compared to the lattice energy, ε¼ 16.5, is
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smaller for NH3 when compared to H2O, ε¼ 80. Consequently, the formation of low-

crystallinity phases is therefore preferred. A way to partly overcome this problem is to

conduct the reaction at much higher pressures, which leads to an increase of ε at higher

density of the solvent [51]. However, the solubility of GaN in sc–NH3 has been observed

to be much too small to dissolve a measurable amount of GaN [84], so that enhancing

the solubility of GaN by using a mineralizer must be adopted in order to process under

reasonable p-T conditions at high growth rate.

There has been substantial interest in the past to find ways of synthesizing GaN by

solvothermal reactions. Table 15.1 gives an overview of some of the methods that suc-

cessfully crystallized self-nucleated GaN under different ammonothermal conditions. As

can be seen, inorganic acidic and basic and even some metal-organic reactions have

been explored.

Currently, both the inorganic ammono-basic and ammono-acidic paths are regar-

ded as promising methods of bulk crystal growth of gallium nitride. The metal-organic

paths turned out to be inefficient (thermal stability of the precursors, potentially low

growth rates due to low thermal activation energy) and very costly (precursor cost,

handling).

In general, there are several contributors impacting the growth rate. First is the

polarity, which is the electrical charge and density of complex ions able to attach to the

crystal surface before decomposition of the same to add a building block (Ga and or N, in

case of GaN) to the surface. The second contribution comes from the concentration of

growth species draw from the solution in front of the growing face of a crystal. In same

context, the transport rate to replenish consumed complex ions is important and

determining if slower than the decomposition rate and successive growth step. Known

from the HVPE of GaN on foreign substrate (sapphire in this case) is that the limit for the

kinetic stability of the growth rate of wurtzite GaN was not yet reached at

vgr¼ 150 mmh�1 for (0001) GaN [97], nor was it at higher vgr¼ 240 mmh�1 for the HVPE

growth on practically strain-free ammonothermal seed crystals [40]. Both numbers are

much higher compared to the highest reported growth rate for ammonothermal (0001)

GaN with vgr¼ 40 mmh�1 [98].

Unlike relatively simple, well-understood systems (e.g., NaCl dissolving in H2O,

resulting in a solution consisting of metal aquo complexes of the formula ½NaðH2OÞ8�þ
and strongly solvated chloride ions, with each being surrounded by an average of six

molecules of H2O [99]), the understanding of ammonothermal chemistry (i.e., which

intermediates are present and at what concentration at a given high pressure and

temperature) is very low.

A number of phases with potential relevance to the ammonothermal chemistry under

growth conditions within the acidic system Ga–N–H–X with X¼ I, Br, Cl, F and a basic

system Me–Ga–N–H with Me¼ Li, Na, K are known, such as [Ga(NH3)]F3, [Ga(NH3)5Cl]

Cl2, KGa(NH2)4, etc.; see Refs [65,66,91,99–106].

Pentaaminechlorogallium (III) dichloride, ½GaðNH3Þ5Cl�Cl2, has been proposed to be

an effective precursor for the growth of GaN. It has been synthesized at 840 K [101],
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suggesting that it might be thermally stable under conditions applied for the ammo-

nothermal growth of GaN when using NH4Cl as mineralizer. The building blocks are

cationic ½GaðNH3Þ5Cl�2þ octahedra surrounded by distorted cubes of chlorine anions.

The latter can relatively easily disconnect from the cationic octahedra in a given envi-

ronment so that the double positively charged ½GaðNH3Þ5Cl�2þ might be present in

sc–NH3 with NH4Cl dissolved. This, in turn, might explain the higher growth rate of the

ð0001Þ face in comparison to the (0001) face; a positively charged growth species such as

½GaðNH3Þ5Cl�2þ is likely to be attracted by the negatively chargedð0001Þ face rather than

the positively charged (0001) face. It had been noted earlier [107] that a major process

seems to govern the chemical equilibrium because the Arrhenius plot from the solubility

chart unambiguously revealed a linear slope (see Section 15.3.4).

Roos et al. studied the thermal decomposition of ammonothermally synthesized

(NH4)3GaF6 under elevated NH3 pressure using powder XRD. Ga(NH3)F3 and

Ga(NH3)2F3 were obtained in the ranges T¼ 493–503 K and T¼ 513–533 K, respectively,

and GaN was obtained at T� 613 K [104]. To continue with the fluorine system, several

potential intermediates are known [99,101–104]; however, precise data on thermal sta-

bility within the p-T range of interest for the ammonothermal growth is not known;

neither is it clear whether or not there are other species present. The same can be said for

the other halogenides as well as for the metal ions in the ammono-basic systems.

The use of a quasi-transparent reactor with the chance to employ a probe to inves-

tigate chemical reactions seems to be an attractive option; however, a serious drawback

is the corrosive nature of the chemistry in use as well as high p-T conditions required to

successfully run an ammonothermal reaction leading to the crystal growth of GaN at

suited high rates and quality. A first step toward gaining some understanding was the

construction of a quasi-transparent high-pressure high-temperature ammonothermal

cell for UV/VIS transmission spectroscopy [107]. There, a light beam passing the cell

through sapphire windows is the probe to monitor changes in the chemical environment

inside the cell upon modifiyng the temperature. A typical spectra recorded from the

system GaN–NH4Cl–NH3 at various temperatures shows a steady decrease of the total

intensity for 558 K� T� 679 K.

15.3.4 Solubility in Ammonothermal Growth

The necessity for a solubility-enhancing specimen (i.e., a mineralizer) has an impact on

the solubility of GaN in that the mineralizer will add to the complexity of species present

in the solution. Two different types of mineralizers are found to be suited to this process:

the acidic and the basic mineralizer. Table 15.1 provides an overview on some earlier

work employing a wide range of acidic, basic, and neutral salts for their potential as

mineralizers. Downselected and commonly used mineralizers in ammonothermal

crystal growth runs are NaNH2 and KNH2 as basic mineralizers and NH4X with X¼ F, Cl,

I. Other alkali metals (group I elements of the periodic table of elements) such as

rubidium (Rb) and cesium (Cs) have not proven to be superior to either NaNH2 or KNH2.
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Lithium (Li) has a very small ionic radius; hence, it has potential to diffuse into the

wurtzite GaN structure and also might form stable nitrides. Adding hydrogen (H) to the

NH�
2 anionic group would simply form NH3; thus, no mineralizer effect will be observed.

Francium (Fr) is highly radioactive with a very short half-life; therefore, Fr is out of

consideration. Alkaline earth metals are known to form stable nitrides and will therefore

incorporate into the GaN crystal structure.

Moving over to the acidic mineralizers, bromine (Br) has been found to have a much

lesser effect on the solubility of GaN than fluorine, chlorine, or iodine. The latter is the

largest of the four group-VII elements of relevance; astatine (At) is radioactive with a

half-life time of 8.5 days and is a product of the decay of Fr. An advantage of the acidic

mineralizer NH4Cl over basic mineralizers, such as KNH2 or NaNH2, is the high solubility

in NH3 already at room temperature, where 124 g NH4Cl (T¼ 297.95 K), 3.6 g KNH2

(T¼ 298.15 K), and 0.163 g NaNH2 (T¼ 293.15 K) per 100 g NH3 were reported [108]. This

suggests that a larger amount of GaN could be dissolvable in NH3 containing an acidic

mineralizer in comparison to a basic mineralizer. Also, the reaction between NH3

saturated with the mineralizers and Ga-containing feedstock might commence at rela-

tively low temperatures.

The solubility of GaN under ammono-acidic conditions using NH4X with X¼Cl, Br,

I has been studied by groups from Tohoku University in Sendai, Japan [109,110].

A high-pressure cell with a volume of 10mL was used at pressures around 100MPa

[107]. Experiments were conducted for 120 h under isothermal conditions to avoid

transport and successive recrystallization of the dissolved GaN. Polycrystalline HVPE

GaN has been used as precursor. Figure 15.16 shows the solubility of GaN in NH4Cl-

containing NH3. It becomes clear that an increase of the concentration of NH4Cl as

well as temperature results in an increase of GaN in the solution. Also shown in

Figure 15.16 is the solubility of the isostructural AlN under similar T and molar ratio

NH4Cl/NH3 of about 0.032. AlN shows a somewhat higher solubility than the GaN.

FIGURE 15.16 Solubility of GaN and some AlN in
ammono-acidic solutions. (Reprinted from
Ref. [78] with permission.)
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Increasing the acidity of the solution by adding NH4I lowers the solubility of AlN.

Derived from the single exponential growth of the concentration of GaN for

523K� T� 873 K, we have calculated the energy of formation DHF¼ 15.9 kcal mol�1

[107]. It was found that this value is independent from the concentration of miner-

alizer in NH3 and will provide a tool to calculate the overall energy needed to control

the solubility of GaN, thus controlling the growth of GaN under acidic ammono-

thermal conditions for a given system.

It is well established that the acidic mineralizer NH4X (X¼Cl, Br, I) shows an increase

in the acidity with increasing ionic radius of the halogen; that is, the ligands X determine

the concentration of free NH�
2 in the solution. The increasing acidity, on the other hand,

goes along with an increasing fraction of self-nucleated cubic GaN, space group F43 m,

as evidenced by powder XRD [78]. However, this is strictly true only for the growth of

GaN without providing a seed crystal of hexagonal GaN. Adding a wurtzite-type GaN

seed crystals at growth conditions otherwise producing cubic GaN upon self-nucleation

has yielded 100% hexagonal-phase GaN. As a side note, the company of oxygen in the

system at high levels at >1018 cm�3 causes the formation of crystalline gallium oxide

(Ga2O3, space group R3 c) as precipitates if unseeded growth was performed. A hailed

effect of increased acidity is the increase of the yield of GaN, indicated by the quantity of

used up GaN precursor, as shown in Figure 15.13 [78].

Although employing NH4Cl does not substantially change the yield over increased

temperatures from 633 K to 823 K, the effect that the mineralizers NH4Br and NH4I have

is clearly seen: the yield is increased at T� 723 K. Also seen in Figure 15.13 is that phase

stability to the favor of the hexagonal phase is better achievable at T� 773 K when NH4Br

and NH4I are used, which is in agreement to work reported by Purdy et al. [61].

Because the dissolution of GaN occurs in two principal steps, as has been discussed in

Section 15.4, the solubility of GaN is governed by the stability range of the intermediates

that have been formed in a given chemistry. Temperature, pressure, and the initial

concentration of the mineralizer in the ammonia host will therefore affect the solubility

of GaN. For example, it was believed until recently that NH4Cl as a mineralizer will result

in a positive gradient for the solubility. With higher T, more GaN can be dissolved.

However, Yoshida et al. [76] described their observations of changing solubility behavior.

The solubility changed from a positive to those with a negative coefficient (also known as

retrograde solubility) at T> 923 K and p w110MPa. Crystal growth is now enabled in the

hotter zone of the vessel. This is the first such observation from any acidic ammono-

thermal system.

Much less data are available for the ammono-basic crystal of GaN. Wang and

Callahan have reported that the most favorable conditions for the growth of GaN under

basic ammonothermal conditions with either purely KNH2 or mixed KNH2þ KN3 as

mineralizers are at Tw 823 K in the hot zone where the crystals are growing and

p¼ 172–310MPa with the NH3 fill at >60% [91].

Hashimoto et al. [111] estimated the solubility of GaN in NH3 with NaNH2 as

mineralizer by measuring the weight loss of polycrystalline GaN after immersing and
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soaking in the supercritical solution, followed by a sudden release of the solution.

They also reported a change of the solubility from a positive to a negative gradient at

Tw 873 K.

15.3.5 Growth Rates and Morphology

Unsurprisingly, the growth rate weighs heavily on the overall economy of a crystal

growth process, strongly determining the price of wafers cut from the grown crystals.

Generally, the growth of a single crystal from a solution is a much slower process than

growth from the melt; reasons for that have been discussed extensively in the literature

(e.g., Ref. [112]). However, the growth of a large number of crystals in parallel in the same

vessel during a growth cycle—as is common practice for the case of hydrothermal

growth of quartz [113], where more than 1000 crystals are growing at the same time in

one autoclave—gives the ammonothermal technique huge leverage over methods where

a single or a small number of GaN crystals are produced in parallel.

The growth rate asdetermined fromexperiments is a functionof the concentrationof the

mineralizer, the absolute temperature, and temperature gradient between dissolution and

growth zone in the vessel. A growth rate exceeding 2 mmh�1 for long-term growth cycles

requires�1mol%NH4Cl per 1MNH3; higher growth rates close to 4 mmh�1 were achieved

in experiments [88]. A stable growth rate around 4 mmh�1 could already be satisfying for a

mass-production of GaN by the ammonothermal route, but it requires the use of large-size

vessels containing hundreds of GaN seed crystals per single growth cycle [60].

Growth rates for crystals produced in solution systems are typically slower than those

from the melt: in cases of some flux growth, a vmax¼ 72–180 mmh�1 was reported [114].

In the production of large-size hydrothermal a-SiO2 and ZnO crystals, typical growth

rates of 20–40 mmh�1 and 10–15 mmh�1 were observed for the (0001) planes to manu-

facture large-size and low-defect crystals, respectively [9].

Interestingly, the growth rates of GaN obtained for the acidic and basic ammono-

thermal systems are very similar. This becomes clear from Table 15.2, in which growth

rates are listed for ammonothermal GaN yielded under different ammono-acidic and

basic conditions.

In Figure 15.17, Bao et al. have summarized the growth rate under different ammono-

acidic conditions as function of system pressure [75]. The highest rates of vgr¼ 12 mmh�1

and 9 mmh�1 were achieved for growth on m- and c-plane seeds, respectively, when

employing NH4F as mineralizer.

Ammonothermal GaN crystals exhibit a number of well-known surface morphologies.

Figure 15.18 shows a large size (0001) GaN crystal with a few hillocks. The source for the

hillocks typically are threading dislocations, with the Burgers vector directing toward the

growth direction of the respective crystallographic plane.

Pimputkar et al. conducted some detailed studies on the morphology of GaN grown

on ð1010Þ seed crystals [93]. Mounds, actually depicting hillocks, were found for on-axis

growth on ð1010Þ seed crystals. This changed with increased off-orientation toward

Chapter 15 • High-Pressure, High-Temperature Solution Growth 607



f1120g, and large steps or slate-like morphology has been observed. If the off-axis tilt was

�20�, tetrahedrally shaped pyramids were found to cover the surface. Figure 15.19 shows

the cross-sectional view of a grown GaN crystal on an off-oriented seed. A tapered growth

is noted. The resulting grown crystal face is composed of microfacets toward ð0001Þ.

15.3.6 Doping under Ammonothermal Conditions

Doping under high pressure from a liquid solution, which is in its supercritical state in

the case of the ammonothermal technique, and consequently crystal growth near the

thermodynamic equilibrium, has several limitations. The building blocks (Ga and N

atoms to form the host GaN and a doping atom) are transported to a growing facet as

part of an intermediate phase (also referred to as metastable phase in crystal growth),

which is dissolved in the solvent. The concentration c of such intermediate dissolved in

the hosting solvent depends on the concentration of mineralizer, system pressure p, and

temperature T. The thermodynamic stability of the dopant-containing intermediate in

any case is different from the one delivering the building blocks to form the host GaN.

FIGURE 15.18 A 55-mm long (0001) GaN crystal exhibiting a few hillocks. (Courtesy of Ammono S.A.; reprinted
with permission).

FIGURE 15.17 vgr vs pressure for ammono-acidic
growth conditions. (Reprinted from Ref. [75]
with permission.)
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Given the above considerations, the bandwidth for doping of GaN will be rather

limited. The control of dopant concentrations will hardly be comparable to vapor phase

growth methods, such as MOCVD, where the growth occurs far away from the ther-

modynamic equilibrium compared to the ammonothermal growth of GaN.

To control doping levels in a crystal, it is necessary to reduce the levels of relevant

impurities—that is, those contributing to modification of the Fermi level, acting as donor

or acceptor. Table 15.3 gives the impurity levels reported for GaN grown under ammono-

basic and acidic chemistry in comparison to ultra-pure HVPE-grown GaN.

An early attempt to get oxygen by introducing rare-earth (RE) ions in the solution was

reported by Dwilinski et al. [64]. It was suggested that these RE ions do form stable

oxygen-containing phases, which are not incorporated into the GaN wurtzite lattice. It

could, however, be the case that the concentration of these undisclosed RE ions was

below the detection limit for PL.

Zajac et al. [118] grew GaN doped with manganese (Mn), iron (Fe), chromium (Cr),

and zinc (Zn) under ammono-basic conditions. Metal precursors were used to add to the

(b)(a)

FIGURE 15.19 (a) Schematic of the cross-sectional view of a grown crystal on an off-oriented seed, showing the result-
ing growth front being composed by off-oriented microfacets toward ð0001Þ. (b) AFM (Atomic Force Microscopy) scan
of a newly formed surface on a 5� off-oriented seed crystal. (Reprinted from Ref. [93] with permission.)

Table 15.3 Impurity Levels in Unintentionally Doped
Ammonothermal GaN Crystals Grown under Ammono-Basic and
Acidic Conditions in Comparison to Ultra-Pure HVPE-Grown GaN
[75,89,91,115–117]

Element
Ammono-Basic
(atoms cmL3)

Ammono-Acidic
(atoms cmL3)

HVPE
(atoms cmL3)

Si �3.5� 1018–1� 1019 9� 1014–1019 1.5� 1017

O 1017–1019 8� 1018–1020 <7� 1015

Fe �2� 1017 1017–1020 <1� 1015

Ni <8� 1015 1017–1020 <3� 1015

Cr / 1015–1018 2.2� 1014

K �1020 / /
Pt <5� 1016 �1016 /
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chemistry, but CrBr3 was found to be more suited for doping Cr. GaN:Zn yielded an

intense blue emission, peaking around 3.3 eV. Manganese can be doped at <1%, whereas

Fe (0.03%) and Cr (<0.02%) turned out to be less efficient as dopants.

Initially thought to capture residual oxygen (O) in the ammonothermal solution,

doping with erbium (Er) has been reported by Adekore et al. [119]. Erbium concentra-

tions of 1� 1017 cm�3 and 1� 1018 cm�3 in the N- and Ga-polar sectors, respectively,

have been observed. Photoluminescence spectra were recorded at T¼ 15 K, revealing a

strong band edge emission around 3.495 eV from the Ga-polar face due to free exciton

(FE) and at 3.475 eV due to neutral donor bound exciton (D0X) from the N-polar face;

donor acceptor pair (DAP) and its corresponding longitudinal optical phonon replica

occurred at 3.277 and 3.185 eV, respectively.

The control of electrical conductivity in ammonothermal GaN can be done by

incorporating oxygen, a practice applied to HVPE GaN, where doping levels of

2� 1019 cm�3 have been achieved for n-type material. Highly resistive substrates have a

concentration of donors and acceptors of about 1019 cm�3 [116]. There have not been

more reports published on the in-situ doping of ammonothermal GaN, but this will

certainly change in the future as more sources for ammonothermal GaN wafers arise.

15.3.7 Properties of Ammonothermal GaN

The crystallinity of ammonothermal GaN as measured by XRC is already exceeding that

of any GaN grown by any other method. FWHM of 16 arcsec for the symmetric (002)

reflection and 17 arcsec for the asymmetric (201) reflection are routinely observed on

material from Ammono S.A. (see Table 15.2).

A yellow coloration is typically seen for ammonothermal GaN, apparently indepen-

dent from the chemistry in GaN grown under ammono–acidic or basic conditions. Little

is known as to what the cause for such coloration in ammonothermal GaN is, and

consequently how to reduce or even avoid it.

Based on the principal impurities O, H, and C in their crystals, with impurity leveling

in the 1018 cm�3 range under ammono–acidic conditions, D’Evelyn et al. [74] suggested

that H-related defects may be a major cause for optical absorption (a) tailing from the

band edge into the near-UV and violet range of the spectrum of light. Fourier-transform

infrared spectroscopy (FTIR) was measured on as-grown, polished samples, and a

series of sharp features centering around 3175 cm�1 was observed. Hydrogen can bind

to Ga vacancies (VGa) and N-H bonds can be formed by capping dangling bonds on

some or all of the 4 N atoms surrounding the VGa (i.e., VGaHn with n¼ 1, 2, 3, or 4).

High-temperature annealing as a possible path to improve optical transmission has not

been reported yet.

Table 15.4 summarizes data on the optical absorption of the two main growth sectors

(0001) and ð0001Þ, which constitutes the two basal planes of wurtzite GaN. The differ-

ence in the surface energy between each plane explains the different a due to variances

in the nature and concentration of impurities. There seems to be no crucial dependence
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in a from the chemistry of the growth environment, although more data must be

gathered to make a definitive statement.

Jiang et al. measured the optical absorption coefficient a of free-standing GaN grown

by the SCoRA technique at room temperature [96]. Figure 15.20 shows some represen-

tative graphs for (0001) GaN samples. Both end faces were polished to optical grade. The

progress achieved over a short period of time is demonstrated by comparing results

obtained from characteristic specimens grown during the years 2011 and 2013 in

comparison to a commercial epi-ready HVPE-GaN wafer. At the wavelength important

for blue emitters, ʎ¼ 450 nm, the recent SCoRA GaN shows a of approximately

0.75 cm�1, which is smaller than for the HVPE sample (i.e., aw 1.5 cm�1). At ʎ¼ 410 nm,

the absorption coefficient for the SCoRA and the HVPE sample is equal at aw 2 cm�1.

This demonstrates that optimized ammonothermal crystal growth technology is suited

to manufacture GaN that meets the specifications required for fabricating LED struc-

tures. The average dislocation density for the SCoRA sample has been measured at

7� 104–1� 106 cm�2, as revealed by counting etch pits compared to the mid 106 cm�2

Table 15.4 Optical Absorption of Ammonothermal (0001) and
ð0001Þ GaN Grown under Ammono-Basic and -Acidic Conditions

Basic/Acidic
Mineralizer

a450 (cmL1) a400 (cmL1)

References(0001) (000–1) (0001) (000–1)

Basic 5 7.5 10 15 [92]
Basic w1.6 w5 (Ow 1018 cm�3) [116]
Acidic <1 <4 [96]
Basic 3.8 / [117]

FIGURE 15.20 Optical absorption
coefficient of ammonothermal
and HVPE GaN.
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range for the HVPE wafer. The lowest dislocation density has been reported for

ammonothermal GaN crystals grown by Ammono S.A.

Letts et al. [117] reported on experiments in ammono-basic chemistry where Na2O

was deliberately added as a source for oxygen. Increasing the concentration of Na2O

clearly led to increased a. Under best growth conditions, aw 5 cm�1 for the oxygen

concentration of 1� 1019 cm�3 (Na2O¼ 0) but increased to a> 100 cm�1 upon adding

1.1% Na2O.

To reduce the impurity levels in growing crystals, the entire chain for handling and

preparation of an ammonothermal crystal growth experiment must use high-purity in-

gredients in an oxygen-free atmosphere in a glove box, extensively vacuuming the

autoclave before filling with NH3, and so forth. Figure 15.21 shows a transparent (0001)

GaN crystal grown under improved ammono–basic conditions [90].

The thermal conductivity in ammonothermal GaN crystals produced under ammono-

basic conditions decreases with increasing oxygen content from 220Wm�1K�1 (O level:

1017 cm�3) to 170Wm�1K�1 (O level: 1019 cm�3) and is 140Wm�1K�1 for SI-GaN [116].

TopGaN and IHPP PAS have demonstrated high-power laser diode devices, both

single-emitter laser diodes and laser diode arrays, fabricated on ammonothermally

grown GaN crystals from Ammono S.A [120]. The laser diodes structures were grown by

metaloorganic chemical vapor deposition (MOCVD) and molecular beam epitaxy (MBE)

methods. The single-emitter laser diodes emitted at 395–450 nm with a typical threshold

voltage of 4.5 V at 2.5 kA cm�2. For the sixteen-emitter laser diode array, the maximum

optical power demonstrated was 4W at 6 A. The operation current density was around

18 kA cm�2. It offers the possibility of obtaining a lifetime exceeding 5000 h. These results

indicate the great potential of nitride laser arrays manufactured on ammonothermally

grown GaN substrates for making very high-optical-power emitters for large television

and movie projectors.

FIGURE 15.21 A transparent GaN crystal grown under ammono-basic conditions. (Reprinted from Ref. [90] with
permission.)
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15.3.8 Prospects and Future Developments for Ammonothermal GaN

Given the few research groups involved, also in comparison to the development of HVPE

technology, for example, the ammonothermal bulk growth technique for GaN has come

a long way since the first attempts commenced in the 1990s. Although limited, ammo-

nothermal GaN wafers and substrates are now commercially available. Figure 15.22

shows a 2-inch (0001) wafer manufactured by Ammono S.A [7].

It is within expectation that GaN epi-ready wafers fabricated from ammonothermal

GaN boules will enter the market for electronic and opto-electronic substrates in the

near future; however, it is speculative to say at what quantity this will happen. Although

the high structural integrity of ammonothermal GaN crystals is now a widely accepted

fact, some issues to be resolved remain: (1) defined doping to yield n-type and semi-

insulating electric conductivity; (2) scaling the hardware to enable the growth of a

large quantity of GaN boules from which to fabricate 4-inch, 6-inch, and even larger size

wafers in the future; and (3) a stable high growth rate to permit for optimized and

economic growth cycles.

15.4 Overall Summary with an Outlook
into the Future

It has been shown that crystals grown by HNPS and ammonothermal methods are of

high structural quality, each of which grown under completely different temperature-

pressure ranges. They have uniform and unique properties, which allow their use as

substrates for building laser diodes and other electronic devices. The main disadvantage

of HNPS is a low growth rate, which slows down the progress toward cost-efficient mass

production. The ammonothermal technique has already demonstrated growth rates

FIGURE 15.22 A 2-inch wafer grown under ammono-basic conditions. (Courtesy of Ammono S.A. Reprinted with
permission).

Chapter 15 • High-Pressure, High-Temperature Solution Growth 613



large enough to be economical. An important factor for the development of the dis-

cussed methods is the need for lattice-matched, low-stress native seed crystals on which

to nucleate and grow high-quality GaN. It was shown that GaN crystals grown by

the same methods (and in case of the HPNS method, even by the HVPE technology) can

be used.

Looking into GaN crystal manufacturing, in the case of using crystals grown by the

same method as seeds, access to high-quality substrates to grow device structures

initially is very limited. All high-quality crystals might be used to multiply the number of

existing crystals to generate a sufficient amount of seed crystal for production. When

using foreign seeds, such as HVPE-GaN, which are commercially available already, the

quality of the seeds decides the quality of the material to be grown on them. It should be

noted that the structural quality of commercial HVPE-GaN is still not very high (high

defect density, low bowing radius). The third factor impacting the technology relates to

scalability. High pressure is used for both methods discussed in this chapter; conse-

quently, high-pressure containing vessels are required to operate at high temperatures.

As was shown, up to 2-inch bulk crystals were demonstrated (although in case of the

ammonothermal technique, it is expected that crystals larger than 2 inches might be

demonstrated soon). This might be more challenging for the HNPS technique.

Next, it was demonstrated that the combination of HNPS and HVPE or ammono-

thermal and HVPE method provides an opportunity to obtain high-quality GaN crystals

by the HNPS method. This could be a new, repeatable, and scalable route toward the

growth of high-quality GaN. A great challenge, however, is to solve the question on how

to increase the lateral size of this new material.

Finally, with several enterprises currently working toward a viable ammonothermal

growth technology, it seems imminent that the ammonothermal technique could

occupy a big share of the total market for GaN substrates. The best GaN substrates in

terms of stress and lattice perfection are ammonothermally grown; the first demon-

stration of highly transparent material, comparable to best-in-class HVPE GaN, is

another point of strength for the ammonothermal GaN. Finally, it must be proven that

ammonothermal and HNP-grown GaN substrates can compete with the available HVPE

substrates in terms of cost.
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16.1 Introduction
Novel semiconductor materials show bandgap energies greater than 3 eV, which exceeds

the classical definition of a semiconductor. Nevertheless, they can be doped (i.e., made

n-type or p-type conducting) by introducing neighboring elements from the periodical

table, in a way conventional semiconductors are. Out of these wide bandgap materials,

gallium nitride (GaN) caused the solid state lighting revolution in optoelectronics and

enabled the fabrication of blue laser diodes, silicon carbide (SiC) is about to take high

shares in high power electronics, and aluminum nitride (AlN) is a promising material for

UV optoelectronics. Other materials are also expected to find their applications, but are

not in the scope of this work.

SiC, AlN, and GaN have in common that they crystallize in close-packed structures

with strong, partly ionic bonding. As a consequence, these materials exhibit a very high

thermal stability (e.g., melting point) and mechanical strength. The latter ensures their

unique applicability for devices operating in a harsh environment, but also presents

serious challenges to grow them as bulk single crystals. In the case of SiC, formation of

different polytypes (modifications with different stacking sequences of the Si-C bilayers

along the hexagonal c-axis direction) further complicates crystal growth. Providing

conditions for melt growth is impossible or at least extremely difficult because the

materials dissociate before they melt, and there is hardly any crucible material available

that sustains against the molten compounds.

Unfortunately, most wide bandgap materials are not easily grown from solution

either. For example, the solubility of nitrogen in liquid gallium is extremely low at

atmospheric pressure and temperatures of GaN stability. It increases with pressure and

temperature but is still limited to about 1 at.% even at pressures up to 2.0 GPa and

temperatures of about 1600 �C. Thus, to overcome limitations of solubility and the

challenges of melting conditions, alternative approaches have been developed, such as

solvothermal growth, flux-mediated growth, or vapor transport growth. In fact, today

vapor transport by sublimation or hydride vapor phase epitaxy (HVPE) is the common

technique to produce bulk crystals of the most prominent and advanced wide bandgap

semiconductor materials, SiC, AlN, and GaN.
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16.2 High Temperature Sublimation Growth of Wide
Bandgap Materials (SiC and AlN)

16.2.1 Brief History and Applications of Bulk SiC and AlN Growth

Today, bulk SiC and AlN crystals are almost exclusively grown by physical vapor

transport (PVT). In this method, sublimation is used to facilitate the transport, mediated,

e.g., by a concentration gradient that is induced by a temperature gradient, from the

hotter source to the colder growth area, where the species recondense to form a crystal.

While there are significant differences in growth technology, many common features

allow for a unified discussion of growth of bulk SiC and AlN by PVT. Note that alternative

growth methods like high temperature hot-wall chemical vapor deposition (HT-CVD)

[1a,1b] and high temperature solution/flux growth [2], as well as PVT variations using a

gas inlet [3], liquid precursors [4], or the sandwich sublimation method [5a,5b] are also

investigated for bulk growth, but currently remain at a research level due to unresolved

restrictions in crystal size, growth rate, or yield.

The first industrial synthesis of bulk SiC was performed around 1890 by E. G. Acheson

[6] to utilize its hardness as an abrasive powder. In 1955, J. A. Lely [7] developed labo-

ratory furnaces that replicated an isolated Acheson druse by heating a cave formed by

SiC powder feedstock, either carefully arranged or stabilized by a porous graphite

cylinder, within a graphite crucible (Figure 16.1(a)). At around 2600 �C in an argon

atmosphere of about 1 bar, the SiC sublimates and SiC crystals nucleate and grow

attached to the inner walls. The technological breakthrough was paved around 1976

when Yu. M. Tairov and V. F. Tsvetkov [11a,11b,12a,12b] modified the Lely-type growth

process by separating the growth room into a (hotter) source and a (colder) growth

area and mounting a SiC seed in the growth area. The seed crystal sets up the orienta-

tion, the initial diameter, and in most cases also the polytype of the growing crystal. The

seeding also enables steady improvement of crystal quality and diameter by repeated

growth on seeds prepared from previously grown crystals. Vodakov (1974) invented

carburized Ta crucibles for SiC growth [13], and Ziegler (1983) employed an alternate

FIGURE 16.1 Schematic cross-section drawings of hot zone setups used for SiC bulk crystal growth. (a) Lely setup
[7], (b) Ziegler setup [8a,8b,9], (c) modified PVT setup as typically used today [10], 1: graphite crucible, 2: SiC
source material, 3: optional porous graphite cylinder, 4: growing SiC crystal(s), 5: SiC seed.
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setup design with seed-down configuration [8a,8b], which was later used by Barrett

et al. [9] (Figure 16.1(b)), but both were superseded during the 1990s by the design now

commonly used [10] (Figure 16.1(c)).

In the 1980s, SiC substrates were first used to produce blue light emitting diodes

(LEDs) [8], however, with low efficiency, as SiC is an indirect semiconductor. Later on,

SiC was used as substrate material for InGaN/GaN LEDs. At the same time, SiC was

successfully reconsidered as a promising material for high power electronics [14,15]. The

crystal diameter steadily evolved, with 2-in, 4-in, and 6-in SiC substrates available

commercially in 1999, 2005, and 2013, respectively [16]. While power electronics based

on 4H-SiC is now established, and semi-insulating 4H-SiC substrates are used in GHz

electronics, 6H-SiC as substrate for GaN-based optoelectronics was widely replaced by

more cost-effective sapphire and silicon. Consequently, the focus in bulk SiC growth

shifted from 6H-SiC to 4H-SiC. A part of SiC bulk production is used for gemstone

manufacture [17].

The first serious attempts to grow bulk AlN single crystals dates to the 1960s [18,19].

AlN powder, sometimes also liquid Al, was used as source material in an atmosphere of

nitrogen at temperatures exceeding 1700 �C. The experiments were conducted in

carbon-containing setups (Figure 16.2(a)), which, however, led to highly contaminated

crystals. In 1976, G. A. Slack and T. F. McNelly achieved mm-sized AlN single crystals

with high purity [20,22a,22b] by using a type of Piper–Polich [23] growth technique, in

which a sealed tungsten crucible was moved through a hot zone of an inductively heated

furnace (Figure 16.2(b)). However, research on growth of large-area AlN bulk single

crystals only started in the late 1990s with the advent of wide bandgap semiconductor

research. Single-crystalline AlN is considered a preferential substrate material for UV

optoelectronic applications (LEDs, lasers, and sensors), where devices contain epilayers

of group III-nitride alloys with high Al content [24]. After some preliminary concepts [21]

(Figure 16.2(c)), the successful SiC crucible design (Figure 16.1(c)) was widely adopted

for AlN bulk growth, while using tungsten or tantalum carbide as hot-zone materials

FIGURE 16.2 Schematic cross-sections of growth setups historically used for AlN bulk crystal growth. (a) graphite-
based setup after Pastrnak et al. [19], (b) tungsten-based setup after Slack [20], (c) graphite-based setup for
seeding on SiC after Balkas at el. [21]. 1: graphite parts (a heater, b tube/crucible, c boat, d sleeve); 2: liquid Al;
3: growing AlN crystal(s); 4: tungsten or rhenium parts (a heat shields, b rotating welded crucible with leak hole,
c inner liner); 5: AlN source material; 6: SiC seed.
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(see below). As of today, a few companies and research groups have demonstrated AlN

single crystals of up to 2-in diameter. But worldwide AlN wafer production is still very

small as compared to SiC.

16.2.2 Crystal Growth by High Temperature Dissociative Sublimation
(PVT Method)

16.2.2.1 Growth Conditions
Several phase diagrams based on calculations and experimental data exist for the Si-C

[25,26] and the Al-N [22a,22b,27] system; SiC (different polytypes are usually not

accounted for [11a,11b,28].) and AlN are the only binary compounds in those systems. At

about 2830 �C, SiC undergoes peritectic decomposition into solid C and a Si-based liquid

containing about 13 at.% of carbon (Figure 16.3). In the interesting temperature range

(T> 660 �C), AlN is in equilibrium with liquid Al or gaseous N2. A liquid is expected to

form at the decomposition point, whose composition however remains unclear. In any

case, formation of a liquid at a given pressure represents the upper limit for crystal

growth, as it will inevitably destroy the growing crystal or the setup.

Figure 16.4 shows calculated temperature-dependent partial pressures of gaseous

species involved in the decomposition [22a,22b,29–31]; the occurrence of different

species in the gas phase will be discussed later on. Assuming that the total partial

pressure of growth species has to be at least 1 mbar to facilitate bulk growth by PVT,

reasonable growth rates for SiC bulk growth can be achieved only at temperatures

exceeding 2100 �C [28]. In contrast, the Al partial pressure over AlN provides sufficient

evaporation for mass transport already at 1600 �C, but due to insufficient surface adatom

FIGURE 16.3 Phase diagram of the
SiC-System (p¼ 1 bar) after Kleykamp
et al. [26] (solid and slashed lines) and
after Scace and Slack [25] (dotted line).

Chapter 16 • Vapor Transport Growth of Wide Bandgap Materials 625



mobility and N2 chemical activity, only very thin needles form [30]. Higher temperatures

are beneficial for increasing both growth rate and surface kinetics, i.e., helping the atoms

to properly arrange themselves at the surface.

Sublimation into vacuum is possible but leads to high deposition rates and poly-

crystalline growth due to lack of growth control. Transport and deposition during growth

is regulated by buffering, i.e., using an additional “inert gas.” For SiC, mostly argon is

employed; AlN is grown with N2 “in excess.” To control and set psys during growth, the

crucible has to be semi-open. The inert gas is introduced in the outer setup area at a

controlled flow rate, and excess gas is pumped to exhaust. This implies that also a

fraction of vapor species evades the crucible during growth, which influences the gas

phase composition in the hot zone and may alter growth conditions.

The process windows for stable growth of SiC or AlN depend on the polytype and

growth orientation (polarity). 4H-SiC single crystals are reported to grow at temperatures

below 2300 �C. The temperature limit for 4H-SiC growth is associated with the stoichi-

ometry in the gas phase [11a,11b,28]; reasonable growth rates can still be achieved by

lowering the pressure to psys¼ 5 mbar [32]. In contrast, 6H-SiC boules are grown at

2300–2500 �C and psys¼ 5–50 mbar [33]. The reported growth temperatures vary, prob-

ably due to differences in pyrometer measurement. Formation of polytypes is also

sensitive to stoichiometry and abundance of impurities in the gas phase [11a,11b], and to

polarity of the growth surface. Growth of 4H-SiC is only stable on C-polar or non-polar

planes, while it converts to 6H or 15R during growth on Si-polar SiC basal planes [33,34].

FIGURE 16.4 Calculated partial pressures for (a) SiC under C-rich conditions after Lilov [29], and (b) AlN under
N-rich conditions after Slack and NcNelly [22a,22b] (note the different ordinate).
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6H-SiC [35] and 15R-SiC [36] are grown with better structural quality and lower risk of

polytype inclusions on the Si-polar basal plane. This is attributed to different surface

energies of the crystal planes, leading to different surface kinetics and morphology (see

below). AlN bulk growth is performed at temperatures ranging from 2000 to 2300 �C.
Higher temperatures and supersaturations seem to stabilize N-polar growth [37], but

influence of impurities is also under discussion. Typically, psys is chosen in the range of

300–900 mbar, while the dependence of pressure on growth rate is not as sensitive as in

the case of SiC [31,38].

Understanding of sublimation growth of SiC and AlN remains limited due to un-

avoidable presence of impurities at the high temperatures employed for crystal growth.

They may significantly change growth behavior via impurity-assisted transport of growth

species [39,40], or by acting as surfactants, altering kinetic barriers at the growth surface

[41,42]. As a consequence, preparation of highest purity starting materials is not only

mandatory to control semiconductor properties of the grown crystals, but it is also

necessary for stable and reproducible crystal growth.

16.2.2.2 Considerations from Growth Theory
Under thermodynamic equilibrium, the pressure, p, and the temperature, T, where a

solid-to-gas phase transition of a single component occurs are linked by the

Clausius–Clapeyron equation:

dp=dT ¼ DH=ðT $DVÞ; (16.1)

where DH is the sublimation enthalpy (619 kJ/mol for SiC [43] and 630 kJ/mol for AlN

[44]), DV¼ Vgas� Vsolidz Vgas¼ RT/p is the ideal gas volume (as Vgas>> Vsolid), and R is

the universal gas constant. The equation can then be rewritten as [44]:

dp
�
dT ¼ ðDH=RÞ $ �p�T2

�
: (16.2)

Applying a temperature difference DT¼ Tsource� Tseed between the hotter sublimation

(source) and the colder recondensation (seed) area, a term describing the pressure ratio

can be found by integration:

s ¼ ln
�
psource

�
pseed

� ¼ ðDH=RÞ $ ð1=Tseed � 1=TsourceÞ: (16.3)

s is called relative supersaturation, because the change in chemical potential

Dm¼�RTseed$ln (psource/pseed) represents the driving force for transport and crystal

growth. It can be approximated for small values by sz psource/pseed� 1.

The sublimation of the source material is endothermic and depends on the surface

area, in particular, on the form and grain size of the feedstock. The recondensation is

accompanied by release of latent heat. The species flow, which is induced by a difference

Dpn ¼
��p�

n � pn

�� between the actual (supersaturated or supercooled) and the equilibrium

partial pressure at the source or seed area, respectively, can be described by the

Hertz–Knudsen equation:

Jn ¼ an $ ð2pmRTnÞ�1=2 $Dpnðn ¼ seed; sourceÞ (16.4)
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where an¼ 0.1 are the (effective) sublimation/condensation coefficients, which ac-

count for the surface reactions and kinetic barriers, and m is the molar mass of the

transported species. Typically, asource� aseed due to the source material properties [45].

Note that in a multicomponent system, it is sufficient to determine the flow of the rate-

limiting species (see below) as it has the lowest supersaturation in the system, while all

the other species are provided in excess. In SiC growth, asource is often set to unity [46]. In

AlN growth, asource¼ 1 for Al species, while the dissociation of N2 at the growth interface

is considered to yield values in the range of aseed¼ 2.5$10�3 [47,48].

Natural convection is most probably absent in currently used growth geometries, as

Grashof numbers are typically below 100 even in 4-in diameter growth cells [49,50].

Similarly, Stefan flow is not considered a significant transport mechanism for SiC and

AlN sublimation growth as the inert gas concentration is several times higher than the

concentration of growth species [46]. As a consequence, the mass transport in the gas

phase is dominated by diffusion (Fick’s law):

Jtransp ¼ �D $ ðdc=dxÞ ¼ D $ ðdc=dTÞ $ ðDT=LÞzD
�
RT $ ðdp=dTÞ $ ðDT=LÞ; (16.5)

where Df T1.8/psys is the binary diffusion coefficient from kinetic gas theory, cz RT$p

is the concentration, and p¼ e�DG/RT (see Figure 16.4) is the partial pressure of the rate-

limiting species, x is the coordinate between source and seed area, and L is the source-

to-seed distance. The last expression is obtained assuming an ideal gas and neglecting

higher-order terms [44]. With Eqn (16.2), one yields:

JtranspfðDT=LÞ $ e�DG=RT
.�

T1:2 $psys

�
: (16.6)

The parameters governing the mass transport are thus T, psys, and DT/L. If the limiting

step for bulk growth is indeed mass transport, i.e., sublimation or recondensation

kinetics are considerably faster than diffusion in the vapor phase, the growth rate is

RG¼ Jtransp m/r where m is the mass and r the density of the growth-limiting vapor

species. The experimentally achievable growth rate is lower due to volatile species

leaving the semi-open crucible and reacting with the crucible materials. The growth

rate increases with increasing temperature gradient and temperature (due to the

exponential term), and with decreasing total pressure, as RGf 1/psys [44,46]. Note,

however, that often only a relatively low growth rate (typically lower than 200 mm/h)

will allow for single-crystalline growth without deterioration of structural quality. This

is achieved by applying low axial gradients of 2–10 K/cm [51] in case of AlN growth and

5–30 K/cm [10] in case of SiC growth, which restricts the supersaturation to values in

the range of 10–50%.

16.2.2.3 Dissociative Sublimation and Rate-Limiting Species
The sublimation of SiC and AlN is dissociative. Chemical reactions are involved in the

dissociation of the feedstock and the reassembling of the gaseous species when they get

attached to the crystal. The main species in the vapor phase, calculated or identified by

high temperature mass spectrometry [22a,22b,47,52,53] are shown in Figure 16.4. Other
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species appear at much lower concentrations, and their relevance for crystal growth is

negligible. Neglecting any influence of impurities, sublimation and recondensation will

occur according to the following simplified reactions [22a,22b,54]:

6SiCðsÞ#2SiC2ðgÞ þ Si2CðgÞ þ 2SiðgÞ þ CðsÞ; and (16.7)

2AlNðsÞ#2AlðgÞ þN2ðgÞ: (16.8)

Note that Eqn (16.7) only formally obeys a quantitative relation. The growing crystal

enforces stoichiometry, as the existence range of the solid compounds SiC or AlN is

confined [10], but the composition in the gas phase clearly deviates from stoichiometry.

SiC dissociates incongruently, leaving solid carbon behind, which accumulates in the

source zone. The gas phase is Si rich; it can be derived from Figure 16.4 that the relevant

ratio of atoms [29a,29b,29c],

NSi=NC ¼
�
2 $pSi2C

þ pSiC2
þ pSi

�.�
pSi2C

þ 2 $pSiC2

�
; (16.9)

is in the order of 5.10 at growth temperature. On the other hand, the volatile Si partly

reacts with the graphite crucible to form SiC2 and Si2C, and some Si is lost due to evasion

from the crucible. As a consequence, the Si excess in the vapor phase depends on the

growth setup and conditions, including the temperature gradient. Growth of SiC in semi-

open graphite crucibles is considered to eventually happen in a C-rich regime (SiC-C-

vapor equilibrium) with the danger of decomposing/graphitizing the source and—in

extreme cases—the growing crystal. In contrast, growth at low temperatures or in Ta

crucibles might be better described in a Si-rich regime (SiC-Si-vapor equilibrium).

AlN is grown with N2 in excess, and

NAl

.
NN2

¼ pAl

.
2 $pN2

z0:1: (16.10)

While excess N2 doesn’t necessarily lead to N-rich growth conditions, this is the

commonly assumed growth regime for AlN growth (AlN-N2 system). The chemical ac-

tivity of N2 is most probably governed by kinetics of the surface reaction [30]

AlðadsÞ þN2ðadsÞ#AlNðsÞ þNðadsÞ: (16.11)

Additionally, nitrogen could be dissociated by reaction with impurities (e.g., cyanogen

formation).

Consideration of a Si-rich and C-rich (or, in the case of AlN, Al-rich and N-rich)

thermodynamic system leads to different border cases with different partial pressures of

the species in the vapor phase. As a consequence, the rate-limiting species in a diffusion-

limited regime depend on both temperature and the border case under review. In case of

SiC-C-vapor equilibrium, according to Lilov [29a,29b,29c] the rate-limiting reactions and

equilibrium constants are

SiCðsÞ#SiðgÞ þ CðsÞ with K1 ¼ pSi; and (16.12)

2SiCðsÞ#SiC2ðgÞ þ SiðgÞ with K2 ¼ pSi $pSiC2
: (16.13)

The first reaction leads to carbon accumulation in the SiC source. It is calculated to

become unfeasible at T> 2270 �C, but graphitization of the source appears also at higher
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temperatures. The vapor pressure of silicon is larger than that of SiC2 at T< 2270 �C, less
than that of SiC2 at T> 2630 �C, and equal in between [29a,29b,29c]. Thus, at

T< 2270 �C, SiC2 is the rate-limiting species with s ¼ ðp�
SiC2

$p�
SiÞ=K2 � 1. For

T> 2270 �C, Si is considered as rate-limiting species with s ¼ p�
Si=K1 � 1. Above 2630 �C,

SiC starts to dissociate in the condensed phase, accompanied by formation of liquid

silicon, if no carbon source is available. For AlN growth, most recent reports see Al

transport as the rate-limiting step [30], with K ¼ pAl $p
0:5
N2
. As N2 is provided in excess and

thus psyszpN2
, Eqn (16.6) changes to [44,55].

JtranspfðDT=LÞ $ e�DG=RT
.�

T1:2 $p1:5
sys

�
: (16.14)

Detailed models have been elaborated for SiC and AlN bulk growth, including, e.g.,

release of latent heat, advective flows, growth kinetics, and possible reactions during

dissociative sublimation [56]. During the last decade, numerical modeling has become a

standard tool also in SiC and AlN sublimation growth. Even the evolution of the growth

interface and the formation of dislocations can be predicted from the heat and mass

transfer data [57]. However, different results are obtained from the models due to

different assumptions on the material properties at growth temperature, the dissociative

reactions, the rate-limiting step, mass and heat transfer mechanisms, and effective

sublimation/condensation coefficients.

16.2.2.4 Crystal Habit and Anisotropic Growth
Growth rate and growth mode strongly depend on the crystallographic orientation of the

growth interface. The differences are caused by different surface energies and kinetics.

As an example, the surface energies of SiC are 2.2 J/m2 and 0.3 J/m2 for the Si-polar and

the C-polar basal plane, respectively [58]. Impurities in the gas phase may act as sur-

factant on particular facets [42]. Also, faceted and non-faceted areas show significant

differences. As shown in Figure 16.5, SiC generally forms platelets, thus growth is slowest

on both basal plane facets [30]. Dual-seed experiments remained ambiguous about

FIGURE 16.5 Spontaneously nucleated single crystals. (a) SiC platelet grown in a Lely furnace (on mm-sized grid),
courtesy Heikki Helava/Nitride Crystals, Inc. [61]; (b) AlN crystal grown at T¼ 2200 �C [60].
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growth rate dependence on polarity [33,62]. In contrast, the growth rate of AlN is slowest

on the prismatic facets for all but the highest growth temperatures, thus the crystal habit

changes from needles to almost equiaxed (isometric) crystals [30,60] with increasing

temperature. Furthermore, AlN generally shows a stronger tendency to form pyramidal

facets on the metal-polar side [59].

On the basal planes of SiC and AlN crystals, the dominant growth mechanism is in

spiral growth, where a spiral originates from threading screw dislocations [63], thereby

also preserving the SiC polytype during growth [64]. Step bunching is regularly observed

on such surfaces, with the step height and terrace width depending on the supersatu-

ration [65], surface inclination in respect to the basal plane [66], stoichiometry, impu-

rities in the vapor phase, polytype, and polarity [37]. Due to the different surface energy,

the spirals form hexagonal hillocks on the C-polar face and round plateaus on the Si-face

of SiC [67], see Figure 16.6. Both types of morphologies have also been identified on

basal plane AlN surfaces [68]. Crystals grown with an off-orientation or with very low

density of dislocations are expected to grow in a step-flow mode.

16.2.3 Technology of High Temperature Sublimation (PVT) Growth

16.2.3.1 Growth Setup and Process
The hot zone of today’s typically used vertical “modified PVT” setup consists of a

cylindrical crucible with removable upper lid, surrounding susceptor, and thermal

insulation (Figure 16.7). The crucible has to be porous or semi-open to allow for gas and

pressure exchange with the environment, often provided already by the nonideal closure

between the lid and the crucible. It is filled with source material—AlN or SiC as powder,

sintered bodies, or lumps from previous growth experiments—to 50–80% of its total

height.

Electrical power is used to heat the crucible either by induction (at 8–20 kHz fre-

quency) or by resistive heating. The use of a susceptor is advantageous in that it remits

FIGURE 16.6 Spiral growth and step bunching on basal planes of SiC (optical microscopy images): (a) C-polar face,
(b) Si-polar face.
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the heat to the crucible via radiation, providing a more homogeneous temperature field

in the growth cell. The setup is located inside a water-cooled growth vessel that pro-

vides the gas-tight enclosure, a loading port, and connections for pyrometer access and

gas inlet/outlet as shown in Figure 16.7. The common vessel type consists of cylindrical

double-walled quartz glass tubing with stainless steel flanges. As an alternative, the

vessel can be made of stainless steel with the coil located inside the water-cooled

vessel.

In order to provide the necessary purity, SiC or AlN source material is either

synthesized directly from pure elements or prepared by purification of commercially

available ceramic powder material. The latter can be achieved by high temperature

processes, e.g., carbothermal reduction, sintering, or sublimation [22a,22b,71]. The

knowledge of efficient purification is considered an important proprietary part of growth

technology. After proper purification, the concentration of lightweight impurities (boron,

carbon, oxygen, nitrogen) and trace metals should be clearly below 100 ppm and below

1 ppm, respectively.

The growth procedure typically includes the following steps: The hot zone is

assembled and loaded into the reactor. Then the vessel is purged with inert gas. For high

purity demands, a high vacuum (<1$10�5 mbar) preheating stage at moderate

(1000–1200 �C) temperatures is used to remove moisture, adsorbed gases, and volatile

impurities. The vessel is then filled with inert gas, and the growth cell is heated to growth

temperature. During this stage, an elevated pressure may be chosen to suppress initial

feedstock sublimation, as surface mobility of the species is still insufficient for single-

crystal growth. Alternatively, the axial temperature gradient in the growth cell is

FIGURE 16.7 (a) Schematic and (b) photograph of a typical PVT growth setup.
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inverted, i.e., the seed is kept at a higher temperature than the source material to prevent

early growth and to clean the seed surface. This is performed by moving the coil relative

to the crucible [72]. If the growth temperature is reached, the gas flows are adjusted,

gaseous dopants (e.g., nitrogen in SiC growth) are added, and a soft growth start is

performed by reverting the temperature gradient or by slowly reducing the pressure to

the finally desired value [11a,11b,12a,12b].

Maintaining the temperature gradients at the growth interface during growth is

crucial in order to obtain crystals with high chemical and structural homogeneity. If the

crystal length is small compared to the crucible dimensions, constant heating might be

applied, but typically, a decrease of DT and thus RG with growth time is observed [73].

Thus, the heater power is controlled by constant temperature monitoring. Corrections to

the temperature field to account for the moving growth interface, the partial degradation

of insulation materials, or the progressing feedstock consumption might also be ach-

ieved by a gradual change in heater position [74] or by separate control of several

heaters. Considering the typical growth rates of 50–500 mm/h, it takes several days to

grow 10–30 mm thick crystals. Mass transport yields exceeding 80% are possible if the

evaporation losses through the semi-open crucible are kept at a low level [10]. Finally,

the end of growth is initiated by decreasing the heater power, inverting the gradient

again, or increasing the pressure. A controlled cooling is demanded to mitigate strain-

induced defect formation.

16.2.3.2 Hot-Zone Materials
Due to their different chemical nature and materials compatibility, the choice of ma-

terials for the inner setup parts differs strongly for SiC and AlN bulk growth. In the case

of SiC growth, all parts are made of high purity graphite/carbon, so no foreign chemical

elements are introduced. The susceptor, the crucible support, and the crucible itself are

machined from dense graphite parts (porosity 2–5% vol). Thermal insulation is provided

by assembled parts of carbon-bonded carbon fiber (CBCF), carbon felt, or pressed

exfoliated graphite. The porous nature of these materials effectively prevents generation

of Joule’s heat at induction frequencies of 8–20 kHz, chosen to match the intrusion depth

of dense graphite to heat the susceptor homogeneously. The carbon purity is crucial; in

former times, nominally undoped SiC crystals were p-type due to contamination with

boron from the crucible and thermal insulation materials [33].

For AlN growth, requirements of refractory behavior and chemical inertness in regard

to Al vapor strongly limits materials availability. A lot of work was dedicated to finding a

chemically stable and suitable crucible material [75–78]. Graphite and boron nitride are

stable up to temperatures of about 2000 �C, but lead to considerable contamination of

the crystal with carbon or boron, respectively [42,77]. Coatings tend to crack and spall off

due to differences in thermal expansion and chemical attack. Today, only tantalum

carbide (TaC) and tungsten (W) are used as crucible materials in different combinations

as described below. A few more materials have been evaluated (Re, TaN, HfN, TaB2), but

are not currently used.
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Tungsten is long-term stable against Al vapor in the presence of excess N2, and

chemical erosion is negligible up to temperatures of about 2250 �C [20]. However,

tungsten will react with oxygen, carbon, and silicon. The presence of SiC seeds as well as

the use of a graphite susceptor or insulation parts is possible in such setups if not in

direct contact, but the crucible lifetime will be seriously reduced. In contrast, TaC is

chemically stable under AlN growth conditions at temperatures well exceeding 2300 �C.
TaC elements are electrically conductive and compatible with graphite (for susceptor

and insulation elements), tungsten (for an inner crucible), and SiC (as seeds), even if in

direct contact. Long-term stability is generally limited by cracking due to internal grain

growth [75] or decarburization. To prevent structural failure, they may be enclosed in

graphite cylinders, which also act as a susceptor [79]. As a variant, carburized tantalum

crucibles can be employed [80]. Such parts have no open porosity, and their mechanical

stability under temperature cycling is excellent. However, especially if used in

conjunction with graphite parts, such crucibles continue to carburize and finally become

brittle, in particular at growth temperatures exceeding 2100 �C.

16.2.3.3 Seeded Growth and Crystal Enlargement
Both SiC and AlN growth are best performed on polar basal plane (c-plane) surfaces,

because these planes possess isotropic in-plane properties. In SiC bulk growth, the de-

mand of slightly offcut (2–8�) substrates for epitaxy [81] has led to optimized bulk growth

using these offcut surface planes. On the other hand, growth in off orientations leads to

formation of stacking faults [82]. Growth in other crystallographic directions is accom-

panied by an even higher density of structural defects, caused by propagation of basal

plane dislocations and by crystal anisotropy, which leads to orientation-dependent

growth mechanisms on the growth surface [83a,83b,84]. Thus, industrial production of

boules remains focused on homoepitaxial seeds with basal plane surface. Wafers cut

from the grown crystal are used as seeds in subsequent growth runs. A sample SiC crystal

is shown in Figure 16.8(a).

In this regard, AlN growth is still in its infancy, and some groups still prepare their

seeds out of freestanding single crystals that spontaneously nucleated on crucible parts

in a Lely-type process, using conditions close to equilibrium and low nucleation density

[59,85]. Such freestanding crystals, cf. Figure 16.5(b), are virtually unstrained and show

the highest structural perfection, i.e., dislocation densities below 100/cm2 without any

micropipes or volume defects [60]. Single crystals with a size of up to 15� 15� 10 mm3

have been obtained. However, this process is not very reproducible; the yield of large and

well-formed crystals is low and presumably depends on impurity contamination.

AlN crystals can also be grown on SiC seeds (Figure 16.8(b)), which are commercially

available at industrial relevant sizes. AlN always grows Al-polar on polar SiC planes.

However, the maximal crystal thickness is restricted to about 5 mm due to gradual

deterioration of the structural quality. Still, the grown AlN layer can be separated from

the SiC seed and used as a seed in subsequent AlN bulk growth [68,86]. The fundamental

disadvantage is the partial decomposition of SiC in the presence of Al vapor already at
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temperatures below 2000 �C. As a consequence, the AlN crystal is contaminated with up

to several atomic percent of silicon [87]. Additionally, the mismatch of lattice parameters

and thermal expansion coefficients between AlN and SiC lead to partial stress relaxation

at the SiC/AlN interface, resulting in formation of tilted domains and the risk of crack

formation.

Seed fixation is a critical issue in high temperature sublimation growth. Due to the

differences in thermal expansion [78], a rigid interface between seed and crucible lid will

cause strain and lead to crack formation or even seed separation during the heating-up

stage. In contrast, pores or gaps between the seed and the lid lead to seed backside

evaporation—material from the seed sublimes toward the colder crucible lid to close the

pore or gap. As a consequence, voids travel through the seed and eventually through the

growing crystal (negative crystal growth) and locally degrade the crystal quality [88,89].

Seed backside plating [90] is a possible means to mitigate both backside evaporation and

cracking.

FIGURE 16.8 Bulk single crystals of SiC and AlN grown on seeds. (a) 4H-SiC bulk crystal (on mm grid) grown at the
IKZ Berlin; (b) Al-polar AlN crystal grown on an SiC seed (on mm grid), courtesy R. R. Sumathi/LMU Munich [68];
(c) 1-in diameter AlN single crystal grown on the N-polar basal plane, courtesy Z. Sitar/Hexatech, Inc. [69]; (d) 1-in
diameter AlN single crystal grown on the Al-polar basal plane, courtesy B. M. Epelbaum/CrystAl-N GmbH [70].
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In case of SiC, chemical attachment to the lid is often performed using molten sugar

[88]. During the heating-up stage in crystal growth, the glue decomposes into carbon and

punctually bonds with the graphite lid. AlN seeds may be fixed in a similar way by AlN

ceramic cement, which cures in air and also forms pores during sintering at growth

temperatures. In the case of mechanical fixation, the seed is partially covered by a fix-

ation rim. Finally, the seed can be fixed on the lid by heating the assembly in upside-

down configuration until it is sublimated to the lid by sintering and surface sublimation.

A parasitic growth adjacent to the growing crystal leads to strain and crystal cracking

during cooling due to anisotropic thermal expansion. Parasitic grains may induce

structural defects, disturbance of structural quality, or even partial overgrowth of the

main crystal [91]. In particular, a cylindrical or conical “growth channel” is proposed in

order to close the space adjacent to the growing crystal and to provide for single-

crystalline enlargement [92]. Another strategy is to facilitate freestanding growth by

increasing the temperature adjacent to the seed area. Using tailored temperature fields,

detached growth in a growth channel is possible [93].

The ideal interface shape in seeded sublimation growth is slightly convex, to allow the

step flow from a single growth center (e.g., a screw dislocation to enable spiral growth) to

spread across the whole surface area. The interface shape, and thus the local growth rate,

during growth of SiC can be determined in situ by digital X-ray imaging [94]. Another

method is to analyze colored striations in the crystal after growth. They are introduced

by subjecting the growing crystal to periodic changes of dopant supply, e.g., introducing

N2 gas along with the Ar flow in SiC growth [95]. Finally, different facets feature a

different incorporation of impurities and thus may show different optical properties

(e.g., coloration, luminescence). The resulting crystal zones, i.e., volume parts that were

grown on the respective facets, can be compared and analyzed after growth [60,95,96]. In

the same way, polycrystalline areas can be reliably detected.

In sublimation growth, crystal enlargement is very challenging, and in order to grow a

single crystal of a particular diameter, the seed must have roughly the same diameter. In

principle, the ratio of normal and lateral growth rates can to some extent be influenced by

the thermal gradients near the growth interface [95] or by the presence of impurities [42].

However, lateral growth is accompanied by formation of dislocations that may poly-

gonize, form lineages and low-angle grain boundaries (LAGBs) [97–99]. Thus, the enlarged

area typically shows a high defect density. Another problem in particular in regard to AlN

bulk growth is that the enlargement decreases significantly as the crystal sides become

faceted (Figure 16.8(c)). In the case of Al-polar AlN growth (e.g., on SiC seeds), the for-

mation of pyramidal side facets even leads to an effective diameter decrease during

growth (Figure 16.8(d)) [100]. As a rule of thumb for both SiC and AlN, the low-defect

single-crystalline diameter can be increased by only about 1 mm in one growth run.

16.2.3.4 Doping
SiC bulk crystals are typically doped with nitrogen for n-type and with aluminum for

p-type electrical behavior. Semi-insulating SiC crystals are obtained by doping with
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vanadium [101]; co-doping with boron or aluminum is used to compensate residual

nitrogen, i.e., to pin the Fermi level to the more mid-gap V4þ/5þ transition energy instead

of the V3þ/4þ level [102,103]. Semi-insulating SiC can also be prepared by providing high

purity conditions where intrinsic defects with their deep levels in the bandgap govern the

electrical behavior [104,105]. Note that for any dopant or impurity, the ionization levels

in the bandgap, and thus the electrical and optical behavior of the crystals, depend on

the polytype [106].

Nitrogen doping is provided by adding N2 to the inert gas (argon) at ratios of N2/Ar

ranging from 0.01 to 1. As shown in Figure 16.9(a), the concentration of nitrogen in the

crystal CN at a given N2 partial pressure p follows a Langmuir isotherm:

CNfðK $pÞ=ð1þ K $pÞ; (16.15)

where K is a kinetic coefficient [107]. While at low N2/Ar ratios CN goes linear with p, it

saturates at higher N2/Ar ratios at levels of high 1019/cm3. CN decreases with increasing

growth temperature, because the partial pressure of species involved in SiC growth in-

creases. Figure 16.9(b) shows that the nitrogen incorporation decreases from the C-polar

to the Si-polar basal plane, with rhombohedral and prismatic planes in between. A gradual

dependence of the polytype on the C-polar basal plane is attributed to a preferential

incorporation of nitrogen on hexagonal lattice sites [107]. Unfaceted vicinal areas, which

appear on the SiC crystals adjacent to the basal plane facet, feature different nitrogen

incorporation with respect to the faceted area due to different step-flow conditions.

If added to the source material, aluminum, boron, and vanadium form carbides that

are volatile at growth temperatures. Thus, their incorporation into the crystal strongly

decreases during growth [108]. While the partial pressure of B4C is sufficiently low to

FIGURE 16.9 (a) N2 partial pressure dependence of the nitrogen concentration in 6H- and 4H-SiC crystals grown
on C-face basal planes of SiC. The solid lines are best-fitted theoretical curves using a Langmuir isotherm type
equation. (b) Seed orientation dependence of the impurity incorporation during growth of 6H- and 4H-SiC
crystals. Reprinted with permission from [107]. Copyright 1998, American Institute of Physics.
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provide for a virtually constant boron incorporation when added to the source material

[109], vanadium should be better provided as a dense VC-SiC sublimation product

whose vanadium supply is kinetically limited [102]. Constant aluminum incorporation

can be facilitated by supply of gaseous trimethylaluminum (TMAl) or by a reservoir

located at a colder place, from which Al-containing species are brought into the growth

chamber by a carrier gas flow [110]. The effective segregation coefficient at the growth

interface in the quasi-open system is about unity for nitrogen and boron, but only

about 0.005 for vanadium [111]. The dependence of boron and aluminum incorpora-

tion on the facet orientation is reversed to that of nitrogen [107], cf. Figure 16.9(b). Also,

incorporation increases with increasing growth temperature. Al and B doping is

possible up to concentrations of several 1020/cm3, limited by deterioration of the

structural quality of the crystals [109], while incorporation of vanadium is limited by its

solubility to 3$1017/cm3 [102].

Regarding AlN, incorporation of silicon is used to produce n-type epitaxial layers

[112], but reports about doping during bulk growth are still rare [113]. At the time of

writing, the efforts to influence electrical and optical properties of bulk AlN crystals are

still focused on reducing contamination from both feedstock and setup materials, rather

than on controlled doping.

16.2.4 Structural Defects in PVT-Grown SiC and AlN Bulk Crystals

Apart from structural defects being inherited from the seed or caused by backside

evaporation due to improper seed fixation, a number of defects originate at the seed

surface or form during initial stages of growth when the growth conditions are not yet

stable [114]. Defect formation during further growth is caused by growth instabilities,

such as local variations of the supersaturation at the growth interface, and promoted by

high temperatures and gradients, low pressures, and high growth rates. In the seeded

growth of SiC, continuous optimization of growth conditions have led to a formidable

decrease of structural defects in the crystals, while size and wafer yield of the crystals

have increased concurrently [115]. As of today, commercially available SiC wafer of

production grade have at least 95% of useable surface area free of macroscopic defects

such as micropipes, inclusions, and LAGBs. However, efforts to eliminate structural

defects continue, in particular, in regard to the border areas of crystals during diameter

enlargement. Again, seeded AlN growth is much less mature and the defect density in the

crystals is considerably higher.

Dislocations in bulk crystals may form during growth by penetration from the seed

crystal or adjacent parasitic grains into the bulk or by nucleation at other defects [115].

Due to annihilation processes, the dislocation density in the crystals generally de-

creases with increasing distance from the seed. Dislocations entering the crystal from

the sides tend to polygonize and form lineages and LAGBs [98,99]. Thermal stress

during cooling leads to formation of glide bands consisting of straight rows of basal

plane dislocations [99].
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Micropipes are considered as most detrimental defects in SiC crystals in regard to

device applications, while they are hardly observed in nitride crystals. According to F. C.

Frank [116], it is energetically profitable for dislocations with burgers vectors with their

length exceeding about two unit cell heights [117] to form hollow cores, as the strain

energy exceeds the necessary surface energy to form the core. While roughly running

normal to the basal plane (i.e., in growth direction), they are also influenced by the

thermal field and thus typically slightly bent outward in crystals grown with a convex

growth interface. Their density is clearly lower on the faceted basal plane compared to

vicinal unfaceted areas. Another type of hollow core is formed when voids originating

from improper seed fixation travel through the seed and the crystal, leaving behind a

deteriorated resublimated area that is not completely closed [73].

Generally, the polytype information of SiC crystals is inherited by spiral growth even

on basal plane surfaces. However, areas with a different polytype in SiC crystals (poly-

type inclusions, Figure 16.10(a)) can nucleate at the crystal sides or at macrosteps on the

(a) (b)

(c) (d)

FIGURE 16.10 Structural defects in SiC observed in longitudinal cuts by optical transmission microscopy (growth
direction is upward): (a) polytype instability with partial change from 4H-SiC (dark) to 15R-SiC (bright), many
hollow defects and even silicon droplets nucleate at the polytype inclusion boundary. (Reprinted from [118] with
permission of ELSEVIER S.A.); (b) carbon precipitate with nucleating micropipe. (Reprinted from [73] with permis-
sion of ELSEVIER BV.); (c) clusters of carbon inclusions form presumably after a gradual change of growth condi-
tions; (d) “silicon droplet” formation. (Reprinted from [118] with permission of ELSEVIER S.A.)
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surface. The former can be hindered to grow into the boule by providing a convex growth

interface [32]. But growth of 4H-SiC without polytype inclusions remains a technological

challenge due to the narrow growth window and the low stacking fault energy on the

C-polar face [119]. The 4H polytype can be stabilized by providing more stoichiometric

(carbon-rich) [11a,11b] or nitrogen-rich (highly doped) [41] conditions in the gas phase.

Both carbon and nitrogen have been evidenced to change the step-flow properties and

thus mitigate the formation of macrosteps [107]. On the other hand, several groups have

reported that adding silicon to the source material might stabilize the 6H-SiC polytype

[11,34] and mitigate formation of carbon inclusions [93], but excess silicon shortly

evades from the crucible during growth.

Different types of carbon particles can appear in SiC crystals. Bigger inclusions are

typically tens of microns in size and have an irregular surface (Figure 16.10(b)). They

come as isolated defects or clustered in some volume fraction. Most probably they are

graphitized feedstock particles, or particles that get detached from the crucible walls

after attack by the silicon-rich vapor [73]. Smaller, more round carbon particles appear

always in clusters (Figure 16.10(c)). They are generally attributed to local surface

graphitization during growth, caused, e.g., by pressure reduction [120] or nonoptimized

growth conditions [121]. It is assumed that local surface graphitization is correlated to

the step flow and bunching. A more occasionally observed type of defect in SiC, which—

from its form in longitudinal cuts—indicates that the growth interface was suddenly

damaged in areas spanning over several 100 mm, is attributed to “silicon droplet” for-

mation [73,118]. The defect is eventually overgrown, but the region above such a silicon

droplet remains highly defective (Figure 16.10(d)).

Inclusions as well as macrosteps act as stress concentrators and may emit a number

of dislocations or even micropipes that penetrate through the growing crystal [73,122].

As a consequence, the dislocation density in the crystals is typically inhomogeneous and

their local density varies from 102/cm2 to 106/cm2. In SiC, basal plane dislocations can

easily split into Shockley-type partial dislocations, which form stacking faults in be-

tween them [119]. Migration of these partial dislocations under high electric fields

during SiC device operation is a serious problem for high power applications [123], but

such dislocations can be converted into threading dislocations in subsequent SiC

epitaxy [124].

A mosaic structure is often observed in AlN and SiC crystals. It consists of subgrains

bound by LAGBs that are slightly tilted against each other and eventually form a cellular

structure [125]. Several growth centers appearing at initial stages of growth may lead to

tilted domains after coalescence [97]. A mosaic structure of the seed is inherited in the

growing crystal. Additionally, lattice plane bending is observed in the crystals, as the

lateral thermal gradient at the growth interface during growth leads to a continuous shift

in crystallographic orientation after cooling down [126]. Finally, inversion domains can

be observed in particular in nominally Al-polar AlN crystals grown on SiC seeds [89,127].

While their behavior during growth is similar to polytype inclusions in SiC, they are

fenced by a dislocation wall.
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16.3 HVPE of Nitride Semiconductors (AlN, GaN, InN,
and Ternary Alloys)

In the 1990s, the need for nitride lattice-matched substrates had become apparent, and

HVPE has attracted significant attention as a promising technique to produce thick

nitride layers on foreign substrates that could be subsequently separated and used as

quasi-bulk substrates. This became possible by the availability of high purity source

materials, improved heteronucleation schemes, as well as by taking advantage of the

high growth rate typical for this method and relatively inexpensive process [128–132].

16.3.1 Thermodynamic Analysis of HVPE Growth of Compound and
Ternary Nitride Growth

The HVPE growth of epitaxial nitride-based materials is generally accomplished by re-

action of a group-III metal chloride with NH3. The general overall reaction for the HVPE

growth of III-nitrides is given by [131]:

MIIIClðgÞ þNH35MIIINðsÞ þ xHClðgÞ þ ð3� xÞ
2

H2ðgÞ (16.16)

where MIII is the Ga, Al, or In species. An accurate thermodynamic analysis of the HVPE

growth process requires a detailed understanding of the chemical reaction pathway. The

HVPE reactors for growing III-nitrides consist of two main zones: source zone and

growth zone. The chemistry of the both zones is quite complex, but generally the source

zone enables the formation of chloride gas of group-III metals (Al, Ga, In) and the growth

zone provides the necessary conditions for growth of the nitride (AlN, GaN, InN) binary

material.

Thermodynamic analysis on the metal chloride formation can predict the preferred

molecular form of the metal chlorides and identify a suitable carrier gas. The elemental

metals Ga, Al, and In are liquids at the source zone temperature. When HCl flows over

the liquid metal, there are several reactions that occur simultaneously, forming three

gaseous metal chloride species: MIIICl, MIIICl2, and MIIICl3 [132]:

MIIIðlÞ þHClðgÞ5MIIIClðgÞ þ 1 =

2H2ðgÞ (16.17)

MIIIðlÞ þ 2HClðgÞ5MIIICl2ðgÞ þH2ðgÞ (16.18)

MIIIðlÞ þ 3HClðgÞ5MIIICl3ðgÞ þ 3 =

2H2ðgÞ (16.19)

2MIIICl3ðgÞ5
�
MIIICl3

�
2
ðgÞ (16.20)

where l¼ liquid, g¼ gas, s¼ solid. The equilibrium partial pressures of the gaseous

species in the source zone versus temperature can be estimated by thermodynamic

calculations [133–135]. Figure 16.11 shows in a comparative way the partial pressure for

the gaseous species for Ga-, Al- and In-source zones as a function of temperature in inert

N2 atmosphere.
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In case of AlN growth, when HCl reacts with Al liquid metal, three gaseous aluminum

chloride species that may be formed: AlCl, AlCl2, and AlCl3. The dimer of AlCl3, Al2Cl6, is

not considered because at temperatures higher than 800 �C, the dimer molecule disso-

ciates into two molecules of AlCl3 [136]. Over the high temperature range typically used

in the HVPE AlN growth, the equilibrium partial pressure of AlCl3 is about eight and four

orders of magnitude higher than the partial pressures of AlCl and AlCl2, respectively.

Several HVPE AlN growth experiments observed that AlCl3 was the dominant aluminum

chloride gaseous species [137–139].

AlðlÞ þ 3HClðgÞ5AlClðgÞ þ 3 =

2H2ðgÞ (16.21)

GaðlÞ þHClðgÞ5GaClðgÞ þ 1 =

2H2ðgÞ (16.22)

InðlÞ þHClðgÞ5InClðgÞ þ 1 =

2H2ðgÞ (16.23)

In case of GaN growth, the thermodynamic analysis predicts that the partial pressure

of GaCl is about four and eight orders of magnitude higher than the partial pressures

of GaCl2 and GaCl3, respectively, over the temperature range of 800–1000 �C, and

experimental data confirmed the prediction that only gallium chloride species were

formed at these high temperatures [140]. Furthermore, experiments in wide tempera-

ture ranges also confirmed that only GaCl was stable at temperatures above 600 �C
[141–143].

In the case of InN growth, there are three gaseous indium chloride species that may

be produced as well: InCl, InCl2, and InCl3. The thermodynamic study of the equilibrium

between In metal and HCl shows that the partial pressure of InCl and InCl2 is about four

300 400 500 600 700 800 900 1000
10–12

10–10

10–8

10–6

10–4

10–2

1

Eq
ui

lib
riu

m
 p

ar
tia

l p
re

ss
ur

e 
(a

tm
)

HCl

GaCl3

GaCl

H2

(GaCl3)2

GaCl2

N2

(b) Ga source zone

300 400 500 600 700 800 900 1000
10–12

10–10

10–8

10–6

10–4

10–2

1

AlCl3

AlCl2

AlCl

(AlCl3)2
HCl

H2

N2

Source zone temperature (°C)

(a) Al source zone

300 400 500 600 700 800 900 1000
10–12

10–10

10–8

10–6

10–4

10–2

1

InCl3

InCl2

InCl

(InCl3)2

HCl

H2

N2

(c) In source zone

Total pressure: 1.0 atm, Input partial pressure of HCl: 6.0x10–3 atm,
Carrier gas: N2

FIGURE 16.11 Equilibrium partial pressures of gaseous species over group-III metals placed in the source as a func-
tion of temperature calculated for: (a) Ga, (b) Al, (c) In source zones. Courtesy of Yoshinao Kumagai.
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to ten orders of magnitude higher than the partial pressures of InCl3 [144], yet they are

not involved in the growth of InN owing to their low reactivity with NH3 [132], and thus

leaving the only option of decreasing the source temperature below 500 �C to allow

sufficient formation of InCl3 species.

From the source zone, the metal chlorides flow to the deposition zone, and the

dominating species react with NH3 to synthesize GaN, AlN, and InN films,

respectively:

AlCl3ðgÞ þNH3ðgÞ5AlNðsÞ þ 3HClðgÞ (16.24)

GaClðgÞ þNH3ðgÞ5GaNðsÞ þHClðgÞ þH2ðgÞ (16.25)

InCl3ðgÞ þNH3ðgÞ5InNðsÞ þ 3HClðgÞ (16.26)

Thermodynamic analysis of the HVPE growth zones has been reported in multiple

publications for GaN [145], AlN [146], and InN [144], analyzing the influence of different

growth parameters. Among the three nitrides, AlN formation has the largest thermo-

dynamic driving force. Experimental observations have shown severe gas phase re-

actions leading to the formation of AlN powder, such that the reactant gases become

depleted of AlCl3, resulting in a low growth rate [147,148]. The free energy dependence

shows that GaN and InN formation reactions have a positive free energy of reaction;

however, film growth is favored since the deposition zone is highly supersaturated by

the metal chlorides and NH3. The thermodynamic driving force for film growth,

DGT,driving force, is given by [131]:

DGT;driving force ¼ DG0
T þ RTln

�ðPHClÞnðPH2
Þm

PMCl $PNH3

	
(16.27)

where T is the growth temperature, DG0
T is the Gibbs free energy of layer formation at the

growth temperature, R is the ideal gas constant, n is the stoichiometric coefficient of HCl

(n¼ 1 for GaN, n¼ 3 for AlN and InN), m is the stoichiometric coefficient of H2 (m¼ 1

for GaN, m¼ 0 for AlN and InN), and MIIICl is the metal chlorides (i.e., GaCl, AlCl3, or

InCl3). When the deposition zone is highly supersaturated with the reactants, the second

term on the right hand side of Eq (16.27) becomes a large negative number so that even

though DG0
T is positive, the overall growth driving force is negative and, thus, thermo-

dynamically favored.

The thermodynamic analysis also shows that InN formation is thermodynamically

favored at higher temperatures, however, a rapid dissociation of InN film has been

reported at temperatures above 500 �C [149]. In InxGa1 � xN alloy growth, experimental

observations revealed a preferential incorporation of the GaN component into the alloy

and that the epitaxial layer became GaN-rich with increasing growth temperature

[144,150]. In fact, the InN mole fraction in the alloy was very low for films grown at

higher temperatures. Changes in growth temperature lead to opposite trends in AlN

and GaN growth. While the GaN formation reaction is exothermic and becomes more

favored as the temperature decreases, the AlN formation reaction is endothermic and

becomes more favored as the growth temperature increases. The difference in the
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temperature dependence of the growth reaction is attributed to the greater stability of

AlCl3 over GaCl [139]. Thus, the optimum growth temperature of AlN should be higher

than the optimum growth temperature of GaN. Experimental observations have indi-

cated that the optimum growth temperature of AlN is around 1250 �C [151]. In fact,

HVPE AlxGa1 � xN films have been grown over the entire alloy composition range

[139,152,153], due to the fact that AlN is completely miscible in GaN over the entire

composition range. The mole fraction of AlCl3 molecules in the gas phase has been

observed to be proportional to the mole fraction of AlN molecules in the film. The

optimum growth temperature for AlxGa1 � xN is predicted to increase proportionally

with AlN concentration. Melnik et al. reported that the quality of HVPE AlxGa1 � xN film

decreased with increasing AlN concentration when the growths were performed at a

single temperature [153].

The main formation mechanism of nitrides is given by Eqns (16.24–16.26) is

accompanied by decomposition in the sense that the reactions may be reversed (etching

of the growing crystal) and also thermal decomposition may take place:

MIIINðsÞ þHClðgÞ/MIIIClðgÞ þ 1 =

2N2ðgÞ þ 1 =

2H2ðgÞ (16.28)

MIIINðsÞ/MIIIðlÞ þ 1 =

2N2ðgÞ (16.29)

However, in the temperature ranges typically used for the HVPE nitride growth

(750–1200 �C) reactions 30 and 31 are practically negligible.

The main gaseous species involved in the HVPE growth of MIIIN are MIIICl, MIIICl2,

and MIIICl3, HCl, NH3, H2, and the carrier gas. Thermodynamic functions of the material,

the enthalpy H(T), entropy S(T), and specific heat Cp(T), of all the species involved in the

growth have been theoretically calculated [154] for the standard pressure of 1 atm and

arbitrary temperature using a polynomial approximation of the Gibbs free energy.

Detailed thermodynamic calculations of HVPE growth of GaN have been published by

several authors [140,155–157]. Based on their analysis, several important features can be

pointed out, which make the GaN growth different from the growth of other III-V ma-

terials, and should be taken into account for successful HVPE MIIIN growth: (1) An inert

ambient atmosphere is preferred and is more effective for the MIIIN growth than

hydrogen atmosphere, the latter being widely used for other III-V systems, like GaAs; (2)

In HVPE-GaN growth, NH3 should be used as the source of the group V element rather

than a nitrogen halide (NCl3), which is highly explosive. Moreover, the thermal disso-

ciation of NH3 results in the formation of N2 molecules, which are extremely stable and

nonreactive at the temperatures used, while the thermal dissociation of AsCl3, in GaAs

growth, results in the formation of As2 and As4 molecules, which typically remain volatile

and chemically reactive in the next step of the growth reaction; (3) Another problem

comes from the fact that the MIIIN reaction tends to create huge amounts of byproducts

such as NH3Cl and MIIICl3$NH3, leading to a massive condensation of these reaction

species on the reactor walls. This fact makes the development of last-running process for

very thick samples quite challenging.
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16.3.2 Growth Kinetics

The kinetics of the HVPE nitride process and growth mechanisms occurring at the solid/

vapor interfacewas predominantly studied forHVPE growth of GaNon sapphire substrate.

The growth was simulated based on several models [157,158] for the surface process

involving the following steps: (1) adsorption of NH3 molecules, (2) adsorption of N atoms

coming from ammonia decomposition, (3) adsorption of GaCl molecules on the N atoms

forming NGaCl, and (4) decomposition of the NGaCl via different desorptionmechanisms

(Figure 16.12). Two of them were suggested in analogy with the GaAs model: desorption

forming HCl and desorption forming GaCl3 [158]. Onemore GaCl2 desorptionmechanism

was suggested based on specific experimental observations for the GaN growth [159].

Statistical treatment of the dynamic equilibrium between the adsorbed and gas phase

species allowed explicit expressions of the growth rates via the different pathways.

An optimum HVPE growth process requires a good selection of the reactor geometry

and operating conditions, to ensure a minimization of undesired parasitic reactions and

to provide a uniform reactant distribution across the substrate. Although, temperature

distributions for specific reactor designs and geometry have been simulated using

different software models [160], the optimization of HVPE growth is predominantly done

by empirical studies of external parameters such as temperature, flow rates of active

gases, and substrate orientation.

There are several detailed kinetics considerations published in the literature

[161–165] even in the initial stages of development of the technique. The regularities

established in the fundamental dependence of growth rate upon the temperature

generally agree among different researchers, although the reported details are partly in

contradiction to each other. These studies have identified regions with a different

character, illustrated in Figure 16.13(a).

The low-temperature region: The exponential dependence of the growth rate in the

low temperature region is a characteristic of kinetically controlled growth and may be

attributed to the surface reaction, adsorption, and surface diffusion. The monotonic

FIGURE 16.12 Schematic drawing of possible reaction steps: three possible adsorption (i – NH3 adsorption, ii – N
adsorption, iii– GaCl adsorption) and three possible desorption (H2 desorption [158], GaCl3 desorption [158], and
GaCl2 desorption [159]) mechanisms of the surface growth process of HVPE growth of GaN.
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increase of the growth rate with substrate temperature leads to a calculation of the

activation energy of the epitaxial GaN growth from the Arrhenius plot. The reported

values in the literature vary between 0.9 and 1.6 eV (21 and 37 kcal/mol), and the

magnitude of the value suggests that the main rate-determining step in this low tem-

perature region is related to the surface reaction [162,163]. A thermodynamic calculation

of the equilibrium partial pressures in this region allowed speculations of a dominant

mechanism for surface processes in different ambient [157,161].

The high-temperature region has been the subject of extensive experimental studies

because of the larger practical interest and better material quality ensured. The growth

rate reaches its maximum value at a temperature that varies in wide range of

950–1080 �C, according to different reports [162,163,166]. The difference in the tem-

perature value for maximum growth rate may be attributed to differences in reactor

design and growth conditions. At the temperature of 1080 �C, the dependence of GaN

growth rate on HCl flow rate is shown in Figure 16.13(b). The growth rate increases

linearly as a function of both HCl flow rate and GaCl partial pressure [163,164]. This fact

combined with the weak temperature dependence of the growth rate in the higher

growth temperature region indicates that the growth rate is limited by the transport of

the gallium-containing species to the growth surface.

While the HCl flow rate appeared to be the key growth parameters, other parameters

such as the NH3 flow rate or the substrate orientation do not seem to affect the growth

rate in a critical way, although they can affect the layer quality to a large extent. The weak

growth rate dependence on NH3 flow rate is reasonable since the concentration typically

used in GaN HVPE is far larger than that of HCl, in order to suppress GaN dissociation.

Also, the different carrier gases used were found to have noticeable effect in the range of

low growth temperatures. Namely, the growth rate in case of using hydrogen was higher
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than that in inert gas carrier gas for the temperature interval from 800 to 1050 �C. It was

concluded that it was indicative of a growth rate–limiting surface reaction involving

hydrogen [167]. The growth rate–determining steps in the high temperature region,

which are typically thought to be related to enhanced gas-phase prereactions leading to

a depletion of the chemical reactants at the substrate surface and/or enhanced etching

of the growth surface, are likely to involve the hydrogen as a critical component con-

trolling the process chemistry. There are also some experimental findings showing that

additional HCl gas intentionally introduced downstream of the Ga boat can change the

Cl/Ga ratio at the growth surface and thus enhance the lateral/vertical growth ratio,

resulting in both a decrease of growth rate and an improvement of film quality.

16.3.3 Laboratory and Industrial Setups

The HVPE technique uses a hot-wall reactor due to the relatively low vapor pressure of

the metal chloride at low temperature, aiming to avoid the condensation of the metal

chloride molecules on unheated surfaces. Typically, the HVPE growth of the nitride

layers is carried out in reactors based on the first concept reported over 30 years ago

[128]. There are many different modifications, which can be summarized into two

groups: horizontal and vertical reactor design [129–132].

In general, the HVPE reactor requires two temperature zones to enable the two

chemical reactions in the standard HVPE growth of binary nitrides. However, most

laboratory and all industrial reactors have more reactor zones, typically up to five

temperature zones (Figure 16.14(a)). This allows larger flexibility, providing either more

stable temperature control in the two main zones and/or allowing a doping or a second

FIGURE 16.14 Schematic drawings of: (a) horizontal and (b) vertical HVPE reactors.
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metal boat in case of growing nitride ternary alloys. The area of the liquid metal source

is preferred to be as large as possible, depending on the reactor geometry, in order to

achieve a large reactive surface area for efficient chloride production [168]. The second

zone may be used for other metallic sources as In or Al, or for dopants when needed. In

the third zone, kept at higher temperatures, the chloride and NH3 are introduced

and mixed. The substrate holder is placed in the fourth region of the reactor. We note

that the reported substrate temperatures vary considerably, from 950 �C [169] up to

1150 �C [170], but some of the high quality GaN films, for example, were achieved at

1050–1080 �C [171]. The most common method of heating is a resistive one,

although also RF heating is quite popular for some of the reactor zones. The horizontal

reactors utilize a substrate holder that has a variety of designs and is situated either

parallel or inclined or perpendicular to the gas flow direction. In most reported reactor

designs, the active gases are delivered to the mixing point through separated parallel

quartz liners. An alternative is the coaxial arrangement of the gas inlet tubes [161] to

achieve a better mixing of the reaction gases prior the deposition and to improve the

uniformity of the layers.

In the vertical design, the reactants are typically introduced through the top. The

substrate is held flat on a susceptor that is perpendicular to the gas flow direction. The

vertical reactor design usually facilitates easier substrate rotation during the growth to

improve the film uniformity. An alternative modification is an inverted vertical reactor

[130,132,171] where the process gases are supplied through the bottom inlet flange, while

the top flange can be lifted for loading and unloading of substrates (Figure 16.14(b)). In

this configuration the substrates are placed in the upper part where the gases are mixed.

The inverted reactor keeps all advantages of the vertical design and also provides the

possibility of raising the substrate holder, maintaining constant distance to the gas mixing

point in case of long boule growth. An additional advantage of the inverted vertical reactor

is the minimization of solid particle contamination of the growing surface.

The III-nitride HVPE growth is strongly thermodynamically favored, as compared to

other III-V material systems grown using HVPE, which leads to undesirable homoge-

neous gas phase reactions and problems with extraneous wall deposition, especially in

AlN growth [172]. This leads to severe gas phase depletion effects and difficulties in

keeping constant growth rate over long growth runs and along consequent runs. The

remaining portions of the NH3 and HCl gases, which have not been consumed

completely in the growth zone, proceed in the downstream of the reactor, where they

react and form ammonium chloride (NH4Cl), which leaves the process furnace in a

vapor form but readily condenses to a heavy powder below w300 �C. Along with the

GaCl3 and the GaCl3:NH3 adduct, a large amount of NH4Cl can eventually condense

along the exhaust lines and complicate the system maintenance. Additional compli-

cations arise in AlN growth because AlCl3 reacts with the quartz reactor wall at high

temperatures [173]. The chemical reaction with the quartz wall can be mitigated by

using a reactor liner and Al boat that are made from less reactive materials, such as

alumina (Al2O3).
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Most of the advanced laboratory and commercial reactors are reported with opti-

mized laminar flow patterns in order to avoid the turbulence at the wafer edge and to

achieve the necessary growth rate uniformity across a large wafer diameter and

respectively uniform material properties [171–173]. The flow patterns are influenced by

reactor geometry, the heat transfer, the flow boundary conditions, the choice of carrier

gas, and all the gas velocities. A commercial software, for example, Hydride Epitaxial

GaN Simulator (HEpiGANS) [174] is now developed, accounting for heat transfer by

conduction, convection, and radiation, and species transport via convection, multi-

component diffusion, and thermodiffusion. The modeling of gas patterns is particularly

useful to optimize the gas velocities in order to reduce the recirculation due to natural

convection in vertical reactors and to avoid turbulent flows with vortex pattern in the

middle of the wafer.

16.3.4 Growth on Foreign Substrates

16.3.4.1 Substrates and Buffers
In addition to the most commonly used sapphire substrates, several other substrates,

such as sapphire (Al2O3), 6H-SiC, GaAs, Si, and some oxide substrates such as MgO, ZnO,

TiO2, MgAl2O4, and LiGaO2 have been successfully used. Some characteristics are

summarized in Table 16.1 [175], showing a significant lattice parameter and thermal

expansion coefficient mismatch, for instance, of about 14% and 34%, respectively, for

GaN on sapphire.

HVPE GaN, AlN, AlGaN, and AlInN layers grown directly on foreign substrates have

varied from being highly transparent to brown. The surface morphology of thick layers is

typically rough, consisting of hexagonal-shaped islands and often marked by hexagonal

pits. The mosaicity and/or cracks are also typical in such layers. In order to mitigate the

Table 16.1 Characteristics of the Most Popular Substrates Used for HVPE Growth
of GaN and AlN Substrates [175]

Crystal
Structure

Lattice
Parameter a (A)

Lattice
Parameter c (A) TEC a3 10L6/K

Substrate
Separation

AlN Wurtzite 0.31106 0.49795 aa¼ 5.3; ac¼ 4.2
GaN Wurtzite 0.31885 0.5185 aa¼ 5.59, ac¼ 7.75
Sapphire Rhombohedral 0.4765 1.2982 aa¼ 5.0; ac¼ 9.03 Laser liftoff

self-separation
SiC Wurtzite (6H) 0.30806 1.51173 aa¼ 4.46, ac¼ 4.16 Reactive ion etching
GaAs Zincblende 0.56536 6.03 Chemical etching
Si Diamond 0.543102 2.616 Chemical etching
MgO Rock salt 0.421 8.0
ZnO Wurtzite 0.32496 0.5265 aa¼ 6.5; ac¼ 3.0
MgAl2O4 Spinel 0.8083 7.45
gLiAlO2 Tetragonal 0.5169 0.6267 a100¼ 6.5; a001¼ 14.9 Self-separation
LiGaO2 Orthorhombic 0.5402/0.6372 0.5007 a100¼ 6; a010¼ 9 Chemical etching
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large mismatch and some of the above drawbacks, specific pretreatments, buffers, and

nucleation schemes have been developed. The most popular pretreatment was the so-

called nitridation of the sapphire substrates, performed in 10–30% NH3 atmosphere at

the growth temperature for 5–30 min, which led to a noticeable improvement of the

material properties [176,177]. Later on, alternative surface treatments of the foreign

substrate were developed by GaCl gas [178] or a combination of the nitridation and the

GaCl treatments [179].

Another widely used approach of growing nitrides by HVPE is by employing buffer

layers. In contrast to the MOCVD nitride technology, the early work on low tempera-

ture GaN buffers in the same chamber was not successful in the HVPE technology,

although some recent advances of the low temperature buffers resulted in good quality

material [180]. Alternatively, buffers of different nature, deposited by different tech-

niques, mostly reactive sputtering, have been proposed and demonstrated to ensure

significant improvement of the crystal quality of the layers with thickness up to several

tens of micrometers without cracks. The ZnO buffer was first suggested as a buffer for

HVPE growth of thick GaN films [170]. Alternative buffers grown at high growth tem-

perature were later suggested [181] and successfully employed in the HVPE growth to

avoid the highly defective region at the interface containing columnar structures in

case of direct growth on sapphire. Reactively sputtered thin AlN buffer with thickness

of about 1 mm have been proven to ensure smooth epilayer surface and low defect

density GaN material [182,183]. The use of MOCVD templates for GaN growth on

sapphire has been firstly shown in MBE growth of thin GaN layers. Later on, it was

successfully employed in the HVPE-GaN growth [184] and is currently used by many

research groups.

It is important to note that the growth process (including nucleation scheme, the

growth rate, and growth recipes), as well as the material properties resulting from using

different foreign substrates and optimizations are very different for growth of thin films

with thickness from 1 to 50 mm (often called templates), for thick films in the range of

100–2000 mm, and for boule growth with thickness more than several millimeters, the

latter two being of interest for substrate applications after removing the foreign substrate.

16.3.4.2 Template Growth
Templates is the term typically used for layers deposited and remaining on foreign

substrates (usually sapphire), with thickness in the range of 1–50 mm. This HVPE growth

has been demonstrated practically for all binary and ternary nitrides, but it was

particularly developed for GaN and AlN, which can be used for direct growth of device

structures. The advantages of this approach in the device growth are based on the fact

that these “template substrates” eliminate the need for the low temperature buffer

growth step and, even more important, the dislocation density in these layers is

noticeably reduced down to 108–107/cm2, depending on the thickness. This ensures

lower defect density and higher structural quality in the subsequently grown multilayer

device structures.
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The HVPE templates typically employ high temperature buffers deposited by other

techniques, such as reactive sputtered ZnO and AlN or more often MOCVD-grown GaN.

The ZnO is known to be one of the most effective buffers for growth of thick GaN layers

of very good quality, but thick large-area crack-free layers suitable for quasi-substrate

applications have not been demonstrated by using this buffer. Similar nucleation and

layer quality improvements (Figure 16.15) have been observed by using reactive sput-

tered AlN and MOCVD-GaN templates with optimized ratio of the layer and buffer

thicknesses [179,181–185].

Figure 16.15(a) shows panchromatic cathodoluminescence (CL) image of HVPE-GaN

layers grown without buffer, revealing three distinctive regions [130]: (1) the interface

region shows a greatly reduced radiative efficiency attributed to a very high degree of

structural imperfections; (2) In the second zone clearly defined columns can be seen,

often referred to as columnar defective region, with some of the columns protruding

through the entire layer thickness, characterized with nonuniform emission attributed to

nonuniform impurity incorporation; (3) the upper zone, extending over several tens of

micrometers in thickness, is generally of good quality with more uniform radiative

emission. Figure 16.15(b–d) show CL images of HVPE-grown GaN layers, employing

reactive sputtered ZnO, AlN, and MOCVD-GaN buffers, respectively. The results show

that the growth on these buffers helps to: (1) eliminate the large-scale structural defects

at the sapphire/GaN interface; (2) reduce the concentration and nonuniform distribution

of residual carriers; (3) partially relieve the compressive stress in the HVPE-GaN layers

[130]. It is important to note that all the templates can provide good buffers for growth of

thick HVPE-GaN layers with very good structural and optical characteristics, although it

is difficult to grow films with sufficient thickness (larger than 50 mm) without cracks.

16.3.4.2 Quasi-Bulk Single-Wafer Growth
The growth of quasi-bulk single wafer for substrate applications needs to ensure layer

thickness of at least a few hundreds of micrometers without cracks. A weak interface

region between the substrate and nitride layer is also needed in order to allow easier

delamination process for producing a freestanding nitride layer. This growth method is

developed for GaN thick layers, while the AlN thick layer growth is still in its infancy.

There are two main approaches for growth of single-wafer GaN substrate: the first one is

(a) (b) (c) (d)

FIGURE 16.15 Panchromatic CL image in cross-section of thick HVPE-GaN layer grown (a) directly on sapphire, showing
three specific growth zones—the highly disordered interface region, the columnar region, and the good quality
region; (b) with ZnO buffer; (c) with reactive sputtered AlN buffer; and (d) with Si-doped MOVPE-GaN template.
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producing GaN layers with a thickness in the range of 150–400 mm often with ELOG

templates in order to achieve low defect density material in the lateral regions, and the

second one is producing layers with thickness of 1–2 mm in order to achieve low defect

density due to thickness increase. There are also several approaches for separation of the

thick GaN layer from the substrate, depending on the thickness achieved and the buffer

used. The most popular is the self-separation, which can be achieved by the so-called

void-assisted separation, which in turn requires a special buffer. Such a buffer could

be reactively sputtered TiN, as suggested by Japanese researchers in 2002 [186]. This

approach was developed and successfully implemented for substrate manufacturing by

Hitachi Cable, which announced production of crack-free 3-in freestanding GaN wafer

(Figure 16.16(a)) [187,188]. Another high temperature reactively sputtered AlN buffer

[189,190] was also found to be effective in suppressing defect formation in the GaN

nucleation region, reducing tensile stress during GaN growth by forming a weak “pitted”

interface that leads to optimized structural properties and allows self-separation of the

films during cooldown.

Crack-free thick HVPE-GaN layers with thicknesses of about 300–500 mm have been

demonstrated by using multiple-step technology processes such as epitaxial lateral

overgrowth (ELOG) [191,192], two-step epitaxial lateral overgrowth (2S-ELOG) [193,194],

or Pendeo epitaxy [194,195]. This growth procedure consists principally of an HVPE

growth on a thin MOCVD-grown GaN layer. The MOCVD growth was performed using

the conventional two-step procedure, consisting of a 20-nm-thick low temperature

buffer layer and a high temperature main layer. A SiO2 layer was then deposited by

chemical vapor deposition and window stripes with a period of about 7 mm were opened

using conventional photolithographic techniques. Alternatives of using W [196] and SiN

[197] masks instead of SiO2, or using GaAs [198], LiGaO2 [199], or LiAlO2 [200] substrates

instead of sapphire have also been demonstrated. In addition, in order to further reduce

the dislocation density, the ELOG approach can be performed by the so-called two-step

(a) (b)

(c)

FIGURE 16.16 (a) Large 300 GaN substrates announced by Hitachi Cable (CompoundSemiconductor.net) and currently
the largest 200 GaN boules reported by Mitsubishi Chemical (b) and Kyma Technologies (c). After Ref. [190].
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approach (2S-ELOG), which can employ either a second layer of mask usually with

shifted period with respect to the first mask, or it can employ a change of the growth

parameters, usually a reduced growth temperature during the second stage [193]. In

spite of complicated defect, strain, and emission distribution in the early stages of the

growth, a more uniform main part of the film is followed (as shown in the panchromatic

CL image in Figure 16.17(b)). A common feature for the growth on such templates is the

formation of voids (Figure 16.17(a)) in the coalescence areas, found to partially release

the strain. This allows an increase of the critical thickness for crack appearance, and in

some cases leads to self-separation of the film.

These types of thick layers can be separated from the substrates by different

methods, depending on the type of the substrate used and the nucleation scheme. The

easiest substrate removal is through a chemical etching as is often done in the case of

GaAs or LiGaO2 substrate. This approach is now routinely used at Sumitomo Electric

Industries Ltd for removing the initial GaAs substrate. In case of transparent sapphire

substrates, a laser-induced liftoff process was developed in order to separate the GaN

from the sapphire using pulsed UV laser beams. The process works by irradiating the

sapphire/GaN interface with intense laser pulses just at the absorption edge of GaN. It

leads to a fast and strong local heating, which causes thermal decomposition in the

interface region of the film, yielding metallic Ga and nitrogen gas evaporation. This

approach was particularly developed for 2S-ELOG buffer and successfully use in wafers

production by Lumilog Ltd. [193].

FIGURE 16.17 (a) A secondary electron image and (b) a panchromatic CL image in a cross-section of an HVPE-GaN
layer grown on 2S-ELOG template.
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16.3.3.3 Bulk Growth
The bulk growth is the most preferable and economical pathway to produce substrates

with the necessary quality, size, and cost. At this time, however, GaN boule growth is still

in early stages of development, and no mature technology is available yet due to several

growth-related issues. The most critical challenges are related to maintaining stable

growth conditions in the HVPE reactors during long growth runs. Wall deposition and

secondary reaction products lead to reactor clocks, which can be handled by a proper

pressure balance, or to a depletion of the growth efficiency, which can be mitigated by

modulation epitaxy. Another issue is related to growth cracks, provoking lateral growth

and polycrystalline inclusions, which limit the growth duration and the boule thickness.

Mitsubishi Chemical Co. reported a successful growth of 2-in boules up to 6–10 mm

thick (Figure 16.16(b)) [201]. Two-inch boule growth ranging from 2.5 mm up to 10 mm

has been reported by ATMI Inc. [202], Ferdinand-Braun-Institute [203], and Kyma

Technologies Inc. Figure 16.16(c) [187], respectively. Different buffers and high growth

rates up to 300 mm/h are likely to be used by the different groups.

The boule growth approach is also the technique of choice for producing substrates

with surface orientation different from the (0001) for growth of device structures on

crystallographic planes that exhibit lower or no polarization (the so-called nonpolar and

semipolar planes). This is so far accomplished by slicing nonpolar or semipolar substrates

perpendicularly or inclined with respect to the as-grown c-plane surface of the boules.

16.3.5 Homoepitaxial Seeded Growth

Another approach that recently attracted significant attention is the so-called seeded

growth by the HVPE process. This approach aims at combining the high growth rate and

higher crystalline quality achievable by the homoepitaxial regrowth employing GaN

seeds instead of using sapphire to avoid the initial highly defective interface region.

Several alternatives of seeded growth have been elaborated recently by research from

Unipress. Namely, seeds produced either by high pressure solution growth (HPSG),

HVPE, or ammonothermal growth methods have been used for regrowth by HVPE.

Figure 16.18(a–c) show optical images of the three types of seeds and the HVPE regrown

wafers (Figure 16.18(d–f)), respectively.

The first type of seeded growth was reported first due to the early availability of high

quality HPSG crystals, although of small form factor (Figure 16.18(a,d)). The main

challenge of this seeded growth was the expansion of the seed crystal [204,205]. In HVPE

growth of GaN, crystal expansion can be controlled through physical-chemical gradients

and concentrations, which result in stabilization of crystal planes under the appropriate

growth conditions. For in-plane expansion, size expansion will depend on the anisotropy

of the growth rates for different crystallographic planes. Growth parameters, such as

temperature, pressure, growth rate (source species flux), or the ratio between the ni-

trogen and the gallium species, can influence the stabilization of one crystal plane over

another. Additionally, the geometric configuration of the seed in the system may
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contribute to the flux of the growth species from additional sources, such as surface

migration. As shown in the ELOG growth of GaN [197,198], inclined crystalline facets can

be formed under certain growth conditions that give undesirable crystalline morphol-

ogies. An important part of the growth process development is to identify growth pa-

rameters that give a planar (as opposed to prismatic – Figure 16.18(d)) crystal, and then

find the way to extend the growth in directions normal to those edge planes. One issue

that has been observed with seed expansion is the variation in impurity content and

carrier concentration. The physical and electrical properties of GaN grown by HVPE are

very sensitive to the orientation of the crystallization front. This could present a chal-

lenge for bulk growth, particularly for undoped and semi-insulating material, where a

low background concentration of shallow impurities, such as oxygen, is desired.

With the availability of larger wafers, produced by HVPE, the regrowth by HVPE was

optimized and proven successful in maintaining the seed wafers’ size during the

HVPE-seeded growth, as shown in Figure 16.18(b,e) [206]. Even the very early HVPE

regrowth on HVPE freestanding crystal showed that the material produced during

regrowth possesses significantly improved structural characteristics. In particular, the

dislocation density was found to be noticeably reduced. The analysis of the defect

density in the regrown HVPE-GaN with different thicknesses has shown that the trend of

decreasing the defect density with increasing thickness remains [207]. The high purity of

(a) (b) (c)

(d) (e) (f)

FIGURE 16.18 Optical images of GaN seeds grown by: (a) high pressure solution growth, (b) HVPE,
(c) ammonothermal methods, and (D, E, F) HVPE-grown GaN on the respective seeds shown above. Courtesy of
Bolesław Łucznik.
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the crystals and the high optical quality have been proven reproducible. In particular, the

low temperature photoluminescence (PL) spectra of the regrown GaN films showed

comparable narrow (w2 meV) exciton peaks as in the PL spectrum of the seed. However,

based on different studies performed by variety of techniques, such as X-ray diffraction,

PL, Raman scattering spectroscopies [206,207], it is clear that both the residual strain and

curvature (radius of about 10 m in the best case) of the seed was reproduced, which

remains the main undesirable characteristic of these materials.

The most recent availability of low dislocation-density wafers grown by ammo-

nothermal method open a new possibility for homoepitaxial seeded growth

(Figure 16.18(c,f)). The HVPE-seeded growth on such seeds has also been proven suc-

cessful in reproducing the seed characteristics in regard to very low curvature (radius

close to 100 m) and low dislocation density (in the angle of 104/cm2) [208]. Moreover, in

contrast to the ammonothermal seed characteristics, the HVPE-GaN wafer grown on

ammonothermal seed possessed high purity and transparency, which are typical char-

acteristics for the HVPE growth. Thus, the combination of the two methods seems to

enable the advantages of both in the regrown material.

16.3.6 Growth Related Properties

16.3.6.1 Residual Impurities and Native Defects
The HVPE-grown nitrides, including GaN, AlN, and AlGaN, have generally been reported

with high purity, low density of background impurity, vacancy and deep-level com-

plexes, and with high transparency. The lowest unintentional free carrier concentration

in bulk GaN material was reported in HVPE material to be in the range of

8� 1015–2� 1016/cm3 and was explained by the presence of oxygen and silicon impu-

rities, being unavoidable in the nitride materials grown by HVPE. There are numerous

reports about the origin of the residual impurities in HVPE-grown nitrides, as well as for

their distribution. The interface region, close to the substrate, is typically characterized

by high defect density of impurities, predominantly oxygen (Figure 16.19(a)) and

vacancies (Figure 16.19(b)), which quickly decrease with increasing the layer thickness

and overall leads to thickness improvement of material properties [210]. This trend,

however, is typical for growth along the [0001] c-direction, and contradicts the flat

thickness distribution of the VGa-ON pair defects observed in the GaN growth along

nonpolar directions, as seen in Figure 16.19(b) for a-plane GaN on sapphire [209]. This

general trend of the point defects decreasing is more complicated, particularly in the

interface region for material grown without buffers, possessing columnar interface

structure, and in materials grown on ELOG-type of buffer. The material with columnar

interface structure may dramatically affect the Hall effect results, indicating highly

conductive or even degenerate materials in some cases, which was explained by the high

concentration of the interface connected to the contacts via the columnar structure

(Figure 16.15(a)) and thus bypassing the high quality low impurity concentration part of

the layers. The impurity distribution in the ELOG part is even more complicated, as seen
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in the CL images (Figure 16.17), although it is more regular and controllably distributed

in the coalescent part, while the larger main part of the layer remains generally uniform

and not affected by the interface impurities.

The presence of the interface layer with high density of point defects in most of the

heteroepitaxial nitride and the near-surface accumulation layer often observed in InN

layers provoked a need for using a two-layer model [211] for analysis of the Hall effect

data in all cases of HVPE template layers. The bulk nitrides, however, do not require a

consideration of this interface layer due to its self-separation removal or polishing away.

The Hall effect data of bulk GaN grown by HVPE revealed high mobility, i.e., 1280/cm2/

Vs for free carrier concentration of 1.23� 1016/cm3 at room temperature, close to the

theoretical predictions [212].

16.3.6.2 Doping
Although all intentionally undoped GaN material grown by HVPE method possesses n-

type conductivity, p-type and semi-insulating materials are also available by adding

different impurities.

Intentional n-type doping can be achieved by O and Si doping introduced by gaseous or

solid sources.Typical gaseousSi dopantprecursors forHVPEgrowth include silane,disilane,

and dichloresilane. Alternatively, Si doping can be achieved in HVPE by exposing Si to the

HCl gas to form SiClx, which then transports to and reacts with the growing film.

HVPE-grownbulkGaNdopedwith Si by using SiH4 sourcewas reported to result inmaterial

with carrier concentration in the range of 1.3� 1016–8.3� 1018/cm3 while maintaining high

crystalline andoptical quality [213]. Alternative dopingwith oxygen, using gaseous source of

high quality was also reported to achieve carrier concentration up to 8.5� 1018/cm3.

Temperature dependence of Hall carrier concentration and mobility of two such repre-

sentative samples dopedwith Si (n¼ 7.3� 1016/cm3) andO (n¼ 2� 1017/cm3) are shown in

FIGURE 16.19 Ga vacancy defect distributions: (a) along the film thickness in polar and in nonpolar
GaN heteroepitaxial layers grown by HVPE in the near interface region (60 mm) close to the substrate interface;
(b) across a nonpolar bar sliced from a 2-in boule across the boule center—the experimental data depicted from
the spots indicated in the inset. After Ref. [209].
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Figure 16.20(a,b), respectively, showing similar trends as the ones for undopedmaterialwith

the offset related to the higher free carrier concentrations.

P-type doping of GaN bulk material was reported by HVPE techniques as well. Today

Mg is the element proven to be the most efficient and controllable in achieving p-type

conductivity. Despite that, high hole concentrations are challenging due to Mg high

thermal activation energy of 150–200 meV [214], however, resulting in only a few percent

of the Mg acceptor ionization at room temperature. Additionally, postgrowth annealing

is required for removing the hydrogen passivation of the Mg dopant. Other elements

such as Zn and Cd have also been used but with even less activation efficiency due to

their larger thermal activation energy and much less activation achievable at room

temperature. The doping with Mg in HVPE was done by either using a separate tem-

perature zone and source bath or by mixing the Mg in the Ga source. The HCl gas,

reacting with Mg can form MgCl, which is transported to the growth zone [215]. The role

of H carrier gas was reported in a controversial way. Although one would expect that it is

preferable to use inert carrier gas to avoid Mg-H passivation, the experimental results

have shown preferable behavior of the passivation during growth to prevent the

(a) (c)

(b) (d)

FIGURE 16.20 Panchromatic CL images visualizing in-plane dislocation distribution in GaN layer grown by HVPE
on: (a) GaAs substrate using ELOG technique with hexagonal mask openings; (b) sapphire substrate using ELOG
technique with striped mask; and on sapphire substrate using high temperature AlN buffer with thickness of
about 150 mm (c) and 700 mm (d).
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incorporation of residual donor impurities [216]. Thus, despite the technological

breakthroughs in growing p-type GaN by HVPE, the reports are very limited and the

exact governing mechanisms remain unclear.

Semi-insulating GaN bulk substrates are currently only possible by doping with

compensating elements. The most promising approach suggested so far in HVPE growth

is doping with Fe using metalorganic source. The HVPE-growth GaN with varying Fe

concentration for semi-insulating substrate application has been demonstrated, and

such bulk wafers are available on the market. The material was reported with sufficiently

high resistivity (larger than 106 Ucm). Despite the fact that the reports on this topic are

relatively limited, and the compensation mechanism is not yet fully understood, the

growth of semi-insulating GaN with high quality was proven successful.

The doping of HVPE-grown bulk GaN technique was proven capable of maintaining

good crystalline quality and excellent optical properties. The structural quality of non-

intentionally doped (n�), Si-doped (nþ), O-doped (nþ), and Fe-doped (semi-insulating)

GaN was studied by a variety of techniques, consistently revealing high crystalline

quality, small lattice curvature, and low defect density [213]. The results are also sug-

gestive of the relative independence of structural quality on the doping parameters

within the moderate doping levels typically needed [217]. It is important to note that the

doping has a noticeable effect on the lattice parameters, especially in the case of semi-

insulating material doped with Fe. A precise analysis of the doping effect, however, re-

quires a series of low defect density bulk material grown with controllable doping

concentration and accounting for the background impurities and native point defects,

such as Ga vacancies, despite the fact that the method produced the lowest density of

native point defects as compared to all other bulk nitride techniques.

16.3.6.3 Structural Defects
The microstructure, particularly the dislocation density and distribution, represent

especially important characteristics of HVPE-grown nitride template and substrates.

There are two primary approaches toward decreasing the dislocation density in

HVPE-GaN: ELOG-type approaches and greater GaN thickness (boule type), as

mentioned earlier. The ELOG approaches can provide areas of very low defect density,

where the lateral growth mode dominates. Depending on the mask geometry, these low-

defect density areas could have different shape and size as visualized by panchromatic

CL imaging in Figure 16.20(a,b) for hexagonal and stripe openings, respectively. Usually

the devices have been placed on top of these areas.

Increasing thickness of the HVPE-GaN layer is another way of decreasing dislocation

density. Panchromatic CL images (Figure 16.20(c,d)) visualize the dislocation density

decrease down to 107–108/cm2 in a w150-mm-thick film (Figure 16.20(c)) and 106–107/

cm2 in a w700-mm-thick film (Figure 16.20(d)). This effect was also visualized in

transmission electron microscopy (TEM) cross-section image taken from the interface

region of an HVPE-GaN layer grown on sapphire with reactive sputtered AlN buffer

(Figure 16.21(a)). The AlN buffer comprises well-defined, slightly misoriented domains
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[178] and accommodates most of the misfit defects usually generated in the interface

region. One can see a reduction of the threading dislocation along the sample thickness,

which was consistently shown in a number of publications. This effect is observed for all

the nitrides heteroepitaxially grown by HVPE. For example, one representative TEM

image of a ternary AlGaN layer grown by HVPE on sapphire substrate with reactive

sputtered AlN buffer with a thickness of about 6 mm is shown in Figure 16.21(b), showing

a similar trend of dislocation reduction with thickness down to 8� 108/cm2 in the near

surface region.

The decrease of dislocation density with increasing film thickness was reported for all

nitride materials and explained either by annihilation of mixed dislocations with

opposite Burger’s vectors [218] and/or by point defect–assisted dislocation climb.

Figure 16.22 summarizes results obtained by different characterization techniques

(a) (b)

FIGURE 16.21 TEM images of: (a) HVPE-grown GaN and (b) HVPE-grown AlGaN (Courtesy of Zuzanna Liliental-
Weber) layers, using reactive sputtered AlN buffers and showing similar decrease of dislocation density along the
growth direction in both materials.

FIGURE 16.22 Combined graph of experimental data and theoretical expectations for dislocation density as a
function of the GaN layer thickness. *Mathis et al. [218]; þHanser et al.[219]; þþPaskova et al. [187]; #Fujimori
et al. [220].
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[218–222]. TEM is the most reliable approach to differentiate and estimate the disloca-

tion type and density, however, the technique approaches its sensitivity limit for den-

sities around 105/cm2. Complementary studies by CL topography reveal [219,220] a

different dark contrast usually interpreted as due to nonradiative recombination, with

strong contrast for screw and mixed dislocations and a quite weak contrast for edge

dislocations [216]. Alternative techniques used are atomic force microscopy and

different etching procedures, revealing large pits related to dislocations of screw type

and small pits related to edge type dislocations [222]. The graph shows a monotonic

decrease of dislocation density with GaN layer thickness over several orders of magni-

tude, consistent with the theoretical model.

16.4 Conclusion
In this chapter the current status of vapor transport bulk growth of wide bandgap

semiconductors, focusing on SiC, AlN, and GaN, was summarized. Remarkable devel-

opment has been demonstrated during the last 10 years regarding understanding of the

growth mechanisms and reactor optimizations. The crystal quality has been significantly

improved, but much remains to be done, especially for the bulk nitrides. Growth-related

defect density and doping control are the most critical current challenges that remain to

be resolved in order to achieve the full potential of the bulk wide bandgap

semiconductors.
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Growth 2001;233:211.
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17.1 Introduction
Diamond possesses a remarkable range of extreme and outstanding properties superior

to other materials. The large band gap, high mobility and saturated velocity of charge

carriers, optical transparency in wide spectral range, the highest thermal conductivity,

extreme mechanical properties, and resilience to harsh environments rank diamond

among the top advanced materials whose development would lead to a major break-

through in twenty-first-century materials science and engineering. Besides its impor-

tance as the strategic future electronic material, diamond has been the classical model

object of fundamental research in solid state physics, chemistry, and engineering. It is

difficult to overestimate the significance of diamond in the earth sciences, where it

serves as an invaluable source of information about the earth interiors. But perhaps the

greatest impact that diamond casts upon human civilization is associated with its special

role as the gemstone. For centuries it has been treasured for its exquisite beauty and

rarity, and it remains a symbol of wealth and prestige.

The history of attempts that have been made to synthesize diamond dates back to the

beginning of the nineteenth century when diamond was proved to be an allotrope of

carbon. It was not however until the beginning of the twentieth century that the necessity

of high pressures to convert graphite to diamond was recognized. Thermodynamic
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calculations of Rossini and Jessup [1], Leipunskii [2], and Berman and Simon [3] on the

diamond–graphite equilibrium line together with the development of high pressure

experimental techniques [4,5] were the important steps that finally led to the successful

synthesis of diamond reported by the General Electric (GE) team in 1955 [6,7]. It was

approximately at the same time that the possibility of diamond synthesis from the vapor

phase was demonstrated [8,9]. Since then, diamond synthesis has become a mature

technology as the man-made diamond became a realm for scientists and engineers.

The purpose of this chapter is to give a brief review of the state of the art of bulk

diamond growth, the main methods and equipment used for bulk diamond growth,

current understanding of the effect of growth conditions on the properties of diamond,

and achievements in single crystal growth using high pressure high temperature (HPHT)

and chemical vapor deposition (CVD) approaches.

Methods of conversion of various forms of carbon to diamond can be divided into two

broad categories depending on whether diamond is thermodynamically stable or not at

the synthesis conditions (Figure 17.1). At low pressure in the graphite stable field of the

phase diagram diamond may be synthesized using a host of chemical and physical vapor

deposition techniques [10]. The state of the art of bulk diamond growth using CVD

methods will be considered in Section 17.3. At high pressure in the field of diamond

stability, synthesis techniques may be split into the methods of direct graphite-to-

diamond conversion, and methods of catalytic diamond synthesis and growth. Due to

extreme pressure-temperature (P-T) conditions required for the direct conversion of

graphite to diamond, initially only very small polycrystalline diamonds could be pro-

duced by this method [11]. Recently, substantial progress in ultra-high pressure tech-

niques has been made [12]; a brief account of the achievements in bulk diamond

FIGURE 17.1 P-T phase diagram for carbon. Fields of diamond synthesis by various methods are denoted. Direct
conversion from graphite under (1) shock-wave compression and (2) static pressure; catalytic synthesis and growth
with (3) nonmetallic and (4) metallic solvents; (5) growth via chemical vapor deposition.
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synthesis via direct conversion will be discussed in Section 17.2.7. The catalytic synthesis

and growth of diamond at high pressures and high temperatures can be achieved using

metallic and nonmetallic solvent-catalysts, which will be the major focus of this chapter.

17.2 High Pressure Crystal Growth of Diamond
17.2.1 Methods of High Pressure Diamond Synthesis and Growth

17.2.1.1 Diamond Synthesis with Metallic Catalysts
High pressure synthesis with the metal solvent-catalysts is currently the most elaborated

and well-studied process used for manufacturing single crystal diamonds [13]. The group

VIII transition metals Fe, Co, and Ni together with Mn, Cr, Ta, and Nb aid to decrease the

P-T parameters of the graphite-to-diamond phase transition and are commonly used

both in their elemental form and in alloy combinations as the solvent-catalysts [6,7].

Under synthesis conditions, typically 1300–1500 �C and 5–6 GPa, the metal bath is in a

molten state and the driving force for diamond crystallization derives from the difference

in the solubility of metastable graphite (Figure 17.2, point N) and stable diamond (point

M) in the melt at a constant temperature. Several models have been proposed to account

for the role of the solvent-catalyst, including pure solvent, pure catalytic, and solvent-

catalyst approaches [13,14]. In this method, sometimes called film growth (FG), dia-

mond crystallizes via the diffusion of carbon or carbon species through the surrounding

film of metal melt, 0.01–0.1 mm thick. Diamond crystals up to 1 mm in size can be

produced by this method. The HPHT diamond synthesis with metal solvent-catalysts is

currently the dominant manufacturing process for industrial diamond for abrasive and

cutting applications.

FIGURE 17.2 A fragment of nickel–carbon phase diagram at 5.4 GPa. g – solid solution of carbon in nickel, EG –

metastable graphite-g eutectic, ED – stable diamond-g eutectic. Points K, M, N are explained in the text. Adapted
with permission from Ref. [15]. Copyright 1967, AIP Publishing LLC.
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17.2.1.2 Temperature Gradient Growth Method
The temperature gradient growth (TGG) method is in fact a variety of the widely used

method of crystal growth from solution in melt. For growing diamond, this method was

originally developed and applied by the GE scientists, who first produced large diamond

crystals weighting about one metric carat (200 mg, 5–6 mm across) in the early 1970s

[16,17]. Since fine diamond powder or compact serve as the source of carbon, this

method is also referred to as the reconstitution technique. The driving force for crys-

tallization, under diamond stable conditions, is the difference in diamond solubility in

the hotter source zone (point K in Figure 17.2) and the cooler crystallization zone (point

M), where diamond seed(s) is(are) located. The solvent-catalysts are generally the same

as those used for spontaneous diamond synthesis. The solvents are selected in order to

have a broad field of the liquid–diamond equilibrium with respect to both temperature

and system composition at pressures of about 6 GPa. The ternary systems have as a rule

some advantages compared to the constituting binary systems. For instance, the Fe-Ni-C

system shows a decreased field of stability of iron carbide, Fe3C, and increased field of

the liquidþ diamond equilibrium. For this system, there is a wide region of ternary melts

and extended field of diamond crystallization. The temperature difference between the

carbon source and the seeded region, which defines the growth rate and is typically

20–50 �C, is set through high pressure cell design. Since its introduction in 1970s, the

temperature gradient growth method has been adopted and further developed by the De

Beers Diamond Research Laboratory (UK, South Africa) and Sumitomo Electric

Industries (Japan), who, along with GE, became the major producers of HPHT synthetic

diamonds.

17.2.2 High Pressure Equipment

The progress in bulk diamond growth is essentially connected with the development of

high pressure techniques capable of creating relevant pressures (5–6 GPa) and temper-

atures (1350–1500 �C) and maintaining them stable over the period of 50–100 h and

longer. There are several types of high pressure apparatus that are now routinely used for

diamond growth by the temperature gradient growth method.

17.2.2.1 Belt-Type Apparatus
The basic construction of the belt-type apparatus was developed by Tracy Hall [18]

(Figure 17.3). A modification of this apparatus, called flat belt (FB), was later developed

by Japanese scientists [19]. A powerful press (up to 300 MN) and efficient massive

support of the anvils and belt matrix enable the creation of necessary pressures in the

reaction volume of several hundred cubic centimeters. The effective thermal isolation of

the high pressure cell and cooling system enable growth cycles of more than 10 days

long. It is the belt-type apparatus with which the pioneering works on the synthesis of

diamond [6,7] and diamond growth by the temperature gradient growth method [16,17]

were accomplished. De Beers and Sumitomo, using belt-type equipment, have made

substantial progress in growing diamond crystals [20].
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17.2.2.2 Toroid-Type Apparatus
Apparatus of this type are based on the concept of the Bridgman anvils. The history of

the development of this high pressure equipment, and its capabilities and applications,

have been reviewed by Khvostansev et al. [21]. A relatively simple and technologically

feasible technique called chechevitsa (lentil) was developed in the 1960s at the Institute

of High Pressure Physics of the Russian Academy of Science and was widely used in the

USSR for industrial production of abrasive synthetic diamonds. Further development of

this technique led to the invention of the toroid apparatus (Figure 17.4) [22]. It operates

on the principle of uniaxial compression and enables pressure and temperature con-

ditions of diamond synthesis in the reaction volume of about 10 cubic centimeters. With

subsequent modifications, this equipment has been successfully applied for growing

large diamond crystals [23–26].

17.2.2.3 Multi-Anvil Apparatus
One of the first apparatus of this type was developed by Von Platen [27]. Later a series of

multi-anvil apparatus capable of producing pressures up to 30 GPa were developed in

FIGURE 17.3 The belt-type high
temperature, high pressure
apparatus. “Exploded” assembly.
Reprinted with permission from
Ref. [18]. Copyright 1960, AIP
Publishing LLC.
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Japan. Kawai [28] proposed several modifications of one- and two-stage multi-anvil

devices, which created the basis for the progress in multi-anvil techniques. Recently, a

comprehensive review of this type of high pressure equipment has been made by

Lieberman [29].

At the Institute of Geology and Geophysics, Siberian Branch of the Academy of

Sciences, USSR work on the development of multi-anvil apparatus began in the 1970s.

Initially an apparatus of “split-cube” type was developed [30]. The next step was the

development and construction of a series of multi-anvil apparatus of “split-sphere”

type [31,32]. In this apparatus, a block of anvils is placed in a split casing with a

spherical inner cavity, which is locked with a flange. The hydrostatic pressure is

created by oil injected by a pump into the space between semispheres and rubber

membranes covering the anvil block (Figure 17.5). Using this equipment, which

became known by Russian abbreviation BARS, first synthetic diamonds weighting

about one carat were produced in Russia [33]. At present a modernized BARS appa-

ratus with a two-stage anvil block of 8-6 scheme and a tetragonal high pressure cell is

used for diamond growth by the TGG method [34]. An efficient system of water

cooling of the outer and inner anvils enables stable growth cycles of a hundred

hours long.

FIGURE 17.4 The toroid-type apparatus.
1 – hardened steel; 2 – WC-Co hard alloy;
3 – lithographic stone; 4 – sample and heater.
Redrawn with permission from Ref. [22].

(a) (b)

FIGURE 17.5 High pressure apparatus of the split-sphere type (BARS): (A) general view, (B) split-sphere multi-anvil
block. 1 – clamps, 2 – assembly with semisphere cavities, 3 – multi-anvil block (diameter 300 mm), 4 – steel anvils,
5 – tungsten carbide anvils, 6 – high-pressure cell. Reprinted with permission from Ref. [34]. Copyright 2010,
American Chemical Society.
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Recently, significant progress has been achieved by Chinese scientists in the devel-

opment of the cubic high pressure apparatus (CHPA) and its adaption to the growth of

diamond by TGG method (Figure 17.6) [35]. This is a one-stage apparatus with hybrid

anvils based on the original design of Tracy Hall. Han et al. [35] presented a review of

the results on the growth of various types of gem quality, relatively large single crystal

diamond using CHPA apparatus.

17.2.2.4 High Pressure Cell for Diamond Growth
Although the configuration and design of the high pressure cells used in the above

apparatus are rather different, the schemes of the crystallization chambers are similar in

principle. As an example, the scheme of the high pressure cell used for diamond growth

on the BARS apparatus is shown in Figure 17.7.

17.2.3 High Pressure Growth of Main Types of Diamond

17.2.3.1 Diamond Classification
Most of the physical properties of diamond are significantly affected by impurities present

in diamond crystals as point defects. The dominant impurity in both natural and synthetic

diamonds is nitrogen, which may be present in the diamond in various structural forms.

The classification of diamond is based on the concentration and aggregation stage of

nitrogen. Depending on nitrogen concentration, diamonds are divided into type I,

nitrogen-containing, and type II, containing less than c. 1 ppm of nitrogen. Type I di-

amonds are further subdivided into type Ib, containing nitrogen impurity in the form of

single substitutional atoms (C-centers), and type Ia, containing aggregated nitrogen forms

(A- and B-centers). An overwhelming majority (w98%) of natural diamonds correspond to

type Ia with maximum nitrogen concentrations up to 3000–5000 ppm. Most synthetic

WC anvil

Steel block
Steel ring

(a)

(b)

(c)

XZ
Y

XZ
Y

FIGURE 17.6 Optical photo of the CHPA. (A), the cross-section of the multi-anvil assembly for traditional anvils (B),
and the cross-section of the multi-anvil assembly for hybrid anvils (C). The inset shows the optical photo of anvils.
Reprinted with permission from Ref. [35]. Copyright 2011, American Chemical Society.
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diamonds correspond to type Ib with nitrogen concentrations typically in the range

100–300 ppm. The formation of the aggregated forms of nitrogen is known to proceed

through thermally activated migration of nitrogen atoms in the diamond lattice and their

aggregation [36,37]. Type II diamonds are also subdivided into two different classes: type

IIa diamond is relatively free from extrinsic impurities, while type IIb diamond has boron

as the major impurity. Type IIb diamonds are semiconductors with p-type conductivity.

17.2.3.2 Nitrogen-Containing Type I Diamond
The isolated substitutional nitrogen (C-centers), which is the dominant form of nitrogen

impurity in synthetic diamonds, behaves as a deep donor, with an ionization energy of

around 1.7 eV. The photoionization of nitrogen donors gives rise to continuum ab-

sorption at wavelength shorter than about 600 nm, which is responsible for typical

yellow or brown coloration of type Ib diamonds. The A-form nitrogen (a pair of nitrogen

atoms in neighboring substitutional positions) is less common but also important for

synthetic diamonds. The A-centers form a very deep donor level (w4 eV) and produce no

absorption in the visible range, making type IaA diamond colorless.

The incorporation of nitrogen in diamond crystals shows a distinct growth sector

dependence. Synthetic diamonds grow with a cubo-octahedral morphology, often modi-

fied by minor {113} and {110} faces. Under standard growth condition, 1300–1450 �C and

5.5 GPa, nitrogen concentrations are the highest in the {111} growth sectors, typically

100–300 ppm for diamonds grown using Fe-Co and Fe-Ni solvent-catalysts. The average

nitrogen concentration in the {100} is generally two or more times lower than that for the

{111} sectors. It was shown that at comparatively low growth temperatures, cubic growth

FIGURE 17.7 High pressure cell used for diamond growth with BARS equipment at the IGM SB RAS. 1 – ZrO2

container, 2 – graphite heater, 3 – thermocouple, 4 – graphite (source of carbon), 5 – metal solvent-catalyst,
6 – growing diamond crystal, 7 – electric supply. Adapted with permission from Ref. [34]. Copyright 2010,
American Chemical Society.
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sectors may predominate and contain higher nitrogen concentrations than the {111}

sectors [38]. However, it is thought that the low growth temperature is not the only pre-

requisite for growth of cubic diamond, and some other factors such as chemical compo-

sition or oxidation state of the growth system should be considered. Nitrogen

concentrations in the minor growth sectors, that is {110} and {113}, are about an order of

magnitude lower compared with the {111} and {100} sectors. Within a given growth sector,

nitrogen also demonstrates inhomogeneous distribution caused by both local variations

and long-term changes in the growth conditions. These variations are not necessarily due

to the extrinsic factors such as insufficient stability of the input power or applied pressure,

but canbe related to some intrinsic features of diamondgrowth such as convective flows in

the metal melt or effects of accumulation and diffusive relaxation of impurities at the

growth front. The pronounced growth sector dependence of nitrogen distribution is evi-

dence that its incorporation in the growing diamond is nonequilibrium and governed

mainly by the growth kinetics and surface processes. The sources of nitrogen in synthetic

diamond are the nitrogen impurities in the solvent metal and carbon source material, as

well as the atmospheric nitrogen in the pore space in the high pressure cell components. It

was shown that when using reactionmixtures pretreated at a high temperature and a high

vacuum it was possible to grow diamond crystals with substantially reduced nitrogen

concentrations [39]. The nitrogen take-up is also affected by the nitrogen solubility of the

metal solvent-catalyst; the higher the solubility, the lower the amount of free nitrogen that

may incorporate into the diamond. The solubility effect is thought to be responsible for

decreasing nitrogen concentrations in diamonds grown using metals with a higher defi-

ciency in d-shell electrons, e.g., iron, and/or at relatively high temperatures [40,41]. The

growth rate is also reported to affect the concentration of nitrogen in diamond [42,43]. In

general, higher growth rates promotehigher nitrogen concentrations in the growncrystals.

Considering the effect of the growth temperature, another important phenomenon, which

is related to the process of nitrogen aggregation, should be taken into account. It has been

found [44–48] that diamonds grown using nickel or cobalt-based solvent-catalysts at

temperatures of about 1450–1500 �C and higher show a significant portion of nitrogen in

the aggregated form, as the A-centers, and correspond to the mixed Ibþ IaA type. The

A-centers in as-grown diamonds tend to dominate in the inner regions of a crystal.

Although temperatures of about 1500 �C are less than those typically used in the annealing

experiments (1700–2000 �C) [37], given the high duration of the growth runs, typically

several tens of hours, it is reasonable that the inner parts of a crystal underwent annealing

during the growth.

As noted above, there is an essential difference between natural and synthetic

diamonds in respect of both predominant form of nitrogen impurity and typical nitrogen

concentrations. The first one can now be well explained by the prolonged annealing of

natural diamonds during their residence in the earth’s mantle. The second one is less

clear, but obviously due to the difference in the growth environments. There have been

several studies addressing the question of how much nitrogen can be incorporated in

synthetic diamonds. Kanda et al. [49] synthesized diamonds from nonmetallic
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solvent-catalysts such as Na2CO3 and Na2SO4 and found that they may contain 1200 to

1900 atomic ppm of nitrogen atoms. Borzdov et al. [50] studied diamond crystallization

in the Fe3N-C system at 7 GPa and 1550–1850 �C and found that at temperatures of

1700 �C and higher iron nitride acted as the solvent-catalyst for diamond synthesis.

Infrared absorption measurements revealed that the crystallized diamonds contained

very high amount of nitrogen, up to 3300 ppm. This apparently is the highest value

reported so far for synthetic diamonds and close to the maximum concentrations found

in natural diamonds. The special role of the nature of the solvent-catalyst in the pro-

cesses of nitrogen incorporation in diamond was demonstrated in studies on diamond

crystallization using nonmetallic solvent-catalysts. It has been shown that diamonds

synthesized from such solvents may contain high nitrogen concentrations even if no

nitrogen was deliberately added to the growth system. For instance, diamonds produced

using sulfur [51], sulfides [52], and carbonates [53] as the solvents, or in complex

carbonate-oxide-sulfide systems [54] were found to contain 1000–1500 ppm of nitrogen.

Several studies were performed on diamond synthesis using metal solvent-catalysts with

various nitrogen additives, NaN3, Ba(N3)2, and P3N5 [55–57]. Diamond crystals up

to 0.5 mm in size were synthesized in these works via the spontaneous crystallization at

5.0–6.3 GPa and 1250–1550 �C. These crystals contained up to about 2000 ppm of

nitrogen mainly in the single substitutional C-form and had specific green color.

The effect of nitrogen impurity on diamond crystal growth was studied recently in detail

by Palyanov et al. [34]. The experiments were performed at 5.5 GPa and 1400 �C for 65 h

in the FeNiC system with different concentrations of Fe3N and CaCN2 additives. The

temperature gradient growth method on seed crystals was applied. It was found that

an increase in nitrogen concentration in metal melts results in an increase in the

concentration of nitrogen impurity in diamonds up to about 1100 ppm. As nitrogen

concentration increased, the crystals attained a specific green coloration. Optical

absorption measurements made for these crystals showed a specific broad absorption

band with maximum at around 660 nm, whose intensity increased with nitrogen

concentration. In combination with the absorption related to C-centers, this band gave

rise to the greenish component in the color of nitrogen-doped diamonds. The nature of

the 660-nm absorption band is not clear at the moment.

It is generally believed that due to small covalent radius of the sp3-configured carbon

atom and the rigidity of the diamond lattice, only light elements like H, B, and N can

incorporate into diamond as point defects. Therefore, it comes as a surprise that tran-

sition metals Ni and Co were identified to be able to enter the diamond lattice in the

atomically dispersed form. The first indication on the possibility of nickel incorporation

into the diamond came from the results of Loubser and Van Ryneveld [58]. They detected

a specific electron paramagnetic resonance (EPR) center (W8 center) in polycrystalline

synthetic diamonds made with Fe-Ni solvent/catalyst, which was absent for diamonds

grown without nickel. The involvement of nickel in the W8 center was confirmed by

observing hyperfine splitting from 61Ni [59], and the center was associated with nega-

tively charged substitutional nickel [60]. Later it was found that diamonds grown using
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nickel-containing solvent-catalysts show a number of specific optical absorption and

luminescence bands, which were assigned to Ni-related centers [61]. Collins et al. [62]

observed that the relative intensities of the different nickel-related absorption bands

depend on the composition of the nickel-containing solvent-catalyst and that all the

optical features attributed to nickel are confined exclusively to the octahedral growth

sectors of diamond. The concentration of nickel impurity in diamond may reach several

tens ppm, but in most cases it is less than 1 ppm [63]. A rich variety of optical and

paramagnetic centers were found in synthetic diamonds grown with Ni or Co solvents

and annealed at temperatures where nitrogen atoms are mobile (�1500 �C). Nickel- and

cobalt-related defect centers in synthetic diamonds have been extensively studied in

numerous experimental and theoretical studies, resulting in relatively good under-

standing of these defects (see reviews [61,63] and references given therein).

An important aspect of nickel and cobalt impurities in synthetic diamond is their

influence on the kinetics of the aggregation of nitrogen from single substitutional C-form

to the paired A-form. Fisher and Lawson [64] and Kiflawi et al. [65] found that the

presence of Ni- or Co-related defects significantly enhanced the process of the aggre-

gation of nitrogen, and that the aggregation did not follow second-order kinetics. It has

been proposed that the enhancement is achieved either by the release of vacancies from

Ni-vacancy or Co-vacancy complexes, which in turn assist in the migration of nitrogen,

or through the release of carbon interstitials that in turn release highly mobile nitrogen

interstitials.

Nitrogen-containing type Ib or mixed type Ibþ IaA synthetic diamonds are currently

the major commercially available product. For this material, growth rates as high as

15 mg/h have been achieved [66], but more commonly high quality inclusion-free dia-

mond crystal are grown at rates within 3–6 mg/h. Typical diamond crystals produced

with BARS technique are shown in Figure 17.8. The record synthetic diamond crystal

produced by HPHT method weights 34.80 ct and was grown by the De Beers Diamond

Research Laboratory for research purposes in 1992.

FIGURE 17.8 Typical diamond crystals produced at the IGM SB RAS using BARS equipment.
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17.2.3.3 Nitrogen-free Type IIa Diamond
Diamond crystals with very low content of impurities, first of all nitrogen, are of key

importance for many existent or prospective applications of diamond. The most

commonly used approach to reduce the amount of nitrogen in the grown crystals relies

on the addition to the growth system of elements with a high affinity to nitrogen [16,17].

These elements, typically Ti, Al, and Zr, act as nitrogen getters by forming stable or

transient nitrides. The realization of this relatively simple idea to grow large, high quality

diamond faces has, however, had a number of obstacles. The presence of nitrogen

getters strongly affects the properties of the growth system. The growing diamond

crystals tend to entrap metallic inclusions, thought to be due to a decrease in the sol-

ubility of carbon in the melt and/or prevention of carbon transport in the melt.

Consequently, to produce high quality type IIa diamonds without metallic inclusions,

the growth rate had to be decreased to less than 1.5 mg/h, requiring several hundreds of

hours to grow 1-2 ct crystals [16]. Comprehensive investigations into the growth of type

IIa diamonds were reported by Sumiya et al. [66,67] and Burns et al. [41]. It has been

demonstrated that with an adequate selection of the solvent-catalyst composition, type

and amount of nitrogen getter and additives suppressing the formation of carbides, and

with prolonged maintenance of a high precision temperature control, high quality type

IIa diamonds weighting 7-8 ct (w10 mm across) can be produced at growth rates as high

as 6–7 mg/h [67]. Recently, successful synthesis of large type IIa diamond crystals

measuring up to 12 mm in diameter (w10 ct) has been reported [68]. These crystals

(Figure 17.9) contain less than 0.1 ppm of nitrogen and are free from dislocations and

stacking faults in areas as large as 5� 5 mm2.

It should be noted that for diamond crystal growth as a whole and for growth of type

IIa diamonds in particular, it turns out that the optimal growth conditions developed by

one group may not work as well or even be easily adopted with other diamond-growing

groups. Although the general principles and approaches are common, each group has to

invent its own “receipt” to get the best results. This is partly due to the different high

pressure cell designs and materials of the cell components used by different groups.

Typical conditions employed for growing type IIa diamonds can be summarized as

FIGURE 17.9 Large synthetic type IIa diamond crystals. Right: the largest diamond plate prepared from a large
crystal of 12-mm diameter. Reprinted with permission from Ref. [68]. Copyright 2012, The Japan Society of
Applied Physics.
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follows. A Co-Fe alloy, typically in 40/60 proportion, or pure iron is used as the solvent-

catalysts, with Ni being excluded due to its ability to enter diamond lattice. Ti and Al in

amounts up to 2 and 3 wt%, respectively, are used as the nitrogen getters. Cu in amounts

1–3 wt% may be added to suppress the formation of carbides. Growth temperatures are

within 1320–1500 �C at 5.5–6 GPa. However, the presence of getter components has the

effect of reducing the range of temperatures in which well-formed diamond crystals will

grow. At too low a temperature there is a competing process of precipitation of carbides

and resorption of the diamond crystals. If the temperature is too high, the crystals tend

to entrap metallic inclusions [66–69].

17.2.3.4 Boron-Doped Type IIb Diamond
Boron is an important impurity in diamond. So far, it is the only element that forms in

the diamond lattice an acceptor state shallow enough (Ea¼ 0.37 eV) to produce p-type

conductivity and which can be incorporated with high reproducibility and high enough

concentration to be useful for electronic applications. Besides, recent discovery of su-

perconductivity in heavily boron-doped diamonds [70] sparked new interest to this

material. Diamonds containing uncompensated boron acceptors are extremely rare in

nature and are highly prized especially for their blue color. It suffices to mention the

famous 45 ct Hope Diamond or 35 ct Blue Wittelsbach-Graff Diamond.

Optical and electrical properties of boron-doped diamonds as well as the procedures

of boron doping have been comprehensively studied in numerous works, resulting in a

plethora of data concerning boron impurity in diamond (for details, see reviews [71,72]

and references given therein). Type IIb diamonds have a characteristic infrared

absorption consisting of a series of relatively sharp zero-phonon peaks at 2455, 2802 and

2928/cm, which are due to bound-hole transitions, a photoionization continuum,

starting at around 3000/cm, and boron-induced one-phonon absorption band peaking

at 1290/cm. The photoionization continuum extends into the visible part of the spec-

trum and produces the characteristic blue color of type IIb diamonds.

To produce boron-doped p-type semiconducting diamond, the incorporation of

nitrogen impurities should be effectively suppressed. This implies that the general

approach to the growth of type IIb diamonds is basically the same as for the type IIa

diamonds, but with the addition of boron or boron-containing compounds to the growth

system. In most cases, Fe-Al-C or Co-Fe-Ti/Al-C system compositions are used. As with

nitrogen, the rate of boron incorporation in different types of growth sectors is markedly

different. Burns et al. [73] studied the growth sector dependence of boron uptake in

synthetic diamond for various amounts of added boron and various solvent/catalysts.

Most effectively boron incorporates into the {111} growth sectors, but since the con-

centration of nitrogen is also highest for the {111} sectors of diamonds grown both with

and without nitrogen getters, the amount of boron additive necessary to produce un-

compensated acceptors is the highest for the {111} sectors. Boron concentrations as high

as >1020/cm3 are reported for synthetic diamonds [71]. For low doping levels, Sumiya

and Satoh [66] showed that approximately 1–2% of boron present in the carbon source
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may be included in the grown diamond. Blank et al. [25] demonstrated that the con-

centration of boron incorporated in the {100} and {111} growth sectors increases with

increasing growth temperature.

17.2.4 Morphology of HPHT Diamond Crystals

The morphology of synthetic diamond is determined by the major {111} and {100} faces

and minor {311} and {110} faces. The relative development of these faces is influenced by

the P-T conditions, growth system composition, and growth rate. With increasing

temperature at a constant pressure, the crystal habit changes from cubic to octahedral.

Depending on the solvent-catalyst composition and growth conditions, diamond crystal

of higher quality is produced either at medium temperatures where cubes and cuboc-

tahedrons are stable [66,74] or at higher temperatures where the stable form is octa-

hedron [47,75,76]. The morphology is influenced by the growth rate. As the growth rate

decreases, the relative development of minor faces {110} and {113} increases [46]. The

composition of the solvent-catalyst and the presence of impurities also significantly

influence the morphology of diamond crystals. Palyanov et al. [34] found that with

increasing nitrogen concentration in the Fe-Ni solvent, the rate of diamond crystal

growth decreases and the morphology of the crystals changes in the sequence: {111}>

{100},{311},{110}/ {111}> {100},{311}/ {111}>> {100}. With further increases in ni-

trogen concentration in the melt, the stage of single crystal growth is followed by the

formation of block crystals and then crystal aggregates with intense polysynthetic

microtwinning. Diamond crystals grown with the addition of nitrogen getters frequently

exhibit rather complicated habit due to significant development of the {113}, {110} and

sometimes {115} or {117} faces [16,41,73]. The abundance of these otherwise minor faces

may be a combined effect of a reduced nitrogen activity in the melt and a low growth

rate, typical of nitrogen-gettered diamonds.

The influence of boron impurities on the morphology of diamond crystals in most

detail was considered in [25]. Diamond crystals were grown in Fe-Al-C system at 1440 �C.
It was found that increasing the added amount of boron leads to the morphology vari-

ation of the grown crystal. Undoped and lightly doped crystals were covered by the

dominant {100} and {111} faces and minor {113} and {110} faces. As the amount of boron

increased, the {111} faces became dominant, {113} and {110} faces became more

prominent, and minor {115} facets were present. At 1.2 wt% of boron added, the habit

became octahedral, and at 3.3 wt% skeleton crystals or clusters grew.

Of particular interest is the effect of surface-active impurities, which do not enter

diamond structure but significantly affect the processes of diamond crystallization. For

instance, the special role of H2O impurity inducing drastic changes in diamond

morphology and growth of crystals with dodecahedral habit was originally established in

the 1980s [77,78] and confirmed recently [79]. In other work, the influence of H2O ad-

ditive on the growth and morphology of the diamond has been systematically studied

[80]. It is found that the impurity adsorption effect leads to growth inhibition followed by

Chapter 17 • Crystal Growth of Diamond 685



complete blocking of growth of the {100} faces. At these conditions, the {111} faces

continue to grow but reduce in area due to the inhibition of the ends of the {111} growth

layers. As a result, a rich morphological diversity of antiskeletal diamond crystals is

produced, whose growth and design are determined by the impurity adsorption effect

and crystallization temperature (Figure 17.10).

17.2.5 Extended Defects in HPHT Diamond Crystals

Along with impurities and point defects, diamond crystals may contain various extended

defects, such as dislocations, stacking faults, and microtwins, which affect crystalline

perfection. The control over these defects is essential for growing high quality diamond

crystals. Extended defects in diamond have been investigated using a suite of X-ray

diffraction methods [81–83]. Khokhryakov and Palyanov [84,85] demonstrated that se-

lective etching in KNO3 or NaNO3 melts at 700–750 �C can be used as an effective

method to study dislocations in synthetic diamond crystals. From the established cor-

relation between the etch pits and dislocations emerging on the {111} faces, the types of

dislocation can be identified [76].

It is known that dislocations are unevenly distributed in the diamond crystals. The

highest densities of dislocations are typical for the {111} growth sectors (Figure 17.11).

Dislocations are less common in the {100} growth sectors and can entirely be absent in

{100} sectors of type IIa diamonds (Figure 17.11(d)) [68,69,86]. The density of dislocations

in the {111} growth sectors varies from 10 to 106/cm2 depending on the growth temper-

ature, rate of crystal growth, and nitrogen impurity concentration [34,46,47,76,83].

The influence of the growth rate on the density of dislocations and planar defects

in diamond crystals grown in the NiFe-C system has been reported [46]. It is shown

that the dislocation density in the {111} growth sectors increases from about 10 to

FIGURE 17.10 General scheme of
the effects of crystallization
temperature and impurity
adsorption on diamond crystal
habit. The {100} faces are shown by
light gray (yellow), {111} faces –
dark gray (blue), and side surfaces
of the {111} pyramids – gray (red)
colors. Reprinted with permission
from Ref. [80]. Copyright 2013
American Chemical Society.
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104/cm2 as the growth rate increased from 0.8 to 9.9 mg/h. The influence of nitrogen

impurities on the dislocation structure of diamond crystals is reported in refs. [34,88].

It is established that the density of dislocations increases from 80 to 100/cm2 to

4.0� 103/cm2 as the nitrogen content in crystals increases from 1 to 10 ppm to

600 ppm.

Dislocations are known to form in diamond crystal bundles and fans. Most disloca-

tions extend from the seed crystal and can be inherited from the seed or arise during the

regeneration of the surface of the seed crystal [46,76,83,89]. The use of seed crystals of

high crystalline perfection allows growing large type IIa diamond crystals with low

content of linear defects [68,86]. Inclusions of foreign phases are another source of

dislocation. Synthetic diamond crystals may contain relatively large metallic inclusions

and polyphase microinclusions, the so-called “pin-point” inclusions [90]. These in-

clusions cause significant stress in the diamond [91] and therefore can also be a source of

dislocation.

Nitrogen-containing synthetic diamond crystals with very low content of extended

defects were grown at high growth temperatures (1600 �C) and low growth rates

(0.8–1.5 mg/h) [47,87]. These octahedral crystals contained single dislocations and

FIGURE 17.11 X-ray topographs of (a,b) ordinary and (c,d) high quality synthetic diamond crystals. Topographs (a)
and (c) are reprinted from Ref. [87]; topograph (d) is reprinted with permission from Ref. [69]. Copyright 2009,
The IOP Publishing LTD.
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stacking faults, which are located in the bottom part of the crystals. Most of the crystal

volume is free of defects, as revealed by X-ray topography (Figure 17.11(c)).

Planar defects in {111} planes include microtwins and stacking faults in synthetic

diamond. Planar defects in {111} planes revealed in synthetic diamonds by X-ray

topography are supposed to be stacking faults [82,83,86]. Stacking faults often

have a shape of a triangle, trapezoid, or another polygon (Figure 17.11(b)). They also

form V-shaped defects and tetrahedral stacking faults. It is established then that the

density and size of stacking faults to a great extent depend on the growth rate

[46,87]. Large stacking faults and low dislocation density characterize diamonds

grown at low growth rate. With increasing growth rate, the sizes of stacking faults

decrease.

17.2.6 Diamond Crystallization in Non-metallic Systems

HPHT diamond crystallization aided by nonmetallic solvent-catalysts has been actively

studied since the 1990s. The main objectives of these studies are connected with the

fundamental aspects of diamond nucleation and growth, modeling natural diamond-

forming processes, as well as with the development of new routes of synthesizing dia-

mond crystals with specific and unusual properties.

Modern concepts and models of diamond genesis are based on quite different

viewpoints suggesting a wide range of P-T conditions for this process in the upper and

lower mantle. For example, it is supposed that silicate, sulfide, metal, and carbonate

melts can be favorable media for diamond crystallization. Given the complicated

multicomponent compositions of natural environments, it is very important to under-

stand which components are directly responsible for diamond formation.

17.2.6.1 Carbonate-Silicate Systems
At the beginning of the 1990s, the first report appeared about the synthesis of diamond in

carbonate–carbon systems at 7.7 GPa pressure and 2000 �C or higher temperatures [92].

First data on diamond synthesis in carbonate–silicate melt (kimberlite) at 7–7.7 GPa and

1800–2200 �C were reported by Arima et al. [93]. Subsequent studies revealed the kinetic

character of diamond nucleation and growth and showed the possibility of decreasing

P-T parameters of diamond crystallization in the carbonate–silicate melts [53,94,95]. It

was established that the processes of diamond crystallization, namely film growth and

temperature gradient growth, described by Kanda and Fukunaga [40] for metal–carbon

systems, are also typical for diamond crystallization in nonmetallic systems [53,96]. As

opposed to the metal–carbon systems, diamond crystallization in nonmetallic systems is

characterized by a substantial induction period, whose duration depends on P-T

parameters and composition of the crystallization medium [95,97].

Given the significance of silicate systems, the interaction of dry alkaline silicate melt

with graphite was studied [98]. No diamond nucleation was observed; even on the seed

crystals no traces of growth or dissolution were revealed at 7 GPa and 1750 �C. These
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media became diamond forming [98,99] only when carbonates or water were added.

These results are in good agreement with data on micro- and nanoinclusions in natural

diamonds [100–104].

Diamond crystallization has been studied in different subsystems modeling natural

diamond-forming environments [93–95,105,106]. The general tendency for carbonate-

silicate melts consists in decreasing the degree of graphite-to-diamond conversion with

increasing silicate content in the crystallization medium. Water has been shown to play a

special role in diamond crystallization in modeling media [99,107,108]. Experiments

demonstrate that the degree of the graphite-to-diamond conversion is a function of the

concentration of water, which controls both the kinetics of diamond nucleation and the

intensity of carbon mass transfer in the water containing silicate, carbonate, and chloride

systems (Figure 17.12(a,b,c)). The minimal P, T parameters of diamond nucleation were

established for alkaline carbonate–fluid (H2O, CO2) systems at 5.7 GPa and 1150 �C [109].

17.2.6.2 Sulfide-Carbon and Sulfur-Carbon Systems
Sulfide minerals are the commonest among inclusions observed in natural diamond

[111,112] that led to the development of a concept of an essential role of sulfides in the

natural diamond formation processes [113]. To test the sulfide model of diamond gen-

esis and determine the boundary conditions of its applicability, interaction of sulfide

melt with graphite over a broad range of pressures and temperatures was studied [55].

The minimal P-T parameters for spontaneous diamond nucleation in sulfide melts are

7.5 GPa and 1600 �C. The stable growth form of diamond in sulfide melts is octahedron

FIGURE 17.12 SEM micrographs of diamond and quench phases from runs in (a) Mg2SiO4-H2O-C (b) KCl-H2O-C and
(c) H2O-C systems [95]; a seed diamond crystal after the experiment in the (Fe,Ni)9S8-C systems (d) [52]; diamond
crystals synthesized in (e) S-C system (Adapted with permission from Ref. [51]. Copyright 2009 American Chemical
Society.). and (f) P-C system. Adapted with permission from Ref. [110]. Copyright 2011, American Chemical Society.
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and does not depend on the P-T parameters (Figure 17.12(d)). Studies on diamond

crystallization in the sulfur-carbon (S-C) system are also of importance for under-

standing the conditions of natural diamond formation [114]. It is established that the

minimal P-T conditions of spontaneous nucleation of diamond in the S-C system are

determined by both temperature and pressure [51]. In the S-C system, with an increase

in crystallization temperature, the morphology of diamond crystals changes gradually

from cubic habit to octahedral habit (Figure 17.12(e)).

Thus, based on the experimental data obtained, the sulfide model for natural dia-

mond genesis at 5–6 GPa and 900–1400 �C seems unlikely. In the system Ni–Fe–S–C, the

melt reactivity (in terms of their capability for diamond formation) follows the sequence:

metal>> sulfur> sulfide.

17.2.6.3 C–O–H System
The C–O–H system represents a particular interest. It can be to some extent considered

as an analog of the crystallization media of CVD diamond, and a simplified model of the

mantle diamond-forming fluid. Diamond crystallization in the system H2O–C at 7.7 GPa

and 2000–2200 �C was first reported by Yamaoka et al. [115]. Subsequently, systematic

studies of spontaneous crystallization and growth of diamond on seed crystals in C–O–H

fluid were performed [116–119]. As follows from results of these studies, diamond

crystallization in the C–O–H system is preceded by a long induction period, during which

no crystals form. Summarizing, it can be concluded that in oxidized fluids (CO2;

CO2–H2O; H2O), the intensity of spontaneous nucleation, the rate of diamond growth on

seed crystals, and the degree of graphite–diamond transformation are considerably

higher than those in reduced fluids (H2O–CH4; CH4–H2).

17.2.6.4 Diamond Formation through Redox Reactions
Manymodels of diamond genesis suggest diamond formation through redox reaction, with

carbon-bearing minerals and fluids being the carbon source. The first successful experi-

ments on diamond crystallization with carbonates as the carbon source were reported in

2002 [120,121]. Arima et al. [120] synthesized diamond as a result of reaction between

dolomite (CaMg(CO3)2) and siliconor siliconcarbide. Anothermechanism,whichhashigher

relevance to natural conditions, was demonstrated by Palyanov et al. [121,122]. In this case,

carbon dioxide was first released in the reaction 3MgCO3þ 2SiO2þ Al2SiO5¼Mg3Al2Si3O12

(pyrope)þ 3CO2 and then reacted with hydrogen following the reaction

CO2þ 2H2¼Cþ 2H2O.As a result, diamondwasproduced fromcarbonof initial carbonates

in association with silicate phases, which are typical satellites of natural diamonds.

Marx [123] proposed that diamond could form via the reaction 2FeSþ
CO2¼ 2FeOþ S2þC. First study along this line is the experimental investigation of

magnesite reduction in the presence of an eutectic-composition Fe70S28O2 melt [124]. As

a result of carbonate reduction by Fe0-rich sulfide melt, metastable graphite was pro-

duced in the experiments. Subsequent studies [54] show that the interaction in the

MgCO3–SiO2–Al2O3–FeS system proceeds via the reactions of decarbonation and
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reduction of CO2 to elemental carbon, resulting in the formation of an association of Mg,

Fe silicates, sulfides, and graphite or diamond.

17.2.6.5 Phosphorus-Carbon System
Doping of diamond with phosphorus to produce n-type conductivity is a challenging task

tackled mainly by CVD diamond growers. At HPHT conditions, the synthesis of P-doped

diamonds was realized only from carbon solution in phosphorus melt [125]. Recently

the range of P-T conditions of diamond crystallization in the P-C systems has been sub-

stantially extended [110]. Nucleation and growth of diamond, as well as the degree of the

graphite-to-diamond conversion, are shown to be determined by the temperature, pres-

sure, and kinetics of the processes. The morphology of the crystals is determined by the

relative development of the {111}, {310}, and {911} faces (Figure 17.12f). Depending on the

synthesis temperature, crystallized diamonds have pale blue to very dark blue color, which

as confirmed by spectroscopic measurements is due to photoionization of phosphorus

donors. Along with single substitutional phosphorus, a number of new phosphorus-

nitrogen centers were revealed in these crystals by electron paramagnetic resonance [126].

17.2.7 Ultra-High Pressure Synthesis of Bulk Diamond

Diamond synthesis via the direct phase transition of the hexagonal graphite structure to the

cubic diamond structure at static pressures in excess of 13 GPa and temperatures of about

2500–3000 �C was demonstrated in the early 1960s [11]. It was not, however, until the

beginningof the 2000s that bulkpolycrystallinediamondcouldbeproducedby thismethod.

Scientists from theGeodynamicsResearchCenter of EhimeUniversity in collaborationwith

Sumitomohavemade substantial progress in the development of ultra-high pressuremulti-

anvil techniques with large reaction volumes. In experiments at 15–25 GPa and

2000–2700 �C for up to 2–3 h, centimeter-sized high purity nanopolycrystalline diamond

samples havebeenproduced (Figure 17.13(a)). The producedpolycrystalline diamondhas a

very finemixed texture of a homogeneous fine structurewith particle size of 10–20 nmand a

lamellar structure. This new material has extremely high hardness and possesses great

potentials for various technical and scientific applications [127,128] (Figure 17.13(b,c)).

17.3 Growth of Diamond from Gas Phase
17.3.1 Introduction

Diamond synthesis by chemical vapor deposition takes place in essentially metastable

conditions, not favored by thermodynamics, but rather driven by kinetics. The first at-

tempts to realize the CVD process on diamond seeds (on crystals or powder) at low

pressures more than 50 years ago used methane and CO [8] or CBr4 and CI4 [9]. However,

the growth rate in the early work was extremely low, for example, under thermal

decomposition of methane–hydrogen mixtures, the growth rate on submicron-scale

diamond single crystals was less than 20 nm/h [130,131]; this made the method
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unpractical at that time. Only when the importance of atomic hydrogen in the gas phase

was recognized were the high growth rates, of several microns per hour, obtained

[132–134]. The atomic hydrogen stabilizes the diamond surface via H-termination and

selectively etches graphite that might be co-deposited along with diamond. Historical

aspects on early development of the CVD methods to produce diamond can be found in

a number of reviews [10,135–137]. Since the early 1990s, CVD diamond synthesis has

become an established technology, and a variety of diamond products, in particular,

based on nanocrystalline coatings, polycrystalline thin films and wafers, and single

crystals, are now produced commercially, yet in volume much less than compared to

HPHT diamonds. The advantages of CVD diamond are: (1) large area deposition

(polycrystalline wafers with diameter larger than 150 mm and thickness above 2 mm are

already demonstrated); (2) very high purity, better than for natural or HPHT diamonds);

(3) simple precursors (CH4, H2); (4) possibility to obtain both thin and thick (hundreds

microns) films; and (5) direct growth of shaped films using an appropriate template as

the substrate. The present state of the art of CVD diamond technology is described in a

number of reviews and books [129,136,138–143].

17.3.2 Principles of Chemical Vapor Deposition

The CVD process is based on activation of a small amount (a small percent) of a hy-

drocarbon, typically, methane, in a mixture with hydrogen H2 to form an appropriate

composition of atomic hydrogen H and CxHy radicals, which are transported by diffusion

FIGURE 17.13 (a) Nanopolycrystalline diamond
(NPD) rods produced by direct conversion from
graphite. These NPD rods are cut with pulsed
laser to various shapes, including anvils for a
small cubic cell (b) and for a KAWAI cell (c).
Reprinted from Ref. [128].
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and convection to the growing diamond surface and participate in surface chemical

reactions to build up the diamond structure (Figure 17.14). The process goes at pressures

from a few Torr to several hundred Torr, while the substrate temperature varies in the

range of 700–1000 �C. Other carbon precursors like CO, CO2, ethanol, or halocarbons are

rarely used [144]. Noble gases like Ar can be added in significant percentage to modify

plasma parameters, while small amounts of O2 or N2 are added to change both plasma

and surface chemistry.

Theoretical considerations [145–148] revealed that behind the successful, but very

simplified, idea of selective etching of co-deposited graphite by hydrogen during dia-

mond deposition, much more complex reactions take place. A sequence of events to

incorporate a C atom to form a new bridge C–C on the surface, the elementary step of the

growth process, includes a chain of reactions, H and CH3 radicals playing the key roles. A

significant part of the growing diamond surface is terminated by adsorbed hydrogen

atoms at any moment, thus the diamond lattice is stabilized. Hydrogen atom desorption

leaves free C bond–active site, the H desorption and absorption being in a kinetic

equilibrium. Then the CH3 radical attaches to the active site. Actually, in the gas phase

many more species are present, for instance, besides CH3 stable hydrocarbon molecules

FIGURE 17.14 A schematic showing diamond CVD process: flow of precursors (reactants) into the reactor, thermal
or plasma activation of the reactants, gas phase reactions and transport of species to the substrate, and surface
reactions to form diamond. Reproduced with permission from Ref. [129].
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like CH4, C2H2 and C2H6 are detected [149]. In the case of microwave plasma CVD

modeling performed by Lombardi et al. [150] a total of 28 species and 131 reactions were

taken into account. Kinetic Monte Carlo simulation [147] revealed the important role of

surface migration of the species, which enhances the growth rate and contributes to the

surface roughness of growing diamond. A summary of recent achievements in under-

standing of CVD growth process of diamond is given in ref. [140].

Natural or HPHT diamond substrates are used for epitaxial growth of CVD diamond

films and crystals. On foreign substrates the spontaneous nucleation of diamond is

difficult [151], therefore the substrate surface should be preliminarily seeded with fine

diamond particles that serve as diamond nucleation centers. The seeding with nano-

diamond particles, such as nanodiamonds of detonation synthesis (size less than 10 nm),

is most effective as it results in very high nucleation density of 1010–1011/cm2 [152,153]

that allows formation of a continuous polycrystalline thin diamond film in the early

stage of the process, when individual epitaxially growing particles merge. Another

approach to stimulate the nucleation is a bias-enhanced nucleation (BEN), when a bias

voltage is applied to the substrate in the first stage of growth to accelerate carbon ions in

discharge, which produce sp3-bonded clusters on the surface upon the bombardment

[154]. The formed nuclei give rise to polycrystalline, but highly oriented diamond films

with thickness up to 30 mm on Si substrate [155].

For heteroepitaxial growth (without seeding), the lattice mismatch between dia-

mond and substrate must be as small as possible. The heteroepitaxy has been

confirmed in experiments on diamond deposition on c-BN (its cubic lattice constant

is only 1.3% larger than for diamond) [156,157], the growth proceeds better on (111)

plane of c-BN. However, since the size of c-BN crystals is typically less than 1 mm,

these substrates seem to be unpractical for large SC diamond synthesis. High quality

heteroepitaxial films have been grown on single crystal iridium layers deposited on

(100) MgO or (100) SrTiO3 substrates, and also on Si wafers with thin yttria-

stabilized zirconia (YSZ) interlayer and BEN substrate pretreatment in microwave

plasma [158]. The lattice constant for Ir a¼ 0.3840 nm is 7.6% larger than for dia-

mond (a¼ 0.3567 nm). The mosaicity of 45 mm thick (100)-oriented diamond film

deposited on Ir/YSZ/Si(001) substrate was rather low, 0.27� for the tilt (FWHM) as

determined from rocking curves [158]. This approach promises the epitaxial growth

on large area (w10 cm2) wafers [159]. Recently [160], a heteroepitaxial diamond film

on multilayer Ir/YSZ/Si substrate as thick as 300 mm for use as high energy particle

detector has been reported.

17.3.3 Gas Activation Methods

More than 10 variants of diamond deposition techniques, differing in the methods of gas

excitation, have been developed. The most common are microwave plasma-assisted CVD

[161,162], hot filament [133,163], DC plasma [164,165], and DC arc-jet CVD [166,167],

while oxygen–acetylene flame [168,169] or laser plasma jet [170] are more rarely used.
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17.3.3.1 Hot Filament CVD
The simplest way to activate a mixture of hydrogen and methane (w0.5–2 vol %) is to

place a refractory filament heated to z2000 �C near the substrate heated to 700–1000 �C,
as introduced by Matsumoto [133]. The vapor pressure is typically 15–50 Torr, and the

filament–substrate distance is 4–10 mm. The commonly used filament materials are W,

Ta, and Re. The hot filament (HF) technique provides rather low growth rate ofw1 mm/h

and is preferably used for thin film deposition. The drawback of the HF scheme is that

the filament material is sputtered and incorporates into the growing film in significant

amount. The contamination with W of up to w0.1% is found in the films [171], and such

material cannot be used for active electronic applications. The filament deformation and

embrittlement due to carburization require its periodical replacement. The HF CVD

advantages are simple apparatus and ease of scaling up. Using a multifilament system,

the deposition of boron-doped diamond films as well as tribiological coatings on sub-

strates up to 50� 100 cm2 size has been reported [163].

17.3.3.2 DC Plasma CVD
Deposition in a direct current (DC) arc plasma [152,165,172,173] provides high growth

rates, up to tens of microns per hour; however, the growing film is typically contami-

nated with electrode sputtering products. The substrate serves as anode, while the

cathode can be made of glassy carbon, TiC or Mo. Ternary mixtures of CH4, H2, and Ar

enable the synthesis of nanocrystalline films in a broad range of methane concentrations

[164]. The substrate diameter can be increased using a multicathode discharge; as an

example, Lee et al. [173] developed a seven-cathode system to produce 100-mm-

diameter polycrystalline diamond wafers with uniform thickness (800–900 mm) at

deposition rate of 10 mm/h.

17.3.3.3 DC Arc-Jet CVD
In a DC arc plasma jet reactor, a gas heated by the DC discharge in a cylindrical

channel expands through a nozzle to form a high velocity jet with the core temper-

ature of up to 40,000 �C, which far exceeds the temperature attained in microwave

plasma and hot filament activation systems. Since the growth rate increases with gas

temperature as deduced by Bachmann et al. [144] from comparison of different CVD

systems, the high growth rates are expected for this method. Ohtake and Yoshikawa

[174] achieved growth rates over 900 mm/h (this value still remains unsurpassed by

any other CVD technique) and about 8% conversion of carbon from methane to

diamond, but the deposition area was as small as several square millimeters. The gas

mixture consists of argon with admixtures of methane and hydrogen. The con-

sumption of gas is high, 10–30 l/min, so the gas cost may contribute significantly to

the growth process cost. The commercial-scale production of diamond wafers up

to 175 mm in diameter using DC arc-jet technology is known from the 1990s [175].

To increase the deposition area and reduce the production cost, an increase of the

reactor power is required. A representative example of this approach is a 100-kW DC
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arc-jet system developed by Lu et al. [176], in which the gas mixture is recirculated in

the system for more efficient precursor gas utilization. The contamination from the

electrodes is again difficult to avoid, so the produced polycrystalline material can be

of optical quality for IR range at best. Only recently has the DC arc-jet technique been

used for SC diamond growth [177].

17.3.3.4 Microwave Plasma CVD
Microwave plasma deposition (MPCVD) is the most widespread method for diamond

synthesis [143,178] due to several advantages. The microwave plasma is “sterile” in a

sense that there is no electrode sputtering as in other types of discharge. This mini-

mizes contamination of the growing diamond with the reactor material and allows

growth of the most pure optical- and electronic-grade diamond. The MPCVD reactors

are able to work continuously for the several hundred hours that are needed to produce

thick (of the order of 1 mm and more) polycrystalline films or large single crystals. As a

rule, the polycrystalline diamond is deposited on a Si substrate, and thick film can be

separated from the substrate to obtain the free-standing diamond wafer. The as-grown

0.5-mm-thick transparent polycrystalline wafer, and SEM images of the grain structure

of an opaque (black) diamond, both produced by MPCVD, are shown in Figure 17.15.

The microwave power is generated by a magnetron operated at 2.45 GHz or 915 MHz.

The plasma is ignited in a resonator in proximity to the substrate at pressures

w100 Torr, but that can approach 300–400 Torr. The plasma ball diameter is approx-

imately a half the radiation wavelength, that is l/2z 6.1 cm at 2.45 GHz. The gas

temperature in the plasma at 100 Torr and 5 kW input MW power is about 2800 K [179],

increasing with pressure.

Microwave plasma–assisted deposition of diamond films was first reported in 1983 by

Kamo et al. [134]. Since then, a number of MPCVD system designs were proposed that

enhance growth rate, improve uniformity and quality of the film, reduce contamination,

and make the control process easier, some reactors being produced commercially [180].

As an example, a cross-sectional view of the MPCVD reactor developed by Asmussen

et al. [181] to grow SC diamond at pressures up to 160 Torr is displayed in Figure 17.16.

The reactor consists of a cylindrical resonant cavity applicator that selects the

(a) (b) (c)

FIGURE 17.15 Unpolished free-standing optical quality polycrystalline diamond wafer of 57-mm diameter, 0.5-mm
thickness (a); growth surface (b) and cross-section (c) of 0.5 thick “black” diamond wafer. Note columnar structure
seen on fractured surface.
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electromagnetic mode excitation (TM013 mode), positions and shapes the microwave

discharge, which is confined inside a fused silica bell jar. The system is operated at

915 MHz excitation frequency to provide deposition over a 6- to 8-inch-diameter surface

area. High purity feed gases, H2 (99.9995%) and CH4 (99.999%), were employed.

Particularly, at 11.5 kW power and pressure of 125 Torr, the average growth rate of

w18 mm/h for single crystals was reported.

The original resonator design in the form of an ellipsoidal cavity was proposed by

Füner et al. [182] who placed the microwave antenna at one focus of the ellipsoidal

chamber and the substrate at another focus, where the microwave radiation is

concentrated. Optical-quality and boron-doped polycrystalline diamond wafers grown

in such a system were demonstrated [183].

An interesting idea to excite the plasma by shorter waves—millimeter waves, rather

than by microwaves—was realized by Vikharev et al. [184], who deposited polycrystalline

FIGURE 17.16 Cross-sectional view of the microwave CVD reactor operated at 915 MHz to deposit diamond on
multiple substrates. Reprinted with permission from Ref. [181]. Copyright 2008, AIP Publishing LLC.
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diamond films on 60- to 90-mm-diameter substrates using for plasma excitation a 10 kW

gyrotron operating at a frequency of 30 GHz. Later they demonstrated a pilot CVD

reactor with a 15 kW, 28 GHz gyrotron source with almost flat plasma, extending over

100 mm substrate, and the growth rate of 10–15 mm/h. It is believed that the CVD sys-

tems equipped with a gyrotron can be easier scaled up in power in comparison with

conventional magnetron-based reactors.

17.3.4 Epitaxial Growth and Treatment

17.3.4.1 High Speed Growth
With a few exceptions, only MPCVD technique is used for synthesis of high quality single

crystals. Yan et al. [185] from Carnegie Institution of Washington were the first who

reported high growth rates for SC diamond, up to 150 mm/h, two orders of magnitude

higher than for polycrystalline diamond films. This was a result of combination of three

factors: enhanced microwave power density due to pressure increase from conventional

w100–160 Torr, high percentage of methane (12% CH4/H2), and adding nitrogen (3%

N2/CH4). Smooth transparent, yellow-tint, CVD diamond on (100) HPHT diamond seed,

enlarging both the thickness and area of the crystal, were produced. The epitaxy on (100)

face results in fewer defects compared with deposition on facets with other orientations.

Later the same group further improved the growth technology by going to even higher

pressures. Single crystals of diamond up to 18 mm in thickness have been grown by

MPCVD at gas pressures of up to 350 Torr, and the growth rate as high as 165 mm/h has

been achieved for brown crystals at 310 Torr and high power density (and nitrogen

doping) [186]. Colorless crystals were produced at growth rate 50–70 mm/h without N2

addition; in gas, the brilliant cut, and polished single crystals become transparent

(Figure 17.17) [187].

(a) (b)

(c) (d)

FIGURE 17.17 The picture on the right shows a 2.4-carat single-crystal CVD diamond compared with 0.25-carat
CVD diamond. On the left, example of the evolution of CVD diamond single crystal starting with crystal 13.5-carat
block (a) to the 2.3-carat cut gem anvil (d). Reprinted with permission from Ref. [187]. Copyright 2012, Wiley-VCH
Verlag GmbH & Co. KGaA.
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Theoretical calculations predict a continuous increase in growth rate with pressure at

least up to 200 Torr [188,189]. It was speculated that the growth rate for SC CVD dia-

mond could be increased to w1 mm/h under pressure above 1 atm, if the problem of

plasma stability would be solved. Recently, a microwave plasma jet CVD technique

operated at atmospheric pressure in argon-hydrogen-methane mixtures has been

demonstrated for deposition of SC diamond [190], however, the growth rate was low

(w5 mm/h) even at very high power density w103 W/cm3, possibly because of nonop-

timal other deposition parameters.

The addition of N2 even at concentrations as low as a few ppm in the gas phase

strongly increases the crystal growth rates on <100> orientations by a catalytic effect

[191]. The 10 ppm of N2 improves growth rate by more than a factor of two, the free-

standing CVD diamond remaining uncolored, optical grade [143]. For this reason, the

synthesis of millimeter-thick crystals is often performed with addition of several hun-

dreds of ppm of N2 [143,186,192]. However, nitrogen in diamond deteriorates the elec-

tronic properties, thus any source of nitrogen impurity, in the feed gas or from a leakage

in the reactor, should be eliminated in order to have N content at the level of few ppb in

the crystal, if electronic application is assumed.

To make the process economically viable, the multiple substrate deposition in one

run is preferable; this is possible since the plasma area exceeds the single substrate size.

The simultaneous synthesis of SC diamonds over 70 diamond seeds has been realized by

Asmussen et al. [181], who reported to add 1.8–2.5 mm of diamond material to each of

the seed crystals for 145 h of deposition time by MPCVD. Mass production of single

crystals is commercialized using growth on the multiple seeds [193]. The lateral size of

the SC CVD diamond typically is restricted by dimensions of the seed crystal and rarely

exceeds 5–6 mm. However, by appropriate choice of the growth parameters, a signifi-

cant, more than a factor of two, enlargement of the top (001) face area can be achieved,

the development of unwanted facets being suppressed [194].

17.3.4.2 Lift-Off Process
The produced homoepitaxially grown CVD diamond layer is separated from the sub-

strate by laser sawing to allow repeated use of the substrate. However, a significant

cutting loss (>0.3 mm in thickness) can be expected for slicing such a bulk diamond into

wafers. More economical but more complex is a lift-off process based on ion implan-

tation. The liftoff technique to remove thin sheets of diamond from bulk crystals, orig-

inally introduced by Parikh et al. [195], consists of three steps: (1) carbon ion

implantation to form a buried, well-defined damaged layer below the surface, (2)

graphitization of this layer by annealing in vacuum, and (3) etching of the damaged layer

in an acid solution. This process lifts off the diamond foil of submicron scale thickness

above the graphite layer. It was demonstrated later [196] that the liftoff after homo-

epitaxial growth of diamond film on implanted layer can separate a diamond film with

thickness less than 100 mm. Mokuno et al. [197] used an improved liftoff process to make

large (10� 10 mm) and thick (>0.2 mm) single crystal diamond plates. Then, the
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substrate could be used as a seed for more than three times without polishing the

surface.

17.3.4.3 Mosaic Structures
Since the availability of large area SC diamond seeds is limited and costly, an idea to

grow quasi-SC structures with increased size, so-called “mosaics”, was suggested

[198]. The approach involves assembling together a number of precisely cut, polished,

and crystallographically oriented seed crystals of single-crystalline diamond plates.

On top of this mosaic, a closed single-crystalline diamond layer is grown to fuse the

seeds. The gap between adjacent diamond plates is completely filled with CVD dia-

mond. In their experiment Janssen and Giling [198] used hot filament CVD to over-

grow two natural type IIa diamond seed crystals with (100) orientation. The seeds

were well aligned within 0.2� in each of three perpendicular directions, with the gap

between the crystals less than 1 mm and the height difference less than 3 mm.

However, defects, particularly dislocations, and even cracks due to tensile stress

buildup, formed within junctions. Similar mosaic structures based on type IIa natural

diamond seeds have been produced also by the acetylene-oxygen combustion flame

technique [199], and MPCVD [200]. Kobashi et al. [201] used 16 pieces of Ib-type (100)

oriented diamond, each 4� 4 mm2 in size, to deposit by MPCVD 1-mm-thick single

crystal CVD diamond layer of total area 2.5 cm2; however, again high internal stress

and macroscopic defects remained problematic. A further improvement in diamond

mosaic technique has been made by Yamada et al. [202] who introduced identical

clone seed substrates to minimize their differences in off angle, purity, dimensions,

and structure. They succeeded in production of 1� 1 inch freestanding mosaic wafers

using identical seed crystals from the liftoff process [197], with almost invisible

junctions between the clone plates.

17.3.4.4 Postgrowth Treatment
Annealing of SC diamonds at very high pressures (above 5 GPa) and temperatures (above

w1800 �C) can cause significant changes in their color by affecting certain optically

active defects and their absorptions in the visible spectrum. The HPHT treatment is used

to enhance the optical properties both of natural and synthetic HPHT diamonds [203],

mostly for jewelry industry demand. The SC CVD diamonds also have been treated in a

similar way to improve optical and/or mechanical properties. The crystals annealed at

2000 �C and 5–7 GPa for 10 min using a belt-type apparatus transformed into trans-

parent colorless material [204], while the hardness can be enhanced byz 50% (up to

w160 GPa as measured with a Vickers indenter on the {100} faces under low load). A

similar hardness enhancement has been reported for polycrystalline CVD diamond rods

imbedded in a diamond-SiC composite matrix and sintered at HPHT conditions [205].

Recently, a low pressure/high temperature (LPHT) annealing has been applied to

improve transparency [206] and intrinsic hardness of SC CVD diamond without

appreciable loss in fracture toughness [207]. The crystals were annealed in a hydrogen
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environment by using microwave plasma technique for periods of time ranging from a

fraction of minute (2100–2200 �C) to a few hours (1400–1600 �C) at pressures <300 Torr.

The observed decrease in optical absorption after the LPHT annealing by factors of two

to six was ascribed to changes in defect structure associated with hydrogen incorpora-

tion during CVD growth (typically hydrogen, rather than nitrogen is the most abundant

impurity in CVD diamond, especially in polycrystalline films [208]). It is important to

note that this LPHT method is applicable in the same CVD reactor as used for synthesis,

and is not constrained by the size of the crystals. The treatment time is limited by ne-

cessity to avoid significant etching of the diamond by active atomic hydrogen in the

plasma. The combination of high growth rate regimes with a subsequent LPHT

annealing makes the CVD diamond process a more economically viable technique.

17.3.4.5 Doping
Since the intrinsic (undoped) diamond has very high electrical resistivity

(1013–1014 Ohm cm at room temperature) a doping is needed to provide p-type or

n-type conductivity required for electronic and electrochemical applications. Until

now only boron doping [209], giving p-type conductivity with activation energy

Ea¼ 0.37 eV, and phosphorus doping [210] resulting in n-type material with

Ea¼ 0.59 eV, have been realized reliably. Hall mobility of holes at 300 K as high as

1890 cm2V/s was measured for 10 mm thick homoepitaxial B-doped films at low,

2.5$1016/cm3 boron content [211]. The B-doping from gas phase upon diamond growth

gives better electrical characteristics than ion implantation due to absence of damage

(even after annealing) produced by the ion irradiation. The most common boron

precursors used are diborane (B2H6) and trimethylboron B(CH3)3 added to conven-

tional H2–CH4 mixture, while other boron sources such as ethanol/trimethyl borate/

hydrogen mixtures [212] or boron trichloride [213] are used more rarely. At high B

concentration (>3$1020/cm3) in diamond a metallic-type conductivity is observed;

moreover, at even higher B content (8$1021/cm3) the superconductivity has been

revealed in homoepitaxial diamond films [214], with onset of superconductivity at

11.4 K and zero resistance at 8.4 K.

17.4 Applications
17.4.1 HPHT Diamond Specialties

The traditional applications of diamond as a material with extreme mechanical prop-

erties apparently remain the main large-scale niche for bulk synthetic diamonds. The

development of a mass-production process of diamond crystals by the temperature

gradient method enabled the commercialization of type Ib diamonds of one to two

carats (5–7 mm across) for industrial applications. Both Sumitomo Electric and Element

Six (formerly De Beers Industrial Diamond Division) offer a wide range of HPHT dia-

mond products, which can be used as cutting tools for nonferrous and nonmetallic
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materials, dressers for wheel dressing, a variety of specialty knives, burnishing tools,

wear parts, and wire drawing dies.

Diamond anvil cell (DAC) devices are the principal tool in modern ultra-high pressure

research [215]. It has been demonstrated that synthetic diamonds can effectively be used

for this application [216,217]. Pressures in the range 250–300 GPa were successfully

generated using high-quality type Ib synthetic diamonds produced by De Beers [216].

Due to limited range of optical transmission, type Ib diamond anvils are mainly used

with X-ray diffraction techniques. For spectroscopic studies, e.g., Raman scattering or

FTIR absorption, diamond anvils based on synthetic type IIa diamonds are used. Sumiya

et al. [217] demonstrated that synthetic type IIa diamond anvils can generate pressures

of up to 200 GPa with good reproducibility and without emitting any luminescence.

Synthetic diamond attains an increasing importance as a material of X-ray optical

components, such as filters, phase plates, beam splitters, and monochromators, to be

used in third- and fourth-generation X-ray sources, producing highly collimated X-ray

beams of very high power and brilliance [69,87,218–220]. With the unprecedented

heat loads imposed in these sources on the X-ray optical elements, diamond—due to

its superb thermal and mechanical properties and low X-ray absorption coefficient,

and thanks to substantial progress in growing large type IIa diamonds with high

crystalline perfection—became the material of choice for these very demanding ap-

plications. Currently, diamond monochromators, phase plates, and other elements

are routinely used at the major synchrotron radiation facilities, such as the European

Synchrotron Radiation Facility (ESRF, France), Advanced Photon Source (APS, USA)

and Super Photon Ring (Spring-8, Japan). Recently, high quality type IIa diamond

crystals have been identified as indispensable for the realization of X-ray free-electron

laser oscillators (XFELOs), next-generation hard-X-ray sources of the highest average

and peak brightness and extremely narrow bandwidth [221–223]. The targets for

further development of the type IIa diamond are size, crystal perfection, and also

surface quality.

At the early stages of production of bulk synthetic diamonds there was great

skepticism that they might potentially enter the jewelry market, mainly due to very

high costs involved in growing gem-quality diamonds. None of the major synthetic

diamond producers made practical steps towards jewelry applications. Small experi-

mental batches of faceted synthetic diamonds were produced exclusively for research

purposes to establish their gemological properties and identification criteria

[45,224–227]. Nevertheless, with progress in diamond growth capabilities, since the

early 1990s reports on synthetic diamonds seen in the gem trade have started to

appear. Unfortunately, the synthetic origin of these diamonds was not always properly

disclosed, which created immense concern to the jewelry community and was bad

publicity for synthetic diamond as the gemstone. During the last decade several

companies (e.g., Gemesis Corporation, Chatham Created Gems, Advanced Optical

Technologies Corporation, and others) appeared that produce and/or distribute syn-

thetic diamond gems with explicit disclosure of their origin.
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HPHT synthetic diamonds are now used in many other applications. There are

commercially available compression cells and attenuated total reflection (ATR) prisms

made from type IIa diamonds for FT-IR spectroscopy. They are traditionally used as heat

sinks for microwave diodes and semiconductor laser diodes [228]. Low cost substrates

made from synthetic type Ib diamond are readily available that have significantly

contributed to the progress in epitaxial CVD diamond growth. A present, diamond

substrates of lager sizes and higher quality are required. Several electronic applications

of HPHT diamonds, such as radiation detectors and dosimeters [229–232], have been

demonstrated.

17.4.2 CVD Diamond Specialties

In view of very high purity achieved in CVD diamond it is requested for high-tech ap-

plications, primarily in optics and electronics, exploiting the best quality grades of this

material. The SC CVD diamond is used in detectors and monitors of X-rays [233], beta

particles [234], neutrons [235], UV light [236], and in dosimeters in radiotherapy [237] to

combine good electronic properties and radiation hardness. Because diamond can be

locally graphitized by laser or ion beams, graphite electrodes (strips or pillars) can be

formed on the diamond surface [238] or in bulk [234,239] to make all-carbon devices,

such as radiation detectors.

A number of active high power high frequency electronic devices based on doped

diamond have been developed [141], including field-effect transistor (FET) with boron-

doped conducting channel, or metal-semiconductor FET (MESFET) on the H-terminated

diamond surface [240]. The latter device is possible due to the discovery that the

hydrogen surface termination causes a 2D hole channel (hole concentration of around

1013/cm2 and activation energy of a few meV only) to form in the diamond layer several

nanometers below the surface. The best results reported for such MESFETs are: output

power density of 2.1 Wm/m at 1 GHz [241], fT¼ 45 GHz (gain cutoff frequency) and

fmax¼ 120 GHz (max frequency for operation) [242].

Recently, CVD diamond attracted high interest as the medium for Raman lasers, or

Raman shift converters [243,244] utilizing the effect of stimulated Raman scattering

(SRS). The advantages of diamond as SRS material are large Raman frequency 1332/cm

(larger than for other Raman crystals (<1100/cm)), high SRS gain, wide transparency

window and high thermal conductivity, which greatly reduces thermal gradient within

the crystal. Using the pumping at l¼ 1064 nm, the radiation is shifted to 1300–1500 nm

range, which is interesting for medical applications and communications. A pulsed

Raman laser at 1193 nm based on SC CVD diamond 8 mm long with a record output

average power of 24.5 W under cryogenic operation at 77 K is reported [245]. Also, a

continuous-wave (cw) operation of a diamond Raman laser at 1240 nm with power

10.1 W and 33% conversion efficiency was also demonstrated [246]. More details on the

rapidly developing technique of diamond Raman lasers can be found in a recent

comprehensive review [247]. Other laser applications include doped dielectric and
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semiconductor disk lasers with diamond plate to effectively dissipate the heat absorbed

in the gain crystal [248].

There are a number of applications for SC CVD diamond beyond optical and elec-

tronic ones. With the increase in size and quality and the decrease in production costs,

the CVD diamond is attracting interest in the jewelry field. The SC CVD diamonds used

as anvil cells can generate ultrahigh pressures up to 200 GPa in studies of properties of

materials at high pressures [249], thus being a good alternative to traditional natural or

HPHT diamond anvils. Since the diamond is a biocompatible material, its surface is a

good platform for covalent attachment of biomolecules such as DNA [250], growth of

neurons [251], and other processes on biofunctionalized surfaces. The list of applications

will be extended if thick polycrystalline diamond films are also considered [139].

17.5 Conclusions
It is evident that since the early reports on successful laboratory synthesis of diamond,

the field of the man-made diamond has tremendously advanced, now reaching the

stage of commercial production of single crystal diamond of relatively large sizes and

high crystalline quality. Given the extreme pressure and temperature conditions

required for HPHT diamond growth, the success achieved for this method deserves

special esteem. The largest diamond crystal grown by the HPHT method weights

34.80 ct (7 g, w2 cm across) and high purity type IIa crystals with low dislocation

content can now be produced up to 1 cm size. Much work has been done to under-

stand the influence of the growth conditions, such as pressure and temperature,

composition of the solvent-catalyst, doping and nondoping impurities, etc., on the

growth and properties of diamond. This, together with the continuing developments in

high pressure equipment and technologies, has enabled the use of synthetic diamond

in a number of advanced technical and industrial applications. An improvement in

crystal quality, cost reduction, and increase in crystal size and yield are apparent

challenges for further work on HPHT diamond growth. Also noteworthy are the

achievements in diamond synthesis with new nonmetallic solvent-catalysts. These

studies have notably expanded the range of diamond-forming media and made a

significant contribution to our understanding of natural diamond genesis. Although

diamonds synthesized in these nontraditional systems are still within submillimeter

range, the ongoing search and exploration of new diamond growth systems are of

great promise.

Even more outstanding is the progress achieved during last 10–15 years in CVD

diamond technology. It has made possible the growth of large, high quality diamond

single crystals with high deposition rates. CVD diamonds may boast higher purity than

that of the best natural diamonds or those grown by HPHT processes. In particular,

nitrogen content as low as 5 ppb or even less is achieved, which introduced the term

“IIIa diamond” for this category of material. While certain problems like n-type doping

or dislocation-free diamond growth remain to be solved, the CVD diamonds are already
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in use in a range of applications, from optics and electronics to lasers and fine me-

chanics. There is no doubt that further scientific and technological advances in CVD

diamond growth will markedly expand the range of applications exploiting the unique

properties of diamond.
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18.1 Introduction
18.1.1 Overview

Artificially grown crystals usually have to be cut after growth so they can be used for

electronic, optical, or other applications. The requirements on the size, the quality of the

cut surfaces, and the slicing cost vary, however, considerably depending on the material

and the application. Hard and brittle materials such as ceramics and semiconductors are

mainly cut by sawing techniques. In all cases one needs abrasive materials for the

process, which are harder than the material that has to be cut. Typical abrasive materials

are diamond, silicon carbide, or boron nitride powders, but other materials have also

been used. Cost and availability considerations decide which abrasive material is best

suited.

In many cases crystals have to be sliced into wafers. Diamond-coated blades, ribbons,

or wheels are available methods and first applied here. Particularly inner diameter (ID)

saws were for a long time the dominant slicing machines because they allowed cutting

large crystals with high accuracy and good surface quality. These methods are still used

today for certain applications, where cutting speed is less important.

The increasing demand for a higher productivity led to the development of the multi-

wire sawing technique. It was first used as the main wafer slicing technique for large

multi- and monocrystalline silicon crystals in the photovoltaic industry. In the 2000s, the

technology was also introduced into the microelectronic industry. The technique allows

the cutting of thousands of wafers in one step. The advantages are a high yield in pro-

duction and a good wafer quality. Through the continuous improvement of the tech-

nology, increasingly thinner wafers with less kerf loss can be cut today, which reduces

the inevitable loss of expensive crystal material.

Considering the production volume of crystals in the photovoltaic and microelec-

tronic industry, silicon is the dominant material. The advances in the multi-wire sawing

technique were therefore mainly developed for this material, but the technical and

scientific findings are applicable to other materials as well. The basic mechanism in all

cases is the mechanical interaction of individual abrasive particles with the crystal

surface. These micromechanical processes cause the material removal, but also lead to
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an inevitable damage of the surface. The improvements of the sawing techniques

became possible by the development of a deeper understanding of these micro-

mechanical interactions. The following sections will mainly focus on the multi-wire

sawing of silicon, but many results are also valid for other materials. The same basic

micromechanical mechanisms also occur in grinding, lapping, and polishing processes,

therefore the fundamental findings can also be applied to these techniques.

18.1.2 Economic Issues and Future Development

The mass market in the photovoltaic industry drives the development of the multi-wire

technology [1–3]. About 80% of today’s solar cell production is based on silicon bulk

crystals and therefore requires the fabrication of wafers [4]. Considering that the

production of wafers for solar cells has a cost share of about 15% of the final module

cost [5], the cost pressure on the wafer fabrication is high. One of the reasons is that

wire sawing needs expensive supply materials and is still accompanied by a substantial

loss of high quality crystal material. Significant advances have already been made with

the result that the module prices have dropped by 20% every year, which is typical for a

growing and upscaling industry [6]. The goal for the next years is to reduce the cost

below 0.5 V/Wp. Cost reduction of wafer processing is also an issue in the micro-

electronic industry, but the requirements on the process are different for each

material.

In the photovoltaic industry one can expect that the wafer thickness will be reduced

further in the future. The current wafer thickness is around 180 mm, but a reduction

eventually down to 100 mm is predicted, because one can obtain more wafers from

expensive silicon crystals [7]. Simultaneously, one has to reduce the wire diameters and

the kerf loss. With deceasing thickness the wafer stability becomes an issue, because

silicon is very fragile and can break more easily in the processing steps. This reduces the

production yield.

In the microelectronic industry the wafers are generally larger and thicker. Here the

surface flatness and quality and the loss of the expensive semiconductor material

through wafer processing are the main problems. A more uniform wafer surface after

sawing requires less material removal in the subsequent grinding, lapping, and polishing

processes.

The multi-wire sawing process depends on many variable parameters, which makes it

difficult to optimize the process in view of throughput, material losses, reduction of

supply materials, and wafer surface quality. Most of the progress has been made by

experience and improved machine technology. Further progress needs, however, a more

basic knowledge about the microscopic details of the sawing process in order to slice

crystals in a controlled way. In the following discussion, the principles of the multi-wire

sawing process will be described as far as they are understood today. Most of the results

are obtained for silicon, but the basic principles are also valid when sawing other brittle

materials such as compound semiconductors or ceramics.
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18.2 Multi-wire Sawing Process
18.2.1 Technologies

Worldwide only very few companies have developed multi-wire saws, which can fulfill

the current requirements of the industry. The companies with the greatest market share

are located in Switzerland, Japan, and the United States. Multi-wire saws are high pre-

cision machines, which have tolerances in the cutting area of a few micrometers.

The principle of a multi-wire saw is shown in Figure 18.1. A single wire is supplied by

a spool, wound several hundred times around two to four wire guide rollers (depending

on the machine type and the manufacturer) and picked up on the other side by another

spool. Depending on the wire guide arrangement, one to four ingots can be cut at the

same time. The wires are made from steel and have a thickness of 100–130 mm. The wire

guide rollers have grooves, which guide the wires and keep them at a defined distance.

The groove distance, the wire diameter, and the abrasive particle size determine the final

thickness of the wafers.

The machines are loaded with ingots of a length between 300 and 1000 mm. Since

today’s mono- and multicrystals have dimensions, which do not fit into sawing ma-

chines, they first have to be cut into an appropriate shape. This is done first by special

band, ID or wire saws, where the side and end parts of the crystals are removed.

18.2.1.1 Slurry-based Sawing
Today’s dominant sawing technique uses saws, where the cutting is achieved by free-

floating abrasive particles, which are suspended in a carrier fluid (loose abrasive

sawing). The suspension or slurry is supplied through nozzles on the wire web and

carried by the wires into the sawing channel. The crystals (ingots or bricks) that have to

be cut into wafers are pushed through the wire web until the cut is finished. The motion

can be either up- or downward into the wire web, depending on the machine type. This

so-called slurry or loose abrasive sawing technique is applied worldwide in the photo-

voltaic and microelectronic industry [8].

The general requirement for the abrasive material is that it must be harder than the

material that has to be cut. However, the crystal structure, the particle microstructure,

and the outer shape of the particles can also be relevant properties. The abrasive pow-

ders for sawing applications have typical grain sizes between 3 and 20 mm. Table 18.1

FIGURE 18.1 Principle of different
wire guide arrangements of multi-
wire saws.
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summarizes properties of some hard abrasive powders that can be used for sawing,

grinding, or lapping applications.

SiC is the most commonly used abrasive today. Table 18.2 shows some typical

parameters of SiC powders. The volume fraction of solid SiC particles in the carrier

fluid can vary between 18% and 25%. Most of the commercial slurries are based on

polyethylenglycol (PEG) carrier fluids. Others fluids such as monoethylenglycole

(MEG), diethylenglycole (DEG), or dipropylenglycole (DPG) are also used. Further al-

ternatives are water with some additives to improve the transport properties for the

abrasive particles and oil. In fact, oil has been the main fluid in previous years and is

still partly used in some Asian countries. Water-based slurries are currently under

investigation, because they can be cheaper. The problems that have to be solved here

Table 18.1 Crystal Structures, Vickers and Mohs Hardness values
of Common Abrasive Powders

Material Crystal Structure Vickers Hardness (GPa) Mohs Hardness Ref.

b-C Cubic (diamond) 75–100 10 [9]
b-BN Cubic 45–50 [10]
b-B Rhombohedral 30 9.3 [11]
B4C Rhombohedral 30–32 9.3–9.5 [12]
SiC Cubic 26–28 >9 [9]
TiN Cubic 21 8–9 [13]
Al203 Trigonal (sapphire) 20–21 9–9.5 [9]
Si3N4 Hexagonal 14–17 7.5–8 [14]
SiO2 Trigonal 10 7 [15]
Si Cubic 9–13 6.5–7.4 [16]
GaAs Cubic 7.5 4–5 [17]

For comparison the corresponding data of silicon and gallium arsenide are included.

Table 18.2 Size Specifications of Commercial SiC Powders and Viscosities
of Carrier Fluids at 20 �C

Grit D50 (mm) D97 (mm) D3 (mm) Fluid Viscosity (Pa s)

F 2000 1.2 0.3 3.5 PEG 200 0.07
F 1500 2.0 0.4 5.0 PEG 300 0.09
F 1200 3.0 0.5 7.0 Oil 0.06–0.2
F 1000 4.5 0.8 10 Water 0.001
F 800 6.5 1.0 14
F 600 9.3 1.0 19
F 500 12.8 1.0 25
F 400 17.3 1.0 32

D50 mass median diameter, 3% of the SiC particles smaller than D97 and larger than D3.
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are the lower transport properties and unwanted chemical reactions with the silicon,

which leads to the production of hydrogen or the formation of silicates on the wafer

surface.

Both fluids and abrasive particles deteriorate after some cuts. It is, however, possible

to recycle the fluid and the SiC and mix a new slurry with additions of virgin SiC. Since

recycling of the slurry and cleaning of the wafers is cheaper for PEG than for oil, this

slurry is mainly used in industry today.

The main purpose of the slurry is to transport the abrasive particles into the sawing

channel. Since material is continuously removed through the interaction of the SiC

particles with the silicon and wire surface, the slurry is enriched with fine-grained

debris of silicon and iron. The abrasive action of the SiC depends on many factors

such as wire speed, force between wire and crystal, the solid fraction of SiC in the

suspension, the viscosity of the suspension, and the size distribution and shape of SiC

particles. The viscosity of the slurry depends on the temperature and the solid fraction

of particles and changes because of the continuous abrasion of silicon and iron from

the wire. A kerf loss around 120–160 mm per wafer with 180 mm thickness is typical

today.

In today’s industrial machines the wires move in one direction with a speed between

10 and 20 m/s. Therefore, in a standard cutting process between 300 and 500 km of wire

are used. The wires are used only once, but the slurry can be used 2–4 times and is then

recycled. The cutting speeds are around 0.3–0.5 mm/min, which yields a total cutting

time of about 8–13 h for a standard ingot cross-section of 156� 156 mm2.

Modern machines can cut several ingots simultaneously and yield between 2000 and

5000 wafers in one run. Currently, wafers with a thickness of about 180 mm are cut. The

thickness varies, however, along the direction of the wire motion and is higher at the wire

outlet. This is due to the unidirectional motion of the wire and changes of the sawing

activity along the wire channel. The change of the wafer thickness should be, however,

less than 15 mm (specified by the total thickness variation parameter; TTV) for high

quality wafers.

The objective of efficient sawing is to slice with a high throughput, a minimum loss of

slurry and silicon, and a high quality of the resulting wafers. The control of the process is

very complex, since many parameters can be varied and may have an impact on the

wafer quality and yield. The optimization of the sawing is therefore a difficult task.

Important are the control of wire speed, wire tension, cutting speed, and other machine

parameters, but also of parameters concerning the composition and properties of the

abrasive SiC powders and the carrier fluids [18–21].

Currently, two improvements of the sawing technology are being tested: the use of

structured steel wires and the use of wires that are coated with diamond particles (fixed

abrasive wires). In the first case, the wires have small kinks at certain distances, which

improves the transport of slurry into and through the sawing channel. In the second

case, the cutting is achieved by the fixed abrasive diamond particles on the wire. The

advantage in both cases is that the cutting speed can be increased.
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18.2.1.2 Fixed Abrasive Sawing
Most of the industrial multi-wire saws today can also be used with fixed abrasive wires.

The technique itself has been applied for a long time to cut hard materials such as

sapphire crystals. The slurry is replaced here by a coolant such as water.

Recent developments have shown that fixed abrasive wires can also be used to cut

silicon wafers [22–27]. The requirements on the wafer quality in the photovoltaic in-

dustry are, however, different compared for instance to sapphire. Wafers and wires have

to be much thinner to reduce the loss of expensive silicon material. The quality of the

wafer surface, such as roughness, TTV, and subsurface damage, has to be high and at

least comparable to conventionally sawn wafers. Furthermore, there must be a cost

advantage. Since the diamond-coated wires are at present (2013) still more than 50 times

more expensive (about 70–100 V/km), one has to reduce cost by higher sawing speeds

and multiple use of the wires. The goal here is a cost reduction of more than 20% and at

least maintenance of the present wafer qualities. Up to now the technology has not been

introduced into the high volume production PV market. An exception is in Japan, where

fixed abrasive sawing already has a market share.

Although the fixed abrasive sawing technique is certainly not optimized, estimations

of the cost have been made for the Japanese market [28]. Based on current parameters

for monocrystalline silicon (in 2012) the cost of consumables per wafer are 0.07 V/wafer,

which is still higher compared to 0.05 V/wafer for a slurry-sawn wafer. An introduction

of the technology in mass production is not expected before the year 2020.

Figure 18.2 shows the surface of such a wire with fixed diamond particles. There are

three techniques to fix the particles on the surface: resin bonding, electroplating

bonding, and blazing. Only the first two are currently considered. Resin bonding is

cheaper to manufacture, but the particles are less strongly bonded. Therefore, the wires

cannot be loaded too much, which reduces the performance. In the electroplating

technique, the particles are embedded in a nickel coating layer, which gives a stronger

bond, but at the expense of the cost. One can expect, however, that a mass production of

such wires will reduce the wire cost substantially.

In fixed abrasive sawing the machines are operated in an oscillating (pilgrim) mode,

where the wire is moved back and forth. Typically, the wire runs for several hundred

meters in one direction before it is stopped and the motion direction is reversed. In each

cycle a few meters of new wire are added in one direction.

Since higher cutting speeds can be achieved (>1 mm/min) the cutting times can be

reduced to 2–3 h. The wire consumption is about 5 km per cut and thus very much

reduced. Many of the current industrial saws allow high wire and cutting speeds. The

FIGURE 18.2 Steel wire coated with
diamond particles.
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sawing machines therefore require almost no modifications to operate with the

diamond-coated wires. Recent results indicate that better wafer qualities can be ach-

ieved for lower wire bows. This can be achieved by a higher wire tension or a shorter

distance between the wire guide rollers. Dedicated fixed abrasive wire saws have already

been developed, which incorporate these improvements.

The competitiveness of the fixed abrasive technique depends on the cost per wafer. In

recent years the cost of the wires could already be reduced, but other factors are also

important. During sawing the wafer surface is damaged, as will be discussed in the next

section in detail. This reduces the mechanical stability of the wafers, which is important

for the following processing steps of the wafers, such as cleaning, solar cell processing,

and module manufacturing. With increasing cutting speeds the wafers become more

instable and the wafer yield is reduced.

Experience so far indicates that fixed abrasive sawing is able to cut monocrystalline

ingots into wafers of standard thickness of 180 mm. The wafer surface quality is good but

may require an adjustment of the following etching processes for texturization and

further solar cell processes. The results also show that sawing multicrystalline wafers

works less well [29]. The wafer surface quality is lower and wafer breakage more

frequent. The reasons for these differences between mono- and multicrystalline silicon

will be discussed in the next section. Such a difference between the two materials is not

observed for slurry-based sawing.

Consideration of the industrial development of wafers of less than 100 mm may be

required in the future. At present, such thin wafers cannot be handled in the downstream

process of solar cell and module fabrication. Thinner wafers require adopted solar cell

designs, because they absorb less light. Such processes have not been implemented into

the standard production chain. In addition, the following industrial processing steps,

which require mechanical handling of the wafers, are even more prone to breakage

because of the lower fracture toughness. Therefore, it is still uncertain whether multi-

crystalline silicon can be sawn on an industrial scale with this technique.

18.2.2 Process Investigations for Mono- and Multicrystalline Silicon

Industrial multi-wire saws allow one to record machine parameters during the entire

process, such as wire and cutting speed, wire tension, power consumption, slurry flow,

temperature, etc. More detailed information can be obtained from measurements of the

forces on the wires, the resulting wire bow, and the temperature variation along sawing

channel. This requires the installation of special diagnostic tools into sawing machines.

Furthermore, it is important to analyze the as-cut wafer surfaces, the wire surfaces, and

the slurry properties. Quantitative force measurements have been carried out on single

wires as well as with many wires. In the latter case one has to consider that the wire

properties may change from the first to the last wire due to wire wear [30–33]. Typically,

one measures the forces perpendicular to the wire, in the direction of ingot motion, and

parallel to the wire. The latter gives the friction force of the sawing process. Due to the
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friction, the temperature increases along the sawing channel. Measurements have shown

that the temperatures close to the exit region can increase up to 80 �C [34]. These var-

iations are important to know since the viscosity of the slurry depends exponentially on

the temperature.

18.2.2.1 Slurry-based Sawing
18.2.2.1.1 FORCE IN INGOT FEED DIRECTION

Figure 18.3 shows the applied vertical total force on a single wire as a function of the

ratio of feed velocity over the nth power of the wire velocities. For n¼ 1125, a straight

line is obtained. The sawing rate can thus be summarized by the equation

vs ¼ vsov
nFtot (18.1)

where v is the wire velocity and Ftot the total force on the wire. This equation is known as

the Preston equation (for n¼ 1) and is used for material removal processes such as

lapping and polishing [35–37]. Some investigations indicate, however, that the velocity

exponent for sawing may be slightly higher, being nz 1.1–1.3, but such measurements

are often not precise enough to yield an exact value. In some measurements one has also

observed that the material removal starts above a certain threshold value of about

0.0–0.03 N per wire. This has been explained with a minimum load on the abrasive

particle that is required for the chipping mechanism to operate.

The prefactor vso, the Preston coefficient, depends on many factors such as wire

tension, slurry viscosity, temperature, SiC concentration, etc. It is therefore difficult to

make quantitative predictions about the sawing process when these factors change. A

more detailed investigation of the underlying sawing mechanism, as discussed in the

next section, will give a better physical description of this prefactor.

18.2.2.1.2 FRICTION FORCES

The friction force in wire direction is depicted in Figure 18.4. It increases both with the

feed (a) and the wire velocity (b) [38]. An important feature is that there is friction even

FIGURE 18.3 Force per wire in cutting
direction (ingot feed motion) as a function
of the ratio of feed velocity/(wire velocity)n

for different grit sizes (n ¼ 1.125) [31,32].
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without sawing (for zero feed velocity). This indicates that the friction force is less

determined by the interaction of the SiC particles with the wire and crystal surfaces but

mainly by friction processes inside of the slurry. These can be the interactions between

particles, the internal friction in the fluid, and the interaction forces between particles

and fluid. Therefore, it is not surprising that the particle size is also important, as can be

seen in Figure 18.4. In general the friction forces increase for finer grit sizes. It has also

been observed that there is a slight dependence on the shape of the size distribution.

Bulkier particles lead to more friction.

The friction is responsible for the temperature increase along the sawing channel.

Since the viscosity is exponentially dependent on the temperature (see next section),

there is a substantial change of the viscosity along the sawing channel. All factors that

affect the friction force thus also have an impact on the viscosity.

Sawing experience shows that small changes of the slurry temperature can have a

significant influence on the sawing result. Therefore, good control and stabilization of

the slurry temperature is very important in the sawing process. The ramifications of the

slurry temperature on the wire sawing process will be discussed in Section 3.2.2.

18.2.2.1.3 DEPENDENCE ON SLURRY PROPERTIES

Many experimental results show that the slurry properties play an important role in the

sawing process. It is, however, difficult to understand the various dependences because

of the complexity of the interactions. The slurry has to transport the abrasive particles

into the sawing channel and to remove the silicon and iron debris (from the steel wire)

out of the sawing channel [39,40]. Figure 18.5 shows that there is an influence of the

slurry viscosity on the force per wire in the table feed and wire direction. In both cases

the forces increase with the viscosity (measured at room temperature and with sus-

pended SiC powder). These and many other measurements, where viscosity effects have

been investigated, are, however, difficult to analyze. One of the problems is the correct

determination of the viscosity. At present no reliable conditions have been defined for

such measurements.

FIGURE 18.4 Force measurements parallel to a single wire as a function of the feed (a) and wire velocity (b) for
different grit sizes (PEG 200 and a SiC volume fraction of 23%).
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Standard practice is to take measurements with conventional viscometers, which

determine the viscosity for shear velocities, which are, however, about a factor of a

thousand smaller than the ones that occur in the sawing channel. Recent measurements

at these high shear rates indicate that the viscosity decreases a little, but systematic

measurements are currently not available [41,42].

A second factor that has to be considered is the change of the carrier fluid viscosity

with the volume fraction of solid material, which is suspended in the fluid. This is

depicted in Figure 18.6 for different slurries with SiC loading. The general trend is that

with increasing volume fraction the viscosity increases. One can also see that a smaller

grit size increases the viscosity as well. In general, the dependence on the solid volume

fraction f can be approximated by the Krieger–Dougherty relationship

h ¼ hoð1� f=foÞ�q
(18.2)

FIGURE 18.6 Relative viscosity as a function of
the volume fraction of SiC in a PEG 300 carrier
fluid for different grit size distributions.

FIGURE 18.5 Dependence of friction and feed
forces per wire on the slurry viscosity.
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if appropriate parameters are selected for fo and q. ho is the viscosity of the carrier fluid

[43]. The experimental data given here yield values for qz 1.

During sawing the solid volume fraction in the fluid changes in the sawing channel

because of the removed silicon and the wear of the wire. The debris is finer than the

average SiC grain size. Therefore, one can expect an increase in the viscosity due to the

increased volume and the contribution of finer particles. Because of the temperature

changes in the sawing channel, one also has to consider the temperature dependence of

the viscosity. Generally the viscosity decreases with increasing temperature T according

to an Arrhenius law ho ¼ hooe
Q=RT , where Q is an activation energy and R the universal

gas constant [44].

Carrier fluids from different suppliers can have quite different activation energies,

because the composition of the main carrier fluids, polyethylenglycol or oil, and the

basic molecules can be modified to some extent.

The viscosity at the entry and exit of the sawing channel differs and can decrease by a

factor of 3–4, when the temperature increases from 20 �C to 60–80 �C. Today experi-

mental results are compared using the original slurry viscosity measured at room tem-

perature. No procedures exist how to take into account the various factors that cause

viscosity changes along the sawing channel, or how to determine a relevant viscosity

value correctly. Since the influence of the slurry on the sawing performance is a key

factor, further research is required to better understand the role of the slurry in the

sawing process (see Section 18.4.1).

18.2.2.1.4 WIRE TENSION

Control of the wire tension is very essential in the sawing process, both to prevent wire

breakage and to guarantee stable sawing conditions. The sawing machines therefore

have sophisticated control mechanisms. The wire tension is kept constant before and

behind the wire web, mostly at a value of 20–25 N. Changes of the wire tensions between

the wire guide rollers in the cutting area cannot be controlled. Recent investigations have

shown that the wire tension is actually reduced from the first to the last wire in the web

due to two effects [32,33]. During the first 50 mm in the wire web the wire is plastically

deformed by about 0.25%. It could be shown that this is due to the repeated chipping

events and/or sticking at SiC precipitates in the silicon crystal, which momentarily

hinder the motion of the wire at this position and stretch it beyond the elastic limit. This

effect saturates after some time since the material hardens due to the plastic deforma-

tion. The second reason is the wire wear, which reduces the diameter of the wire

continuously up to about 10%. A total reduction of the tension by about 25% has been

measured over an ingot length of 220 mm.

In production the cutting speed has to be reduced and adjusted to the performance of

the worst wires, but this wastes the potential of the wire at the beginning of the cut.

Possible countermeasures are to change the diameter of the wire guide rollers parallel to

the ingot so that the free length of the wire between the wire guides is reduced. This is,

however, not yet standard practice in industrial production.
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18.2.2.1.5 WAFER THICKNESS, WIRE DIAMETER, AND PARTICLE SIZE

DISTRIBUTION

The expected future reduction of wafer thickness will also require a reduction of the kerf

loss by using thinner wires. It has been demonstrated that one can slice 100-mm-thick

wafers with 80-mm wires and probably even less [45,46]. Such investigations also have

shown that one has to adjust the mean size of the abrasive particle. The results given

in Figure 18.7 indicate that there is an optimum average grit size for each wire

diameter [47].

Finer grain diameters result in a reduced sawing velocity and higher forces on the

wire. If the resulting stress exceeds the fracture strength the wire will break. Commercial

steel wires have fracture stresses around 4 GPa and can bear forces around 40–50 N.

Calculations of the wire stresses as a function of the total applied forces, which have

been obtained from experimental results, show that for thinner wires and finer grit sizes

one approaches the fracture stress of wires [48]. Because of this limit for commercial

wires, one cannot increase the cutting velocity too much. At present it appears that F600

or F800 are already the best choices, so that it is not clear how much the wafer thickness

and the kerf will actually be reduced in the future. At present one cannot saw 100-mm

wafers with wires of 100 mm or less under production conditions, where one needs a

high yield.

18.2.2.1.6 SAW MARKS

Experimental results as well as the experiences from industrial sawing experience show

that the sawing process can become unstable under certain conditions. This instability

leads to the occurrence of deep grooves on the wafer surface. They are commonly called

outlet grooves or saw marks (Figure 18.8). Such wafers cannot be processed further and

therefore reduce the production yield.

A typical feature of saw marks is that they are mainly observed at the wafer side,

where the wire leaves the sawing channel during cutting. They occur randomly and do

FIGURE 18.7 Preston coefficient as a function of
the wire diameter for different grit sizes [47].
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not affect all wafers in one batch. Because of the statistical nature of their occurrence,

one needs a large number of wafers to determine the conditions under which saw marks

occur. Such data are available in an industrial production process, where thousands of

wafers are cut, but systematic data have not been published. There are indications that a

high sawing velocity vs, a low SiC load, and high slurry temperatures enhance the

probability for the occurrence of saw marks [49,50].

In the industrial process sawing conditions have to be chosen where saw marks can

be avoided. The drawback is that in particular higher sawing speeds cannot be reached,

which reduces the productivity. Recently an improvement of the slurry-based sawing

could be achieved by the use of structured wires. These are wires that contain periodic

kinks. This can improve the slurry transport in the sawing channel, so that higher sawing

speeds (by about 20%) become possible.

Considering the observed dependencies one can assume that a homogenous slurry

transport along the entire sawing channel is important for a stable process and a good

wafer quality. A possible explanation, which has recently been proposed, will be given in

Section 4.2.1.

18.2.2.2 Fixed Abrasive Sawing
The experimental results with fixed abrasive wires are at present not as detailed as the

slurry-based experiences [24,51–54]. Systematic measurements of forces and tempera-

tures have not yet been carried out. So far one has tried to optimize the process with

respect to low wire wear, a longer lifetime of the wire, higher sawing speeds, or an

improvement of the wafer surface quality.

Wire breakage is a serious problem because of the high wire cost. Diamond-coated

wires are more prone to wire breakage due to the protruding particles on the surface.

The wire can get stuck in the sawing channel or during winding-up in the spools. One

has to find sawing conditions under which that problem can be reduced. Wire wear is

also important because diamond particles can break out, which reduces sawing per-

formance. The loss of abrasive particles determines the number of cycles in the oscil-

lating mode for which a wire can be used. This problem may become less so when

improved wires become available in the future.

FIGURE 18.8 Part of an as-sawn
silicon wafer surface showing saw
marks.
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During typical sawing conditions about 300–800 m of wire are used in one direction

before the wire motion is reversed. The backwards movement is shorter by about a few

meters so that in each cycle a fresh wire segment is added. The deceleration and ac-

celeration phases have to kept short but depend on the machine type. Deceleration

times down to 2 s are feasible today, but one can expect that improved machine types

will be constructed in the future, when the technique becomes more established. The

cutting times of a standard silicon ingot can be reduced today by approximately a factor

of two. Another aspect that has to be taken into account is the wafer quality, which will

be discussed next.

18.2.3 Wafering of Other Materials

18.2.3.1 Electronic Grade Silicon
The multi-wire sawing technique has also been introduced to saw monocrystalline

wafers for the microelectronic industry. Today 300 mm wafers with a thickness of about

650 mm are the standard size. The requirements on the sawing process are different from

those for the solar cell wafers. Whereas cutting speed and fracture stability are less

demanding requirements, the planarity over the entire wafer surface is very important.

Although the processing steps of grinding, lapping, and polishing produce the final

surface quality with planarities in the nanometer range, the sawing step also has to be

very precise. Thickness variations that occur here require higher efforts in the following

steps to remove them and are therefore expensive.

The wafers are cut in the oscillating mode, which avoids the wedge shape of the

slurry-sawn wafer. The adjustments of the wire speed, tension, and other parameters

already enable the production of high quality wafer surfaces. A problem that remains,

however, is when the wires first cut into the crystal. It has been observed that the wafers

often show a shallow bump of a few micrometers at the rim of the surface there, which

has to be later removed. It is assumed that the wires move sideways before they cut into

the material and straighten out afterward during cutting. The reason for the sideward

motion is not quite clear, but may have to do with some irregularities on the crystal

surface. The precise control of the wire motion through the crystal is the most

demanding requirement when cutting monocrystalline wafers [55].

18.2.3.2 Compound and Dielectric Materials
When considering production volumes, gallium arsenide, silicon carbide, and sapphire

are the most important compound materials. They are used either as monocrystalline

bulk materials or as substrates for the deposition of thin semiconductor films. Typical

applications are lasers, light-emitting diodes, high frequency integrated circuits, or solar

cells. In all cases, a very high surface quality is an essential requirement for the further

processing steps.

Multi-wire sawing has also been introduced with these materials, but has to be

adapted. Whereas silicon carbide and sapphire are very hard materials, gallium arsenide
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has a hardness lower than that for silicon (see Table 18.1). In the first case, diamond

powders or wires with fixed diamond particles have to be applied. Cutting is slow and

requires high forces. The surfaces are therefore highly damaged and require further

grinding, lapping, and polishing processes to achieve a damage-free surface.

In contrast, gallium arsenide can be cut very efficiently with conventional SiC slurries.

However, a particular problem can occur here for cuts along (111) oriented surfaces. In

this case the two opposite surfaces along the cut are crystallographically different

because they terminate either with a gallium or an arsenic atom. When applying a

constant force on the wire, as is the case in a sawing machine, the amount of material

that is removed differs on both sides. The wire will experience a sideward motion due to

the stronger material removal on the softer surface during the cutting. The effect can be

suppressed by using certain crystallographic orientations, for which the micro-

mechanical processes on both side are equal [56].

Very hard materials such as sapphire, silicon carbide, or in the future gallium nitride

require harder abrasives such as diamond or boron nitride powders to slice wafers. So

far the interest has been to slice these materials efficiently without paying too much

attention to the wafer surface. The final quality of the surfaces is achieved by the

subsequent grinding, lapping, and polishing steps. The required surface quality is

determined by the application for which the wafers are determined. Sapphire and SiC

wafers for instance are used as substrates for the fabrication of light-emitting diodes.

This requires high quality surfaces, which can only be achieved by a final polishing

step. If, however, sapphire wafers are used as cover glasses for watches and mobile

phones, the previous steps also have to be fast and efficient to reduce cost. In general,

wafers can be sliced both by the fixed abrasive and loose abrasive method using dia-

mond powders.

18.3 Determination of Wafer Properties
The detailed evaluation of the sawing process requires a careful analysis of the wafer

surface quality. For instance, for the solar cell process it is preferable to have wafers with

uniform thicknesses and low surface damage. The thickness variation of a wafer is thus

an important specification parameter for a wafer. The wafer surface damage can be

described by the roughness and subsurface damage, which consists of microcracks

mainly perpendicular to the surface and usually between 2 and 20 mm in length. The

microcracks are generated by indenting the abrasive particles. They extend from the

wafer surface into the volume and directly determine the wafer stability. These cracks

depend on the shape, size, and indenting force of particles, wire load, and wire speed.

This damage has to be removed before further processing. For solar cell applications

this is done by etching. Experience shows that the etching process depends on the as-

sawn surface profile. It requires, for instance, adjustments if the wafer are sawn by

with fixed abrasive wires, because they have a different surface profile. For microelec-

tronic applications, planar and defect-free surfaces are required (see Section 18.6).
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18.3.1 Surface Properties

18.3.1.1 Thickness, TTV, Roughness
The surface profiles of wafers sawn with loose abrasives (slurry) and fixed abrasives

(diamond-coated wires) are completely different (Figure 18.9). In the first case, a uni-

form surface profile, consisting of statistically distributed shallow pits, occurs

(Figure 18.9(a)); whereas in the second case the surface profile shows mainly parallel

grooves (Figure 18.9(b)). The depths and distances of the grooves depend on the sawing

conditions. This already indicates that the underlying material removal process differs in

both cases [52,57–60].

Although the slurry-sawn wafer surfaces appear rather uniform, measurements show

that the wafers are thinner at the side where the wire has entered the sawing channel.

The thickness difference can be about 10–40 mm depending on the sawing conditions.

Correspondingly, the channel or kerf width decreases. This indicates that the material

removal process varies along the wire motion. Similar variations can also been seen in

the surface roughness and, as shown in the next section, in the microcrack length. From

wire inlet to wire outlet the roughness decreases. The absolute values depend on the grit

size, the slurry viscosity, and to some extent on the feed rate and the wire velocity.

An important industrial parameter for the wafer characterization is the total thickness

variation. It is an average of thickness measurements at five positions on the wafer, four

at the corners and one in the middle. High quality wafers have a TTV below 15 mm. It has

been shown to be independent of the wafer thickness and to be related to the mecha-

nism of material removal in the sawing channel [12,13]. Considering that the thickness of

the wafers will decrease further in the future, the percentage of the TTV compared to the

whole thickness of the wafer rises to unacceptable values if the TTV is not reduced as

well. It is therefore important to understand the processes that determine the TTV. Two

major factors have been identified so far: the size distribution of the abrasive particles

and the slurry viscosity. The role of the slurry transport is less obvious and has long been

underestimated. Recent investigations [61] have proven, however, that there is a linear

(a) (b)

FIGURE 18.9 Surface height profile of a slurry-sawn wafer (a) and of fixed abrasive sawn wafer (b), measured
by confocal optical microscopy.
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dependence of the TTV on the slurry viscosity (Figure 18.10). The mechanisms behind

this behavior will be discussed in Section 18.3.

18.3.1.1.1 SUBSURFACE DAMAGE

The most reliable technique to determine the subsurface damage is the direct obser-

vation of the microcracks. This can be done by scanning electron microscopy on cross-

sections of the wafer (Figure 18.11) or by optical microscopy on beveled, polished

surfaces, which are slightly etched (Figure 18.12). For slurry-sawn wafers the microcrack

depth decreases toward the wire outlet and is strongly influenced by the size distribution

of SiC sawing particles. Finer grit sizes reduce the damage depth [58]. These results

correspond to the roughness.

FIGURE 18.10 Total thickness variation
(TTV) versus relative dynamic viscosity for
different slurries with PEG 200/F600 as a
reference slurry [61].

FIGURE 18.11 SEM image of microcracks
at a cross-section of a slurry-sawn wafer.
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Roughness and crack depth are therefore both dependent on the position at the wafer

surface. They change in the same way because both parameters originate from the same

indentation process during wire sawing. Microcracks also occur on wafers sawn with fixed

abrasives, but their distribution and sizes differ [52]. The cracks are aligned along the

direction of the sawing grooves and show a distinct pattern, which is repeated periodically.

A further difference is that the surface can become amorphous locally. This has been

observed by Raman spectroscopy. The extension of the amorphous regions depends on

the sawing conditions [62]. No systematic investigations exist so far about the extension of

these regions. It is also still unknown how and under which conditions the crystalline-to-

amorphous transformation of silicon occurs. Single scratching experiments as described

in the next section may give some indications about these transformation processes.

The amorphization of the surface can have an impact on the etching behavior. Since

this is an important processing step before solar cell fabrication, it may be difficult then

to produce a uniform, textured surface.

18.3.1.2 Single Indentation Tests
18.3.1.2.1 LOOSE ABRASIVE SAWING

There is general agreement today that in the slurry-based sawing, free-floating abrasive

particles in the sawing channel remove material by rolling and indenting into the silicon

crystal surface. The same interactions are known from lapping processes and similar

dependencies can be derived here. The coarser particles are in direct contact with the

wire and the silicon surface. The wire is pushed against the particles and indents these

particles in the silicon surface. The particles below the wire are mainly responsible for

the material removal process, and the particles at the side of the sawing channel

determine the damage on the wafer surface.

The individual particle interaction processes have been studied by indentation ex-

periments with a microhardness tester. A geometrically defined sapphire or diamond tip

is indented under load into a silicon surface. The resulting damage pattern and the

extension of the cracks is then determined. From the large number of results that have

FIGURE 18.12 Optical microscope image of
an etched, beveled wafer surface after
fixed abrasive sawing. The microcracks are
aligned along the wire motion direction.
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been published for silicon [63–74], the following sequence of events can be deduced

(Figure 18.13).

At low loads a plastic zone forms first. The diameter a depends on the applied load F

and can be described by the following equation:

a ¼
 

a

4H tan½4�2 F
!1=2

(18.3)

H is the hardness of the material, 4 the angle of the indentation tip, and a a geometry

factor. If the load is increased, the material breaks and different types of crack systems

can occur depending on the crystal orientation and the tip geometry. So-called median

and/or radial cracks directly under the load tip extend vertically into the surface. The

force dependence of the median crack length is given by

c ¼
�
b

Kc

F

�2=3

(18.4)

Kc is the fracture toughness of the material and b a geometry factor. For the Vickers

indenter the parameter a¼ 2, for a Knoop indenter a¼ 4/p, while the best fit value b¼ 1/7

varies considerably in published data. Measurements for monocrystalline silicon at room

temperature yield H¼ 10.6 GPa [49,50] and KIC¼ 0.75 MPa m1/2 in large-grained poly-

crystalline silicon [72,73].

When the load is removed, the stress difference between the plastic zone and the

crystalline silicon leads to the formation of lateral cracks. When they reach the surface,

a piece of material is removed (chipping). This process is responsible for the material

removal in the sawing process. The volume of the chipped material has been deter-

mined experimentally and depends on the applied load by a power law with an

exponent n ¼ 2.2

Vo ¼ gFn (18.5)

FIGURE 18.13 Indentation of a single particle into the surface. Under the action of the normal force, a plastic
zone and cracks are formed. The extension of the lateral cracks and the depth of the plastic zone determine the
chipped volume.
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g is a geometry factor [74]. Since the formation of the median cracks occurs before the

chipping, these cracks partially remain in the crystal surface at the side of the sawing

channel. They form the saw damage of the as-sawn wafers [75–80].

18.3.1.2.2 FIXED ABRASIVE SAWING

Much less is currently known about the single indentation process of particles for the

fixed abrasive sawing. There is general agreement that material removal occurs by

scratching the diamond particles over the crystal surface. Although this is known from

grinding processes on ductile materials, not much is known about the microscopic

details for silicon. Recent experimental scratching tests with a single particle tip on a

monocrystalline (111) silicon surface have given the following results. Figure 18.14 shows

a typical scratch pattern after such a test. It resembles the patterns that are observed on

as-sawn wafers (Figure 18.12). An important feature is the periodicity, which has been

explained by a periodic sequence of several microscopic events [51,52].

In the first step, the scratching tip is indented into the surface by the back force of the

bowed wire. Since the tip is also pulled by the wire in wire motion direction, the resulting

force faces obliquely into the bulk. The stress that builds up has not been calculated so

far, but one can assume that it consist of tensile stresses behind the tip and compressive

stress components in front of the tip (Figure 18.15). The stresses depend on the tip shape

and the orientation of the crystal. This could be confirmed by the experimental results.

The stresses eventually will lead to cracking. Usually one can expect a crack directly in

FIGURE 18.14 Single scratch test showing periodic crack patterns on the surface.

FIGURE 18.15 Schematic diagram of the forces and stresses at a scratching tip.
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front of the moving direction and several cracks to sides. Because of the oblique force,

some cracks will chip material away mainly in front of the tip. Once the material breaks,

the tip can move a certain distance before it is blocked again. Then the process of stress

buildup and breakage repeats.

The lengths of the cracks depend on the applied forces both in wire direction and in

the vertical (indentation) direction. Quantitative measurements yielded a crack length

dependence on the applied forces given in Figure 18.16. A slight dependence on the

crystal orientation was also observed [52].

Recent measurements of the crack length distribution in multicrystalline silicon also

showed a correlation with the grain orientation [35]. This result may give an explanation

for the observed difference of the lower stability of multicrystalline wafers compared to

monocrystalline silicon after fixed abrasive sawing. If one assumes that there are always

unfavorable grain orientations, which yield deeper cracks, these “weaker” cracks

determine the overall fracture stability of the wafer (see next section).

The single scratch tests also show that in some areas a transformation of the crys-

talline silicon into an amorphous phase can occur. The conditions under which this

happens are, however, not yet clear. Single Vickers indentations experiments have shown

that in the regions of very high stresses in the plastic zone, phase transformations of the

silicon can occur. Several phase changes have been observed by Raman spectroscopy, in

particular a metallic high pressure phase [81–86]. Under loading at 11.8 GPa, an endo-

thermic transformation to metallic silicon (Si II and III) occurs, which transforms back

partly into microcrystalline or amorphous silicon upon unloading. In the metallic state,

the silicon can plastically deform and material can be removed by processes known for

ductile metals. These regions are probably very thin and are removed when the material

is further stressed and breaks (Figure 18.13).

In the scratching mode, highly strained regions occur in front (compressed region)

and behind (tensile region) the indenting tip. Since chipping occurs mainly in front of

the tip, any phase changes that occur here will be removed. But phase changes behind

FIGURE 18.16 Experimentally determined
crack length dependence vs force from single
scratch tests with different tip shapes.
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the moving tip could remain. This may explain why one can observe, for instance,

amorphous regions on the surface after sawing.

18.3.1.3 Fracture Behavior
The microcracks in the wafer surface are directly responsible for the mechanical fracture

stability of the wafer. The “weakest link,” which is the longest crack in a wafer, will cause

mechanical failure when the wafer is loaded with stresses exceeding the fracture strength

of that crack. When deforming different wafers in a batch of comparable wafers, the

fracture stresses will vary because of the statistical distribution of the cracks. Statistical

considerations based on the Poisson distribution of crack lengths result in a Weibull

distribution of fracture stresses

FðsÞ ¼ 1� e�ðs=soÞm (18.6)

Here, F(s) is the failure probability for a stress s, so is the characteristic fracture stress,

where 63% of all wafers are broken, and m is the Weibull parameter, which characterizes

the width of the fracture stress distribution.

Different fracture tests are available today depending on which part of the wafer has

to be characterized [87–91]. The most widely used tests are the biaxial fracture and the

four line bending test. They differ in the way stress is applied across the wafer surface

and the edges. In the biaxial fracture test, a force is applied locally in the center of the

wafer surface and thus determines the fracture properties in that region. In the four line

bending test, both the surface and two opposite edges are stressed. It is used to char-

acterize the mechanical stability of the overall wafer, including the wafer edges.

In practice, the force–displacement curves are measured up to fracture. Wafer

bending tests lead to high deflections of the specimens, particularly, when the wafer

thicknesses become smaller than 150 mm. Generally, finite element calculations are

required to determine the corresponding stresses from measured force–displacement

curves. Usually at least 30 wafers of equal properties should be tested for a statistically

significant Weibull analysis.

Figure 18.17 shows the biaxial fracture test results for batches of wafers sawn with two

different SiC grit size distributions. One can see that the measured fracture stresses are

FIGURE 18.17 Weibull plots for wafers sawn with
different SiC grit sizes.
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lower for powders with larger average grain sizes (F500 vs F800). The removal of the

microcracks in the damaged layer by etching increases the fracture strength by a factor

of 3–5.

As-sawn wafers are rather fragile and can easily break during handling in the

following processing steps. Less wafer saw damage is therefore essential to increase the

yield in production, particular when the wafer thickness is reduced.

18.4 Basic Sawing Mechanisms
Slurry-based sawing has been optimized for many years now by practical experience.

A further fine-tuning of the process is possible. This requires, however, a good under-

standing of the basic mechanisms. Great progress has been made here over the years

[87–105]. The description of loose abrasive process is based on the individual process of

the interaction of a single particle with the crystal surface and the resulting microfracture

processes. The main ideas will be outlined in the following section.

18.4.1 Slurry-based Sawing

Under normal sawing conditions, the space between the wire and the crystal surface is

filled with fluid and abrasive particles (slurry). Experimental investigations with a high

speed camera indicate that the wire is in direct contact with the largest particles. They

determine the distance between the wire and crystal surface. The smaller particles are

floating freely (Figure 18.18). SiC particles are facetted and contain sharp edges and tips,

which can exert very high local pressures (Figure 18.19). The microscopic material

removal process is explained by the interaction of rolling SiC particles that are randomly

indented into the crystal surface until small silicon pieces are chipped away. This

“rolling–indenting grain” model forms the physical basis of the wire sawing process. The

same mechanism also occurs in lapping brittle material surfaces with loose abrasive

particles [35–37].

During sawing, the crystal is pushed against the wires with a constant forward (feed)

velocity. Only the larger particles, which are in direct contact, participate in the material

removal process. With increasing feed velocity, the total force Ftot on the wire increases

and more and more particles are indented. Since the wire is elastic, it will bow out under

FIGURE 18.18 Schematic diagram of the
sawing channel. It shows the main forces
that are assumed in the model (cutting
direction upward here).
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the force like a string. The resulting wire curvature adjusts to achieve an overall constant

feed velocity.

The forces vary below the wire depending on the local conditions in the sawing

channel. Considering the cross-section view, the resulting force perpendicular to the

wire surface, which pushes the particles into the surface, also varies along the contact

area (Figure 18.19). The forces are maximal directly below the wire and decrease toward

the side faces. The cutting process at the side and the applied force there is important

because it determines the final surface quality of the sliced wafers.

Furthermore, the fast-moving slurry builds up a hydrodynamic pressure, which may

exert additional force on the wire. The hydrodynamic pressure decreases to the side of

the channel, because it is zero at the free slurry surface. Particles in the channel will

be pushed sideward, because of the pressure difference at their surface, and eventually

be removed from the sawing channel when they reach the free slurry surface. Since the

pressure difference depends on the particle size, one can expect a rearrangement of the

particle size distribution by the removal of larger particles from the sawing channel

below the wire. In fact, several results have been reported that show that the size dis-

tribution varies along the sawing channel. This aspect will be discussed in more detail in

Section 18.3.2.1.

All processes together determine the local forces on the indenting particles. The in-

dividual process of the interaction of a single particle with the surface has been studied

FIGURE 18.19 Schematic diagram of the cross-section of the sawing channel. Insert shows SEM image of a SiC
particle.
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by microindentation experiments as discussed in Section 18.2.4.2. The main process for

material removal during sawing is the formation of lateral cracks and the chipping of

material. The median and radial cracks partly remain. This crack system is part of the

saw damage that has to be removed for further processing of the wafers. Combining the

rolling-indenting process of free abrasive grains with the fracture mechanics of brittle

materials, a quantitative description of the material removal process could be derived.

For a detailed review of the basic ideas, see references [97–99].

18.4.1.1 Material Removal Rate
During sawing the feed velocity of the ingot is equal to the material removal rate or

velocity vs. Under steady state conditions it must be constant at any point below the

wire. The material removal rate can be calculated from the number of indentation events

m per contact area Atot and time Dt multiplied by the volume of material Vo that is

removed in a single event

vs ¼ mVo

AtotDt
(18.7)

The material volume Vo that can be removed in a single event is determined by the

extension of the lateral cracks below the indentation of a single grain (Figure 18.13). It

depends on the applied normal force Fp on the particle according to Eqn [18.5].

The laminar velocity profile in the slurry between wire and crystal surface leads to a

rotation of the particles. If a rolling grain makes one indentation per cycle, the average

time interval for a single indentation event is given by Dt ¼ 2 dp/v, where v is the wire

velocity and dp the particle diameter, which is determined by the largest particles in the

size distribution.

The experimental results show that wire distance, particle size distribution, the

temperature, and other parameters vary along the sawing channel. Therefore, it is

necessary to consider the local situation. Each wire segment exerts a force Fn on the

particles, which depends on the local curvature and the wire tension. For a rigid wire

segment of length Dx, the resulting average force on a single particle Fp is given by

Fn¼mFp, where m is the number of all the particles in contact under the segment.

Combining the equations yields for the local sawing rate the fundamental relationship

that forms the basis for the following theoretical description:

vs ¼ v�sovm
ðFn=mÞn
dprwDx

(18.8)

where the prefactor vso summarizes material and geometry parameters. The contact area

below the wire has been expressed by Atot¼ p rw Dx here with the wire radius rw. The

remaining problem that has to be solved is to determine the number m of indenting

grains in the slurry, and the average force Fn per wire segment.

The numberm of particles in contact and the average force Fn are calculated from the

grain size distribution. Commercial, virgin SiC particle sizes can be described rather well

by a Gaussian distribution. In general, the size distribution will differ from this form,
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particularly when slurry is transported along the sawing channel and particles are lost or

break. It is useful therefore to assume a general size distribution, which shall be

expressed by g(l)¼ no go(l), where go(l) is the normalized distribution and no the total

number of all particles in the contact volume below the wire segment (Figure 18.20).

For a wire segment at a distance h to the crystal surface, all grains with a size l> h are

in direct contact. The contact number m is calculated from

m ¼ no

Zhmax

h

goðlÞdl (18.9)

where hmax is the maximum distance where just one particle is in contact in the contact

area.

If a force Fn is applied, the distance h decreases and more grains come into contact

with the surface. Neglecting the indentation in the wire, the force Fn is equal to the force

on all particles Fn¼ Fnp, which are actually indented into the crystal surface

Fnp ¼ no

Zhmax

h

Findðl � hÞgoðlÞdl (18.10)

Find (x) is the force law, which applies when a single particle is indented by a distance x

into a surface. It depends on the elastic, plastic, and fracture behavior of the material.

For sharp Vickers indentations and a brittle material Find as a function of the indentation

depth, x¼ l� h could be given by Eqn [18.3], but other force laws have been derived as

well depending on the shape of the indented grains.

Combining the equations, one calculates the average force Fp ¼ Fnp/m on a single

particle for a given size distribution go(l). The result is shown in Figure 18.21 for the

Gaussian distribution as a function of the wire distance h and different opening angles of

the indenting particle tip.

FIGURE 18.20 Schematic particle size
distribution g(l). Grains with a diameter l> ho

are in contact both with wire and crystal
surface. The total number m of particles in
contact is proportional to the shaded area.
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An important result is that Fp remains almost constant for sharp tips, when the wire

distance decreases. Only the number m of indented particles increases. For constant Fp
one can simplify Eqn [18.3] then for a wire segment of length lo

vs ¼ vsovFn vso ¼
v�soF

n�1
p

dprwlo
(18.11)

This is the well-known Preston equation, where the sawing rate is proportional to the

wire velocity and the applied force for the entire wire segment in the sawing channel. It

has been derived here from a microscopic description of the basic particle-interaction

process with the material. The prefactor changes when the wire distance varies along

the sawing channel.

The experimental observations have shown, however, that this equation is not suf-

ficient to describe all possible sawing conditions. Particularly it does not take into ac-

count the observed dependencies on slurry properties such as the viscosity. An extension

of the model has been proposed and is summarized in the next section.

18.4.1.2 Elastohydrodynamic Behavior of Slurry and Wire
Taking into account slurry properties, one has to consider the hydrodynamic behavior of

the slurry in the sawing channel [89–93,97,98]. The slurry consists of the fluid and a high

volume concentration of particles. In the following, the simplification is made that one

has a single-phase system, where the viscosity is changed by the addition of the abrasive

powder. The viscosity changes can be described by Eqn [18.2]. Because of the narrow

sawing channel, one can assume a laminar flow of the slurry. A similar situation occurs

in lubrication and polishing processes, where many fundamental aspects could be

derived from experimental and theoretical results [100–113]. An important aspect is that

a hydrodynamic pressure can build up in the slurry and if high enough deform the wire

elastically in response to the pressure (Figure 18.18). Some consequences can be derived

from a one-dimensional treatment of the hydrodynamic slurry transport below a flexible

FIGURE 18.21 Average normal force on a
single particle Fp¼ Fnp/m as a function of the
wire-crystal distance for different opening
angles of the indenting particle tip.
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wire. The starting point to describe the slurry flow directly below the wire is the Reynolds

equation

vp

vx
¼ 6 v h

h� ho

h3
(18.12)

where x is the coordinate along the wire, h(x) the distance between wire and crystal

surface, v the wire velocity, h the slurry viscosity, p(x) the hydrodynamic slurry pressure,

and ho is a constant that has to be derived from boundary condition. A two-dimensional

approach has recently been developed [114] that also allows to describe the pressure

dependence over the cross-section of the sawing channel (see Figure 18.19).

The hydrodynamic pressure in the slurry p exerts forces on the wire, which will then

deform elastically. It has been shown that one has to take into account the elastic

response of the wire to obtain numerical results, which are in agreement with experi-

mental observations [18,114]. A significant hydrodynamic pressure can push the wire

away from the ingot surface and increase the wire distance h. This reduces the sawing

rate since the force on a single particle is reduced and fewer particles are in contact, see

Eqn [18.6]. Numerical results show that this is particularly the case in the exit region of

the sawing channel, when p becomes large (Figure 18.22).

Furthermore, one can see in Figure 18.22 that negative pressure values can occur in

the exit region when the sawing velocity is increased. This means that the slurry flow

becomes discontinuous here. It has recently been suggested that such a slurry behavior

may lead to an instability of the wire motion and be the reason for the occurrence of saw

marks [114].

Based on this assumption one can use the calculations to determine the parameters

that lead to high and negative pressures in the exit regions. Figure 18.23 shows in a feed

vs wire velocity diagram calculated borderlines, which separate the parameter regions,

where stable and unstable wire motion occurs. Important parameters for the position of

the border lines are the SiC volume concentration and the fraction of silicon, which

FIGURE 18.22 Calculated hydrodynamic
pressure p in the slurry film along the wire
length for two different feed velocities
[114].
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accumulates during sawing in the slurry. The results also depend on the initial viscosity

of the slurry. The calculation results are in qualitative agreement with experimental

observations and can be used to define guidelines for process windows.

The parameter range for the wire and feed velocities, which is used in industrial

production, is between 10 and 18 m/s and 0.3–0.6 mm/min, respectively. Normally one

saws with a fixed feed and wire velocity, which determines a point in the diagram. Only

values below the corresponding borderline are in the stability region. From the industrial

perspective of high productivity and low cost, one will choose a high sawing rate, a low

wire velocity, and a low SiC concentration. One can see from the diagram that these are

conflicting requirements, which limit suitable sets of parameters.

If one chooses parameters close to the borderline, small changes in the sawing pa-

rameters can easily lead to a shift from the stable to the unstable regime. It is therefore

necessary to control the specifications of parameters such as the SiC load, the silicon

concentration, or the grit size distribution quite tightly.

18.4.1.3 Roughness and Subsurface Damage
Saw mark–free wafers are a prerequisite for further processing. The quality of these

wafers is then specified by other parameters. The commercially important parameter is

the TTV of the wafers, which is basically determined by the difference in thickness and

the roughness values at the wire inlet and outlet side. Good wafers have a TTV < 15 mm

for wafers with a thickness of 180 mm. If saw marks occur, the TTV can increase up to

60 mm because of the additional grooves. It is assumed that a strong increase of the TTV

and the occurrence of saw marks are related to the same process, namely the instability

of wire motion near the exit region of the sawing channel, as described in the previous

section.

If one saws with parameters in the stability region, the TTV correlates mainly with the

roughness. The dependence of the roughness on feed and wire velocity and other factors

has been investigated experimentally quite extensively (see Section 2.4.1). Considering

FIGURE 18.23 Feed velocity versus wire velocity
diagram showing stability regions of wire
motion for different SiC and silicon volume
concentrations.
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the micromechanical particle-crystal interaction model, the roughness and the micro-

crack depth depend on the forces acting on each particle. Reduced forces will decrease

both roughness and microcrack depth. For instance, smaller grit sizes lead to smaller

particle forces and a reduced roughness. The observed decrease of the roughness can be

explained by the loss of larger particles along the sawing channel.

The roughness also correlates with the microcrack depth. They are important because

they mainly determine the fracture behavior of a wafer. Therefore, sawing conditions,

which change the overall forces in the process, also have an impact on the wafer sta-

bility. The previous numerical calculations are in good agreement with the observed

roughness and microcrack results and can be used to predict which parameters are

significant here [114].

18.5 Alternative Slicing Technologies
Although multi-wire sawing is the dominant and mature wafering technology, it

certainly has the inherent drawback that valuable silicon and supply materials are

wasted by the process. There will probably also be limitations when wafers with a

thickness below 100 mm are produced in the future. Therefore, many attempts have been

used to develop alternative “kerfless” technologies, which avoid these shortcomings.

Since the 1980s, over 20 variants of kerfless wafering have been proposed, but few have

demonstrated a lasting potential to be competitive in cost and quality [115].

The most direct route is the production of wafers directly from a silicon melt. The

most advanced techniques are the “edge-defined film-fed growth—EFG” technique [116],

the “string ribbon” method [117], the “ribbon growth on substrate—RGS” method [118],

and the Direct Wafer� technology [119]. All liquid-phase approaches have shown great

difficulty in achieving good absorber yield and quality for standard wafers much below

200 mm. At the same time, the wire saw process has undergone impressive evolutionary

improvements in the important areas of yield, quality, kerf loss, productivity, and

thickness reduction. As a result, the kerfless material efficiency advantage becomes moot

if the next-generation wire saw processes yield stronger, high efficiency 120–150 mm

wafers. This is why these liquid-phase wafering methods have either been terminated in

commercial production or have never started.

Kerfless technologies, which can overcome the quality problem, start from solid

monocrystalline silicon. The basic principle is to separate many thin wafers consecu-

tively from a high quality silicon monocrystal. The technologies differ in the separation

process, which has to be fast, cheap, kerfless, and without loss of material quality. Two of

the more advanced methods shall be described next.

18.5.1 Ion Implantation Technologies

The process technology that uses ion implantation methods is a cyclic, two-step process:

first, a high energy proton beam (or other ions) is directed on the top surface of a CZ
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silicon ingot. Such a wafering process (direct film transfer, DFT) has been developed by

the company Silicon Genesis. Although it has not yet reached the industrial production

stage, the technique appears to have some potential for an alternative wafering method

[120–126].

The process consists of several steps. Initially a DC electrostatic linear accelerator

produces a proton beam with energies of 2–4 MeV. The protons are implanted in a thin

layer at a controlled depth under the surface of the silicon. The proton beam has both

high current and high energy and therefore carries a very high power. This heat load into

the silicon bricks can reach many tens or even hundreds of kilowatts and has to be

removed by cooling the bricks efficiently, since the silicon temperature is a critical part

of the wafering process. After the implant step, the silicon is induced to fracture, or

cleave, in a highly controlled manner, along the cleave plane defined by the implanted

ions. A single wafer of silicon is released and the process is repeated on the newly

exposed surface of the brick. The use of cleaving, rather than sawing, eliminates the

waste due to kerf.

One cleaving method uses a high surface thermal flux, which generates a thermo-

elastic stress within the patterned brick implant layer. If the stress exceeds the required

fracture strength, a thin silicon layer can be cleaved from the brick with high yield.

An alternate cleaving approach applies external energy to the silicon with lower net

thermal budget. The method involves the formation of an initiation area followed by a

propagation pattern. A small area at a brick corner (mm2 to cm2) is implanted with a

relatively higher dose and thermally pulse treated to initiate a starting crack. This crack

occurs at an edge area of the cleave plane and is designed to avoid generating cleave

artifacts. A second energy source is used to propagate the cleave front from this small

initiation area through the brick to fully detach the film. The key technology in achieving

high throughput is the development and use of advanced controlled propagation to limit

the cleave plane dose requirement. Recently wafers with a thickness drawn to 20 mm

have been reported [127].

The light ion implant avoids damaging the bulk silicon, while the low energy

(threshold) cleave process creates only surfaces with low defect density. Both factors

contribute to maintain the high lifetime of the silicon crystal and high mechanical

strength. Bulk lifetimes up to 0.5 ms have been reported. Roughness of the cleaved

wafers is generally less than 1 mm. The process has also been verified to be capable of

repeatedly detaching films from an ingot without surface preparation between succes-

sive detachments. The films continue to have repeatable roughness and total thickness

variation (TTV <1–2%) without any interim polishing or other surface modification steps.

18.5.2 Other Wafering Technologies

18.5.2.1 Layer Transfer Process from Porous Silicon
A further decrease of the wafer thickness down to 10–80 mm requires new methods.

Liftoff techniques as developed for the microelectronic device technology have the
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potential to fulfill such an objective. The basic principle is the following. A high quality

thin silicon film is grown on a sacrificial layer, which can be separated and transferred to

a low cost substrate. Latest developments use double porous silicon layers [128–135]. On

top is a layer of a low porosity for further growth of a high quality epitaxial film and

below is a high porosity layer for separation (Figure 18.24).

The porous silicon is formed by electrochemical etching of a highly doped mono-

crystalline silicon crystal. Experimentally, different techniques have been explored over

the years. Typically vertical trenches are electrochemically etched with an HF-based

solution into the surface of highly doped monocrystalline polished substrate. They are

transformed into spherical voids by annealing at around 1100 �C in a hydrogen atmo-

sphere [136–140]. The formation of a perfect detachable film requires a specific aspect

ratio and pitch. Today, it is possible to form porous silicon layers with a desired void

structure. Typically, the top layer is 1–3 mm thick with a porosity of 20–30%. This seed

layer permits the subsequent growth of a high quality epitaxial silicon film.

The bottom layer has an initial porosity in the 60–75% range and a thickness of about

0.2–0.3 mm. After annealing, several large buried plate-shaped voids form, which allow

the further detachment of the epilayer. The separation process is done mechanically by

breaking the small supporting pillars in the separation layer. This requires an initiation

crack at the edges of the film, for instance, by laser scribing. Depending on the thickness

of the epitaxial film, it can either be used as free-standing foil or, if thinner, has to be

transferred to a supporting substrate.

Solar cells have been fabricated in the epitaxial foil with efficiencies up to 15% and

have the potential for efficiencies up to 18%. Despite a number of convincing lab-based

solar cell showcases, there has thus far been no breakthrough of this technology at the

(semi)-industrial level.

18.5.2.2 Laser Chemical Processing
The idea to slice an ingot into wafers by a laser beam is intriguing and has been pursued

for some time. The challenge is to cut through an entire brick with a diameter of

currently 156 mm, with a kerf loss below 100 mm, and a surface damage below 10 mm. A

technology that is in principle capable to achieve these goals is the laser chemical

processing method [141]. The principle is to use a water jet–guided laser beam. A very

thin liquid jet stream (width 30–80 mm) is generated in a nozzle that has a transparent

FIGURE 18.24 Schematic layer sequence of an
epitaxial film grown on a double porous silicon
layer.
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window on top. The laser beam is focused into the jet stream and guided via total in-

ternal reflection. The material removal occurs by heating or evaporation and can be

enhanced by adding etching solutions. This also offers the possibility to remove any

surface damage directly.

First experimental results with a high power infrared Nd:YAG laser have shown that

up to 7 cm of cutting depth could be reached [142]. The addition of a 10% KOH solution

enhanced the cutting speed by almost an order of magnitude compared to multi-wire

sawing. However, this initial speed could not be maintained at larger cutting depths.

Furthermore, it turned out that the parallelization of the technique with hundreds of

laser beams is a technological challenge.

Other clear technological advantages have not be found, so the technology has not

been pursued further in the past years as an alternative technology to the multi-wire

sawing process.

18.6 Grinding, Lapping, and Polishing
For most applications the as-cut surfaces of the sawn wafers need further treatments to

achieve required surface qualities. In general, one has to remove the subsurface saw

damage consisting of microcracks, dislocations, and deformed or phase-transformed

layers. Furthermore, the wafer surfaces are usually specified regarding roughness,

texture, and planarity. This can be achieved by additional mechanical surface treat-

ments, namely grinding, lapping, and polishing and/or etching procedures.

Whereas wafers for solar cell applications are only etched to remove the saw damage,

wafers for microelectronic applications require very high surface qualities, which can

only be achieved by a sequence of mechanical surface treatments and etching steps. For

each procedure, particularly in the microelectronic industry, special grinding, lapping,

and polishing machines and processes have been developed.

18.6.1 Mechanical Machining

The first step is grinding to obtain a planar surface and homogeneous wafer thickness.

A novel and powerful technology for precision-machining monocrystalline silicon

wafers is double-disk grinding (DDG). Here both sides of the wafer are ground

simultaneously between two opposite grinding wheels on collinear spindle axes. It is a

chuck-less process, in which the workpiece is machined in “free-floating” water beds.

The resulting wafer shape differs from those known from (chuck-mounted) single-side

grinding or double-sided batch lapping, which are conventionally used in mechanical

wafer shaping. With DDG an extreme degree of planarity can be achieved, which the

fabrication of microelectronic devices with minimum lateral feature dimensions of

90 nm and below demands today [143]. Problems that have to be solved here are the

occurrence of a center dip (“navel”) and edge thickness roll-off in the micrometer

range.
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The grinding wheels have fixed abrasive particles. The micromechanical processes of

material removal are thus similar to the fixed abrasive wire saw mechanisms. The

following lapping and polishing steps with wafers on rotating chucks are slurry based

with loose abrasive particles. Diamond and SiO2 particles (silica) are mainly used here.

The grain sizes are generally finer compared to the loose abrasive sawing process, but the

micromechanical mechanisms are essentially the same. Therefore, many of the previ-

ously described features apply here also.

Very high surface qualities can be achieved with the chemomechanical polishing

(CMP) process, which combines the application of pressure in combination with

chemical etching of the surface [144,145]. Typical CMP tools consist of a rotating and

extremely flat plate, which is covered by a pad. The wafer is mounted upside down in a

carrier. Both the plate and the carrier are rotated and the carrier is kept oscillating as

well. A downward force is applied to the carrier, pushing it against the pad. Typically, the

pads have a roughness of 50 mm and contact is made by asperities, typically the high

points on the wafer. Therefore, the mechanical properties of the wafer itself must also be

considered. If the wafer has a slightly bowed structure, the pressure will be greater on the

edges than it would on the center, which causes nonuniform polishing. In order to

compensate for the wafer bow, pressure can be applied to the wafer’s backside, which, in

turn, will equalize the center-edge differences. The pads used in the CMP tool are often

stacks of soft and hard materials that conform to the wafer topography to some extent.

Generally, these pads are made from porous polymeric materials with a pore size be-

tween 30 and 50 mm. They are consumed in the process and must be regularly recon-

ditioned. The polymer pad structure applies locally mechanical pressure and the fluid in

the pores supplies the etchant. The right combination of pressure and etchant supply is

essential. In most cases the pads are very much proprietary and are usually referred to by

their trademark names rather than their chemical or other properties.

18.6.2 Plasma Chemical and Elastic Emission Machining

18.6.2.1 Plasma Chemical Vaporization Machining
Plasma chemical vaporization machining (PCVM) is a gas-phase chemical etching

method in which reactive species in an atmospheric-pressure plasma are used [146].

Using different types of electrodes one can slice wafers or pattern, shape or polish

surfaces. PCVM has a high removal rate equivalent to those of conventional machining

methods such as grinding and lapping. This is because the radial density of an

atmospheric-pressure plasma is much higher than that of a normal low pressure plasma.

Since the plasma is localized in the area of high electric fields, it can have a high spatial

resolution depending on the shape of the electrodes. Furthermore, because of the short

mean free path at atmospheric pressure, the ion energy of the plasma is so small that

there is little damage to the processed surfaces.

The major application of the method is in polishing high quality smooth and flat

surfaces. A cylindrical electrode is rotated in the plasma and moved over the wafer
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surface. The reactive gas is supplied to a narrow region between cylinder and surface and

enables high speed machining. The etching rate depends on the crystal surface orien-

tation and also varies when the surface contains microcracks or pits. Therefore, with this

method one can only obtain smooth surfaces with no damage for monocrystalline or

amorphous surfaces. The technique is thus suitable to improve already high quality

surfaces. Such surfaces are not only required for microelectronic applications but also

for total reflection mirrors with a very high uniformity. Results have been obtained for

silicon [147], silicon dioxide on insulator (SOI) [148], and silicon carbide wafers [149]. For

instance, for silicon after the removal of a 6 mm thick layer by PCVM polishing with a gas

mixture of helium, carbon tetra fluoride, and oxygen (98.9:0.1:0.1) a roughness

Ra¼ 0.11 nm could be achieved.

18.6.2.2 Elastic Emission Machining
A further improvement of already very smooth silicon surfaces can be achieved by the

elastic emission machining (EEM) method [150]. Such surfaces are required for total

reflection mirrors for steering synchrotron hard X-rays, imaging optics for extreme ul-

traviolet lithography, and substrates for future nanoscale devices. EEM is applied where

conventional mechanical polishing methods reach their limits. The technique utilizes

chemical reactions between solid surfaces. In practice one uses fine powder particles

whose surfaces are reactive to the target material. For silicon surfaces this effect has been

demonstrated with amorphous silicon dioxide powders with a mean diameter of 2 mm,

which is uniformly mixed in ultrapure water. When the particles come into contact with

the silicon surface, there is a notable probability that the atoms on the surface will

adhere to the powder particles and be removed. Since atoms at bumps on the surface

have a higher probability to come into contact than atoms in pits, the overall effect is the

smoothening of the surface. Removal rates of 2 nm/min could be obtained by this

method.

18.7 Conclusions and Outlook
Wafer manufacturing today is based on mechanical processing steps: sawing, grinding,

lapping, and polishing. The main developments have been generated in the micro-

electronic and photovoltaic industries. Each of these steps has been continuously

improved, in particular because the requirements on the wafer qualities and on cost

reduction have increased over the last decades. To meet these goals it became necessary

to investigate the fundamental micromechanical processes. This scientific approach has

reached a high level of understanding, which continues to allow further improvement of

the processing steps.

In the photovoltaic industry, wafers will eventually become even thinner to save

costs. The mechanical stability will therefore remain the main issue since thinner wafers

become more fragile and more difficult to handle. In addition, the surface properties
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such as thickness variations, impurity contamination, or the etching behavior are

important issues. In the microelectronic industry, wafer flatness is the main issue,

particularly as wafers become larger.

The continuous improvement of manufacturing machines, processes, and the un-

derstanding of the basic mechanisms will lead to further developments. In addition, in

the photovoltaic industry with its mass production of wafers, one can expect more

automation of different processing steps to reduce costs. The limits of today’s wafer

processing techniques have certainly not been reached.

This also makes it difficult to develop alternative wafering technologies. Many at-

tempts have been tried using lasers, plasmas, or smart cut technologies based on ion

implantation, electrochemical etching, or heat pulses. In some cases it could be shown

that one can produce wafers successfully. However, in comparison with the established

wafering processes, these techniques are either too expensive or do not yield the wafer

qualities that are required today. Therefore, none of these techniques has reached the

industrial production level. Some of these alternative processes may, however, become

of interest again when the requirements on the wafers, such as a low thicknesses, can no

longer be achieved by mechanical processing.

References
[1] Martı́nez-Duart JM, Hernández-Moro J. J Nanophot 2013;7(1):24.

[2] Waldau AJ. Renew Sustain Energy Rev 2007;11(7):1414.
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[102] Möller HJ. Adv Eng Mater 2004;6:501.
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19.1 Introduction
Capillarity deals with liquid surfaces. At first sight, the concept has little to do with

crystals and crystal growth. However, unlike cast metallic alloys, crystals are generally

not directly grown by melting and solidification in a crucible because interaction of the

grown crystal with the crucible severely impairs crystal quality. Most crystal growth

processes involve a liquid surface from which the crystal is pulled without contact with

any solid part. As a consequence, the crystal shape is controlled by the liquid surface and

then by capillarity. This chapter introduces these crucibleless growth techniques, some

of which are extensively covered in other chapters of this handbook, such as

the Czochralski (See Chapters 2–5, Volume IIA) and floating zone (See Chapters 7–8,

Volume IIA) processes.

This chapter gives an introduction to the basic concepts of capillarity, including the

typical growth angle, which is a material-dependent physical property involved in the

analysis of capillarity-controlled processes. Capillarity parameters (surface energy,

wetting, and growth angles) that are typical of various crystal classes will be given, as

well as tools to solve capillarity problems. Of course, the main issue in these techniques

concerns the control of the shape of the crystal, which is freely growing from the melt.

It appears that some processes are stable from this point of view, and thus do not need

a specific shape-control loop. Some other processes are unstable and thus necessitate

sophisticated regulation equipment and software, as comprehensively explained in

Chapter 28 of Volume IIB for all melt processes, such as Czochralski, floating zone,

vertical directed crystallization, and Kyropoulos. This chapter describes stability ana-

lyses and applications of the principal growth techniques not extensively covered in

other chapters of this handbook, such as the dewetting, shaping, and Verneuil pro-

cesses. The detached Bridgman (dewetting) process is also treated here from the

automation point of view. For more detailed treatment of all of these matters, the

reader is referred to a book on crystal growth processes based on capillarity that was

edited by the author [1].

19.1.1 Drawbacks of Growing a Crystal in a Crucible

All processes that cast crystals in a crucible are derived from the Bridgman technique [2],

in which the material to be crystallized is molten in a crucible placed in an appropriate

furnace and then slowly solidified (see Chapter 9, Volume IIA for more details). A single

crystal seed, which should be only partially molten, is generally placed at the cold part of
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the crucible or, alternatively, this part is designed as a thin capillary with the hope that

only one seed grain will nucleate there inside. Obviously, a great advantage of this

technique is that the shape of the crystal is imposed by the shape of the crucible.

However, this advantage most often turns out to be a drawback because the material-

crucible contact generates defects in the grown crystal:

1. The liquid is contaminated by the crucible, which leads to unintentional doping or

contamination of the crystal.

2. The solid–liquid–crucible triple line is the location of spurious nucleation, which

produces twins or grains (Figure 19.1).

3. Crucible contact affects the heat fluxes (which causes a curvature of the solid–

liquid interface [3]), the source of radial chemical segregation, and thermoelastic

stresses in the solid.

4. There is always sticking of the crystal on the crucible. During cooling, differential

dilatation creates stresses in the crystal with a succession of thermo-mechanical

features, including elastic deformation, plasticity (which gives dislocation genera-

tion and residual stresses [4,5]), detachment from the crucible if the elastic energy

passes the adhesion energy and, in the worst case, crucible or crystal breakage.

Figure 19.2 shows the increase of dislocation density along the conical part of a

GaSb crystal obtained by the Bridgman technique. The density of dislocations in-

creases until subgrain boundaries are formed and grains appear, as can be seen on

the crystal at the periphery of the conical part.

Most of these problems can be solved by the full encapsulation technique, in which a

liquid encapsulant separates the liquid and the crystal from the crucible. Analysis

showed that this mechanism occurs when the liquid encapsulant totally wets (i.e., the

wetting angle is practically 0�) both the crucible and the solidifying material [7]. This

FIGURE 19.1 Spurious nucleation of grains at the bottom of a 2-in GaSb crystal grown by the Bridgman
technique: bottom (left) and side (right) views.
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makes it difficult to find an appropriate encapsulant that should have the following

characteristics [7,8]:

1. Have a low vapor pressure at the melting point of the material

2. Be less dense than the liquid

3. Be insoluble in the liquid

4. Be nonreactive and uncontaminated by the liquid

5. Have a melting point below the one of the solidified material

6. Be chemically inert toward the solid

7. Wet both crucible and solidified material as well as possible

8. Have a high viscosity

Such a large amount of conditions explain why the only practically used encapsulant

is B2O3 in the case of III-V semiconductor Bridgman grown in SiO2 or BN crucibles.

19.1.2 Capillarity-Driven Processes

Crucibleless techniques have been developed from the very beginning of crystal growth

from the melt, even before Bridgman introduced his technique. Those inventors

seemed to think that freely grown crystals would be of better quality. In chronological

FIGURE 19.2 Evolution of dislocation etch pit density (right) at successive places (a, b, c) after growth of the
conical part of a 2-in GaSb crystal grown by the Bridgman technique, seen from the bottom on the left. Adapted
from Ref. [6] with permission of Elsevier.
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order, the principal techniques are the Verneuil process [9], the Czochralski process

[10], and the Floating Zone process [11]. Numerous variants were also introduced, the

most important of which (from the capillarity point of view) introduced a “shaper” in

order to control the shape of the melt and consequently of the crystal: Gomperz used a

floating ring in the Czochralski process to stabilize the diameter of the pulled crystalline

rod [12], which led to many shaping techniques, such as Stepanov, edge-defined film-

fed growth (EFG), micro-pulling down, and so on. Some techniques do not use any

crucible at all, with the liquid being just constrained by the capillary forces, whereas

others use a crucible and a shaper that are in contact with the melt, with a risk of

pollution. Also, in certain processes, the crystal is pulled upwards, whereas in others it

is pulled downwards. Figure 19.3 classifies the most important of these technologies. It

can be seen that they all are derived from each other, with some technological changes

in between.

Due to the absence of crucible contact, most drawbacks listed for Bridgman growth

are avoided. However, in all cases, the solidification occurs on a liquid meniscus, which

has a shape controlled by capillary forces. Furthermore, the relationship between the

meniscus shape and the crystal shape is not immediately obvious or unique, so the

stability of the growth process has to be studied. This chapter will introduce these

concepts and describe some examples.

19.2 Fundamentals of Capillarity for the
Crystal Grower

19.2.1 Surface and Cohesion Energies

Inside a condensed phase (a solid or liquid), there are interactions between atoms that

are generally attractive, which gives cohesion to this phase. Atoms situated at the sur-

face, under vacuum, lack half of these interactions, and their energetic state is different

compared to the bulk atoms (Figure 19.4). This is the origin of the surface energy of the

liquid or the solid. Cutting the material into two pieces creates two equal surfaces, so

that the cohesion energy is twice the surface energy:

Wcoh;s ¼ 2gsv and Wcoh;l ¼ 2glv: (19.1)

When the solid and liquid surfaces are put in contact, a solid–liquid interface is created

with a characteristic surface energy, gsl. Because the liquid–solid interactions are not

directly related to the liquid–vacuum and solid–vacuum situations, gsl is not the sum of

gsv and glv. The work of adhesion is the deviation from this equality and reflects the

interactions between the atoms in the solid and liquid phases; it is defined as [13]:

Wa ¼ gsv þ glv � gsl: (19.2)

These quantities correspond to the energy per surface unit and are expressed in J/m2.

They can also be found, in some papers, as N/m, because they also represent the force

that should be applied, per unit length on a line perpendicular to the surface, in order to
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increase this surface. Table 19.1 gives the values of the surface energy of various liquids

of interest to the crystal grower.

19.2.2 Marangoni Convection

Another issue concerning capillarity and crystal growth is the occurrence of thermoca-

pillary convection, named after Carlo Giuseppe Matteo Marangoni (for more details, see
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FIGURE 19.3 Classification of crystal growth techniques in which the crystal grows from the melt without contact
with a crucible. Reprinted from Ref. [1], with permission of Wiley-Blackwell.
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Chapter 22, Volume IIB). Because atomic interactions are thermodynamic variables, they

change with temperature and the surface energies as well. This variation is the origin of

the Marangoni convective effect. As can be seen in Table 19.1, surface energy decreases

with temperature so that the atoms at the hot areas on the surface tend to move toward

the cold side in order to decrease the overall energy of the surface. This creates a

countercurrent in the liquid below the surface. Because the meniscus joins the hot bulk

liquid to the colder liquid–solid interface, temperature gradients and thus Marangoni

convection are unavoidable. Heat diffusivity tends to decrease the temperature differ-

ences and viscosity to damp the fluid motion. Therefore, the relative strength of ther-

mocapillary convection is estimated by the Marangoni number:

Ma ¼ �vglv

vT

LDT

nrlDth

: (19.3)

Vapor

Liquid

Vapor

Solid

Liquid

Solid

(a) (b) (c)

FIGURE 19.4 Atomic interactions: (a) in the liquid and at its surface; (b) in the solid and at its surface; (c) between
a solid and a liquid.

Table 19.1 Surface Energy of Various Materials

Compound Tm (�C) glv (mJ/m2)

Ge 937 587� 0.105 (T� Tm)
Si 1412 827� 0.48 (T� Tm)

749� 0.15 (T� Tm)
GaSb 711 453� 0.14 (T� Tm)
InSb 530 434� 0.08 (T� Tm)
CdTe 1092 181� 0.16 (T� Tm)
Pb0.8Sn0.2Te TL¼ 905 230� 0.17 (T� 905 �C)
GaAs 1238 465� 0.96 (T� Tm)
Al2O3 2047 630 at Tm
SiO2 1720 307 at Tm
CaF2 1418 387 at Tm
BaF2 1290 253 at Tm
LiF 848 236 at Tm
NaF 992 186 at Tm
CsI 621 72 at Tm
NaI 660 86 at Tm
LiNbO3 1250 192 at 1300 �C

Extracted from Chapter 1 of Ref. [1] with permission of Wiley-Blackwell.
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Another cause of surface energy variation is chemical composition. As explained in

Chapter 25, Volume IIB, solute rejection during solidification creates a composition

gradient in the liquid at the solid–liquid interface and then on the meniscus, such that

solutocapillary and thermocapillary convections always exist jointly. A solutal

Marangoni number is defined similarly:

Mach ¼ �vglv

vc

LDc

nrlD
: (19.4)

These numbers are useful because they show the critical values between different fluid

flow regimes. For example, floating zone is subject to intense Marangoni flows because

steep temperature gradients exist on the liquid surface. Studies have shown that below

Ma¼ 10, the flow is steady axi-symmetric, then becomes three-dimensional steady until

102, then periodic up to 104, and finally turbulent above 104.

Such flows strongly affect the heat and solute transfer in the vicinity of the growth front

and then have a marked effect on the crystal quality. For more detail, the reader is referred

to Chapter 22 in Volume IIB, where Marangoni convection is extensively covered.

19.2.3 Young–Laplace Equation

Bending a surface increases its area and then its energy. As a consequence, a bended

surface has a tendency to come back to a flat state; it is therefore necessary to apply a

force per surface unit (i.e., pressure) to keep the surface bent. Laplace [14] has shown

that the pressure difference between the two sides of a bent surface is proportional to its

curvature:

Dp ¼ glv

�
1

r1
þ 1

r2

�
; (19.5)

where r1 and r2 are the two radii of curvature of the surface at the point of interest

(Figure 19.5). This equation, also known as the Young–Laplace equation, is a second-

order differential equation giving z as function of (x, y) (see Figure 19.5) that is used

to compute the shape of the meniscus in the capillarity-related crystal growth processes.

Unfortunately, it is strongly nonlinear and some approximations (or specific analytical or

numerical methods) should be used in order to get a solution. In order to solve the

differential equation, boundary conditions are needed—the growth and wetting angles.

These are discussed in more detail in the next sections.

19.2.4 Growth Angle

In the crystal growth processes based on capillarity, there is a crystal–liquid–vapor triple

line on the crystal side of the meniscus, which is at equilibrium at the melting point. It

follows that the surface energies, or surface forces, equilibrate on this line. This leads to

the Herring relationship [15], which, in the isotropic approximation, reads:

glv $ t lv þ gls $ t ls þ gsv $ t sv ¼ 0: (19.6)
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This equilibrium defines the growth angle between the liquid–vapor surface and the

crystal–vapor surface (Figure 19.6), which is a thermodynamic parameter characteristic

of each material. It is quite difficult to measure, either from pictures taken during crystal

growth or from the interpretation of the shape of solidified droplets. These measurement

methods, their accuracy, and relevant hypotheses, as well as the assumption that the

growth angle remains constant during growth, are discussed in detail by Brandon and

Virozub in Chapter 1 of Ref. [1].

The growth angle is of critical importance for a correct understanding of the phe-

nomena involved in the crystal shaping process. As can be seen in the case of Czochralski

pulling in Figure 19.7, neglecting this angle will cause the crystal diameter to decrease

continuously.

Table 19.2 gives the values of growth angles for materials of interest, selected from

the more comprehensive table given in reference [1]. Metals generally show a nonmea-

surable growth angle (Cu, Ga, Au) because the atomic interactions at the

r1

r2

x
y

z

z(x,y)

p0

pv

FIGURE 19.5 Radii of curvature of a bended surface.

Liquid

Solid

α

Vapor

γlv

γsv

γsl

FIGURE 19.6 Definition of the growth angle, a, from the equilibrium of the capillary forces.
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solid–liquid interface are of the metallic type and not very different from the

bulk interactions—except for the case of W, for which a growth angle of 20� has been

measured [16].

19.2.5 Wetting Angle

On the side of the meniscus surface opposite to the crystal, the melt is anchored on a

solid surface, such as crucible or shaper material. The boundary condition there cor-

responds to the wetting angle of the liquid on the solid surface, as defined in Figure 19.8.

This angle is generally measured by the sessile drop method, which consists of an

analysis of the shape of a molten drop on a flat substrate and also gives the surface

energy of the melt.

α

Solid

Liquid

(a) (b)

Solid

Liquid
α α

FIGURE 19.7 Importance of the growth angle in the Czochralski process. (a) Not taking into account the growth
angle leads to radius decrease. (b) Growth angle should be satisfied for a constant diameter growth.

Table 19.2 Selected Values of Growth
Angles (a) for Commonly Grown Crystals

Material a (�)

Si 12� 1
Ge 13� 1
InSb 25� 1
LiNbO3 0
NaNO2 7� 1
LiF 19� 2
Sapphire 17� 2
GaP (111) 9.8� 0.5
InP (111) 7.0� 0.5
GaSb 29� 2
GaAs 16
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Figure 19.8 gives the geometric relation (which is the projection of Eqn (19.6) on the

substrate surface):

glv cos qþ gsv ¼ gsl: (19.7)

Generally, gsv and gsl are unknown. However, Eqn (19.2) gives the adhesion energy from

the two measurable parameters (glv and q):

Wa ¼ gLV ð1þ cos qÞ: (19.8)

Wetting at the high temperatures encountered in crystal growth often involves chemical

reactivity or roughness issues that make the analysis complex. The interested reader is

referred to [17] for a comprehensive treatment of this topic. Table 19.3 gives the standard

values of wetting angles for common semiconductor–crucible couples of interest in

crystal growth [1]. The wetting angle is also important in the case of molten oxides

because they are often pulled by EFG or micro-pulling-down methods. Values are only

known for sapphire: 7� on W, 15� on Mo, 40� on Nb, and 40� on Ta [18].

Liquid

Vapor

γlv

γsv γsl

Substrate

θ

(a) (b)

FIGURE 19.8 Sessile drop used for the measurement of glv and wetting angle q. (a) Force equilibrium,
(b) Photograph obtained of GaSb on a sapphire substrate at 820 �C (q¼ 110�).

Table 19.3 Typical Values of Wetting Angles for
Molten Semiconductors on Classical Crucible Materials

Molten Material Substrate Wetting Angle (�)

Ge Graphite 135
Si 15
III-V 120–150
CdTe 104
Ge BN 140
Si 110
III-V 130–150
CdTe 132
Ge SiO2 155
Si 85
III-V 110–140
CdTe 83
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19.2.6 Catching and Horizontal Conditions

A particular behavior occurs on sharp edges. Figure 19.9 shows the advancement of a

drop-solid-vapor triple line when the drop volume increases, on a surface limited by

sharp edges. When the volume is small (Figure 19.9(a) and (b)), the wetting angle is

satisfied on the horizontal surface. When it is large, the wetting angle is satisfied on

the vertical surface (Figure 19.9(e); not taking into account gravity). In between

(Figures 19.9(c) and (d)), the situation is sometimes referred as the “catching condi-

tion” because the meniscus seems to be caught on the sharp edge that limits the

surface; therefore, a known position is fixed for the meniscus boundary. In fact, the

edge is not sharp at the microscopic scale and a wetting angle exists, as shown on

the enlarged drawings. It has been demonstrated [19] that the wetting condition can

be approximated by a catching condition when the radius of curvature of the solid

edge is less than 0.1a, with a being the capillary length of the liquid (see Table 19.4 for

typical values):

a ¼
ffiffiffiffiffiffiffiffi
glv

rlg
:

r
(19.9)

This parameter is important in capillarity problems, as it compares the surface energy to

the gravitational energy. When the typical size of the system is smaller than a, gravity

effects can be neglected. In the reverse case, gravitational forces are preponderant.

The last case of the boundary condition is encountered only in the Czochralski

growth process. Provided that the crucible diameter is significantly larger than the

crystal diameter, it can be considered that the meniscus extends to an infinite radius,

where it vanishes on the horizontal surface of the liquid.

θ 

θ 
θ θ 

(a)

 

(b)

 
(c)

(e)

 
(d)

θ 

FIGURE 19.9 Wetting (a, b, and e) and catching (c and d) conditions for a meniscus close to a sharp edge.
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19.3 Solutions of the Young–Laplace Equation
19.3.1 Nonlinearity of the Young–Laplace Equation

Equation (19.3) looks rather simple. However, developing the curvature radii in a general

three-dimensional z(x, y) function that represents the meniscus surface leads to the

following equation (with reference to Figure 19.5):

glv

�
1þ

�
dz
dy

�2�
v2z
vx2

� 2 vz
vx

vz
vy

v2z
vxvy

þ
�
1þ

�
dz
dx

�2�
v2z
vy2�

1þ
�
vz
vx

�2
þ
�
vz
vy

�2�3
2

¼ �	p0 � pv � rlgz


; (19.10)

where other pressure terms (e.g., centrifugal in case of rotation, electromagnetic) can be

added on the right side. The positive or negative sign is conventional and is generally

chosen in agreement with the physical problem. On the mathematical point of view, it

depends on the choice of the reference frame, which is also arbitrary.

Due to its strongly nonlinear form, no analytical solution of the problem exists in

the general case. On the contrary, it has been proven that each case should be

solved independently, and that generally the equation and associated wetting or

catching boundary conditions can only be solved by numerical integration [20]. In

several cases corresponding to crystal growth capillary problems, solutions have been

found by approximating the problem to two-dimensional (2D) or axisymmetric

configurations.

19.3.2 Axisymmetric and Two-Dimensional Formulations

Most crystal growth processes produce cylindrical crystals and can be represented

in an axisymmetric configuration where the meniscus shape corresponds to a z(r)

function. By introducing the angle F between the tangent to the meniscus and the

Table 19.4 Maximal Zone Length and Capillary Length for
Various Materials

Material rl (kg/m
3) glv (N/m) a (mm) LMax (mm)

Si 2580 0.88 5.9 17
Co 7750 1.87 5 14
Mo 9099 2.25 5 14
Cu 8000 1.30 4.1 12
Ge 5490 0.62 3.4 10
GaAs 5400 0.45 2.9 8
GaSb 6030 0.47 2.8 8
Al2O3 3980 0.65 4 11
Pb 10,670 0.46 2.1 6
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horizontal axis (see Figure 19.10), the differential equation can be replaced by a more

convenient form: 8>><
>>:

dz

dr
¼ �tan F

dF

dr
¼ �p0 � pv � rlgz

glv cos F
� 1

r
tan F

: (19.11)

Pulling planar sheets (ribbons) by the EFG or micro-pulling-down methods (see

Figure 19.3) gives another simplification of the Young–Laplace equation. By considering

the flat sheet side, the curvature radius of which is infinite, a 2D configuration is ob-

tained, in which the meniscus shape is represented by a z(x) function. Of course, border

effects, occurring at the edges of the sheet, are therefore neglected. These edges can be

studied with the approximation that they are two half-axisymmetric menisci; however,

the connection with the flat edge remains an issue [21]. Also introducing the angle F

gives the 2D formulation of the Young–Laplace equation:8>><
>>:

dz

dx
¼ �tan F

dF

dx
¼ �p0 � pv � rlgz

glvcos F

: (19.12)

19.3.3 Approximations and Meniscus Shape in the Czochralski
Configuration

Besides the solutions of the Young–Laplace equation obtained by numerical integration,

which will be described in the next section, approximated solutions have been

proposed.

Solid

O

Liquid
DieDie

p0

pvФ

z

x   or r

FIGURE 19.10 Axisymmetric (r-axis) and 2D (x-axis) configurations of the meniscus in the EFG process.
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A first approximation is valid when the dimension of the meniscus is much lower

than the capillary length a (Eqn (19.9)). In this case, the gravitational force is negligible

compared to the capillary force and the Young–Laplace equation reduces to:�
1

r1
þ 1

r2

�
¼ p0 � pv

glv

¼ Ct: (19.13)

This means that the curvature is constant and the meniscus is a portion of a sphere.

Calculations are considerably simplified in this case; an example will be shown in

Section 19.3.6.

Approximations are also necessary in the case of axisymmetric Czochralski pulling—a

particular case in which the meniscus can be considered as extending to infinity, pro-

vided that the crucible diameter is significantly larger than the crystal diameter. By the

way, due to this boundary condition extending to infinity, numerical integration of the

meniscus shape is not possible.

In this technique, the meniscus height, h (Figure 19.11) is mainly controlled by heat

transfer—that is, by the heating power delivered to the crucible, by the growth rate

(which releases latent heat), and by the cooling of the crystal to its surroundings. As

explained in Chapter 28 of Volume IIB, control of the crystal diameter often involves the

weight of the hanging crystal, to which the meniscus is attached. Therefore, exact

knowledge of meniscus height and shape is mandatory to get good control. As detailed in

Ref. [22], several equations have been proposed in order to give accurate enough analytic

approximations. By expanding the second curvature radius in the Taylor series, Tsivinski

[23] has obtained the following expression for the meniscus height as function of the

crystal radius rc:

hðrcÞ ¼ �cos a

2rc

glv

rlg
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
cos a

2rc

glv

rlg

�2

þ 2glv

rlg
ð1� sin aÞ

s
: (19.14)
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FIGURE 19.11 Capillarity configuration of
the Czochralski process.
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From this, Hurle obtained an analytical expression of the meniscus shape [24]:8>>>><
>>>>:

rðzÞ ¼ rc þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

A
� h2

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

A
� z2

r
� 1ffiffiffiffiffiffi

2A
p ln

 
z

h

ffiffiffi
2

p þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� Ah2

p
ffiffiffi
2

p þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� Az2

p
!

A ¼ 1

2

�
cos a

rch
þ rlg

glv

� : (19.15)

Another expression, based on Bessel functions, has also been proposed in Ref. [24]:

hðrcÞ ¼
ffiffiffiffiffiffiffiffiffi
2glv

rlg

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin a

1þ 1
rc

ffiffiffiffiffi
glv
rlg

q
vuut ; (19.16)

with an associated equation for the meniscus shape. A comparison shows that the error

between Eqns (19.14) and (19.16) is on the order of 10�4 for small cylindrical crystals and

decreases for higher diameters [22]. Mika and Uelhoff [25] proposed another approxi-

mated solution for the meniscus shape, which is analytical far from the crystal and nu-

merical close to it. The accuracy, compared to the solutions above, is on the same order.

In summary, it is impossible to find an analytical or numerical solution of the

meniscus problem in the Czochralski case, but approximations exist that are accurate

enough for practical use.

19.3.4 Numerical Integration: The Runge-Kutta Algorithm

Integration of the Young–Laplace equation is currently performed numerically, espe-

cially for the axisymmetric and 2D cases in Eqns (19.11) and (19.12). Looking at those

equations reveals that we are facing a classical “artillery problem”: finding y(x) by

knowing the initial point and the derivative f ¼ dy
dx ðx; yÞ.

This is solved numerically with help from the Runge-Kutta method. This is an iter-

ative step-by-step method that uses Taylor series expansion of the derivative in order to

approximate the location of the further point on the trajectory, knowing the location of

the current point. Special care is given to the truncation error because it propagates and

amplifies when the calculation goes on. This leads to several types of this method; the

most commonly used is the fourth-order Runge-Kutta method, abbreviated as RK4. The

interval x0� xN on which the equation should be integrated is divided in N steps. At each

step, the next point yi is calculated from the current point yi�1 as:8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

yi ¼ yi�1 þ 1

6
ðk1 þ 2k2 þ 2k3 þ k4Þ

h ¼ xN � x0
N

k1 ¼ hf
	
xi�1; yi�1



k2 ¼ hf

�
xi�1 þ 1

2
; yi�1 þ k1

2

�

k3 ¼ hf

�
xi�1 þ 1

2
; yi�1 þ k2

2

�

k4 ¼ hf
	
xi�1 þ h; yi�1 þ k3




; (19.17)

in which ki are estimations of the slope of the function in the interval xi�1�xi.
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Application to the capillary problem needs to solve two equations simultaneously,

such as z(r) and F(r) in the case of Eqn (19.8). This is not a particular problem because

zi�1 and Fi�1 are known at each step. The method is simple and robust, and several

ready-to-use programs are available on the internet, such as the code provided by

Ref. [26] or the online method available in Ref. [27].

19.3.5 Application to the Floating Zone Process

Application of the RK4 algorithm to the shape of the meniscus in floating zone pulling of

silicon is addressed in Chapter 7 in Volume IIA and is shown in Figure 19.12 [28]. This

case is special from the pressure point of view. The reference pressure in the melt is

unknown, and then the curve should be numerically forced to pass by an experimental

point (the top of the meniscus in these figures). Also, additional pressure, due to the

electromagnetic force applied by the induction coil on the molten Si, should be added to

the Young–Laplace equation:8>>>>><
>>>>>:

dz

dr
¼ �tan F

dF

dr
¼ �

p0 � pv � rlgz �
B2
	
r



2m

glvcos F
� 1

r
tan F

: (19.18)

The calculation begins at the solid–liquid–vapor triple line (between the clear solid and

darker liquid zones, at the lower right side) and proceeds upwards. It can be seen that the

growth angle, (i.e., the initial meniscus direction) should be carefully introduced in the

simulation in order to get an accurate meniscus shape.

19.3.6 Usefulness of Meniscus Shape: Ribbon Thickness in the Pendant
Drop Growth and Micro-Pulling-Down Methods

Single crystal thin plates (e.g., photovoltaic substrates, sapphire ribbons) and fibers (e.g.,

lasers, scintillators, waveguides, nonlinear optics, harmonic generation) have many

potential applications. Due to their large surface-to-volume ratio, they cannot easily be

(a) (b) (c)

FIGURE 19.12 Calculation of the shape of the meniscus in the Si floating zone process and comparison with a
photograph. The difference between the three figures is the starting angle: a¼ 0�, b¼ 11� (Si growth angle), and
c¼ 20�. From Ref. [28] with permission of Wiley-Blackwell.
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grown in crucibles that interact very much with the surface and then, for such shapes,

with the whole bulk material. Several capillary-driven processes have been developed in

order to pull these crystals in the appropriate shape. Some are based on the floating

zone, which melts and moves part of an existing small-diameter rod in order to get a

fiber, called a microfloating zone; a variant is the laser-heated floating zone. Other

methods use shaping dies in order to fix the meniscus, and thus the crystal shape; they

are generally known as “shaping processes.” Two main variants are commonly used

(Figure 19.13): pulling upwards (Stepanov or EFGmethods) and pulling downwards from

a hole at the bottom of a crucible.

Apparently, the first idea of pulling a shaped crystal from a hole at the bottom of a

crucible was from Rupprecht [29]. Ricard [30] added a shaping die and called the

technique the pendant drop growth (PDG) method, which he developed for some years;

a few sapphire plates were produced in the 1980s by the RSA Company on this basis.

The full maturity of this idea and the great success that it has nowadays, with com-

panies producing single crystal fibers on a daily basis, is due without any doubt to its

development by Fukuda’s laboratory in Japan in the 1980s and 1990s, under the name of

the micro-pulling-down method (m-PD) [31]. Several hundreds of papers are devoted to

theoretical studies and practical pulling of uncountable varieties of crystal fibers by the

m-PD method. All of these aspects are reviewed in the excellent book edited by Fukuda,

Rudolph, and Uda [32].

This section essentially presents some unpublished results of my PhD thesis, pre-

pared in Ricard’s laboratory [33]. It is focused on the problem of finding the crystal size

when only the die size is known; this clearly involves a computation of the meniscus

shape. Figure 19.14 presents the geometry of the problem.

Pulling a ribbon will be considered and referred as PDG pulling because this tech-

nique has been applied only to the growth of Si or sapphire sheets. The m-PD method will

be reserved for the pulling of rods and fibers, to which it is essentially applied. A ribbon

v

v

(c)(a)

v

(b)

Meniscus
Meniscus

Meniscus

Solid

Solid Solid

Liquid

Crucible

Crucible Crucible

Die Die
Die

FIGURE 19.13 Processes of pulling single crystals from shaping dies. (a) Pulling a plate upward by the EFG or
Stepanov method. (b) Pulling a plate downwards by the pendant drop growth method. (c) Pulling a fiber
downwards by the micro-pulling-down method.
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can be divided in flat faces that control its thickness and to hemi-circular sides that

control its width; it can be considered as two half-rods pertaining to the m-PD problem

(however, the exact connection between the curved sides and the flat faces remains a

difficult capillary problem). The main parameter of interest for a ribbon is its thickness,

especially in the case of Si sheets for photovoltaic cell applications. The flat ribbon face

and corresponding meniscus present an infinite radius of curvature. Therefore, the

Young–Laplace equation (Eqn (19.5)) can be written as follows, with respect to the no-

tation of Figure 19.14:

Dp

glv

¼ 1

r1
¼ rlg

glv

ðH � zðxÞÞ: (19.19)

It should be noted that, for high pulling rates, the hydrostatic pressure should be

decreased by the pressure loss due to the liquid flow in the capillary die. This equation

allows one to compute the meniscus shape, z(x), which, for a given material, depends

only on the liquid height in the crucible. The boundary condition is:

zðxdieÞ ¼ 0: (19.20)

An analytical solution exists [34], but it is quite complicated to use in this particular case.

Hopefully, the meniscus height, h, in the PDG method is less than 1 mm, which is much

lower than the capillary length (see Table 19.4), so that the term z(x) can be neglected in

Eqn (19.19) and the meniscus can be approximated by an arc of circumference of

constant radius r1. A comparison with analytical solutions shows that the error is less

than 1% in the case of Si, as well as alumina, for menisci lower than 1 mm.

Liquid

h1

Solid

t(h1)

Liquid

h2

Solid

t(h2)

t(h) t(h)

x  or r

H

x  or r

H
tdie

v

v

(b)(a)

FIGURE 19.14 Geometry of the PDG method: cross-section of two plates of different thicknesses obtained from
the same die (a) Minimal thickness configuration; (b) possible configuration for a thicker plate.
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The crystal half-thickness is given by the location on the meniscus where8<
:

zðxÞ ¼ h

dzðxÞ
dx

¼ tan
�p
2
� a

� : (19.21)

The constant radius approximation allows a simple computation of the ribbon thickness:

t ¼ tdie þ 2r1 cos a� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21 � ðh� r1 sin aÞ2

q
: (19.22)

This relation t(h) is represented by the dashed line on Figure 19.14. It can be seen that

the ribbon thickness depends on the meniscus height, which is given by the position of

the melting isotherm and controlled by the heat transfer in the process, as will be dis-

cussed in Section 19.4.2. A minimal thickness exists on the position h1 on the figure. For

longer menisci, thicker ribbons can be obtained; however, attention should be paid to

the fact that a high meniscus can be unstable and flow down (see Section 19.4.1). Of

course, when the meniscus height approaches the capillary length, Eqn (19.22) is not

valid anymore and a more complex analytical expression should be used.

This figure is very important to find the relationship between the die thickness, the

crystal size, and the heat transfer (i.e., the meniscus height). Therefore, the general

method to find the crystal size in the shaping processes is always the same:

1. Design the die.

2. Compute the meniscus shape, analytically, numerically, or with some

approximation.

3. Find the place where the meniscus tangent makes an angle a with the vertical axis.

4. This place is the location of the solid–liquid–vapor triple line and gives the crystal size.

This approach has been used for the EFG [34] and m-PD methods [35], with good

agreement with experiments.

19.4 Shape Stability Analysis
In capillary-based crystal growth techniques, the crystal size and shape is only controlled

by the liquid meniscus, which is free to deform and move in any direction. Therefore,

there is no reason that the crystal dimensions will remain constant throughout the

growth process. This section addresses the various stability analyses that have been

developed in order to study in which conditions the crystal shape is stable or unstable.

Small perturbations of mechanical or thermal origin occur throughout the growth pro-

cess. The question is to know in which cases the system comes back spontaneously to a

steady state (stable growth) or, on the contrary, deviates from the expected dimensions.

19.4.1 Static Stability

A first question concerns the existence of the meniscus and is referred as “static stability.”

Not all menisci, while obeying the Young–Laplace equation (Eqn (19.5)), can exist in
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practice because any small mechanical vibration will cause the liquid to flow down. The

total energy of the liquid is the sum of a potential term and a surface term [36]:

E ¼
ZZ

domain

0
@1

2
rlgz

2ðx; yÞ þ glv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

�
vz

vx

�2

y þ
�
vz

vy

�2

x

s 1
AdS: (19.23)

The equilibrium state comes from the minimization of this energy, with the constraint of

keeping the liquid volume constant. It can be demonstrated that surfaces obeying the

Young–Laplace equation satisfy this minimum criterion. However, the energy, at con-

stant volume, presents minima and maxima; only minima are statically stable. The static

stability analysis is classically performed by perturbation analysis. From a practical point

of view, in crystal growth processes, menisci present a very small height and there is no

problem of static stability (e.g., Figure 19.3). It is only in the case of the floating zone

process that the height of the molten zone becomes dangerously high.

Stability of liquid bridges in the floating zone configuration has been extensively

studied, essentially by the perturbation analysis of Eqn (19.23). For small-diameter

rods(<2–3 cm, depending on the material), the maximum stable zone length varies

linearly with the diameter, to which it is approximately equal. For larger diameters, the

maximum height of the zone is independent of the diameter:

LMax ¼ C

ffiffiffiffiffiffiffi
glv

rlg

r
; (19.24)

where the constant C varies between 2.62 and 3.18, depending on the solution approach

[37]. It is amazing to remark that equating the mass of the liquid zone to the surface

forces acting on the two triple lines gives the same result:

rlgp
d2

4
L ¼ glv2pd 0 L ¼ 2:82

ffiffiffiffiffiffiffi
glv

rlg

r
¼ 2:82a; (19.25)

in the case where the length equals the diameter—that is, for the maximal stable length.

Table 19.4 gives the maximum length for various materials, as well as the capillary

length, a parameter to which it is closely related (see Eqn (19.9)). Silicon is the easiest

material to grow by the floating zone technique, which is indeed the case industrially.

However, it should be noted that the electromagnetic field delivered by the heating coil

generates an electromagnetic pressure, which contributes significantly to the stabiliza-

tion of the liquid zone. It can also be seen that heavy metals are good candidates as well

because their surface energy is high, whereas some lighter materials can only be grown

with small zones.

19.4.2 Importance of Heat Transfer and Growth Rate
in Shape Stability

The shape of the crystal is controlled by the meniscus shape and by the position of the

solid–liquid–vapor triple line, which is the place where the meniscus ends on the
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growing crystal surface. This triple line corresponds to the solidification isotherm. Its

temperature may depend on local chemical composition, curvature, or solid–liquid

interface morphology (e.g., rough, faceted) however only a constant melting point will be

considered here.

Heat transfer conditions evolve all along the crystal pulling because geometry

changes and liquid is replaced by the crystal, which has different thermal properties.

Therefore, the solid–liquid interface moves in the frame of the setup and then the

meniscus height changes. Obviously, this impacts the crystal shape: Figure 19.15 shows

how variations of the meniscus height affect the diameter of a crystal grown by the

Czochralski process.

For a given fluctuation of temperature dT, the variation of meniscus height depends

on the temperature gradient:

dh ¼ dT

VT
; (19.26)

and then, in order to keep low fluctuations of size, large temperature gradients are

preferred for capillary growth processes. However, higher temperature gradients can

generate higher mechanical stresses in the crystal, and then dislocations and other

defects.

On the other hand, the speed at which dimensions change is proportional to the

growth rate (see Figure 19.16):

vrc
vt

¼ vtanða0 � aÞzvða0 � aÞ: (19.27)

Growth rate and temperature gradient are intimately linked. This is due to the release of

latent heat by the solidification process, which should be taken into account in the heat

balance at the interface:

llVT
i
l þ rlDHmv ¼ lsVT

i
s : (19.28)
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FIGURE 19.15 Variation of the Czochralski crystal diameter from the steady state (b) when the meniscus height
decreases (a) or increases (c).
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This balance is the most important equation in solidification because it links the tem-

perature field to the growth conditions. The temperature field affects the solid–liquid

interface curvature, convection in the liquid, chemical segregation in the crystal, me-

chanical stresses and dislocations, and point defect density. It is also intensively used in

the stability analysis of the crystal growth processes because it affects the meniscus

height and the crystal shape through Eqns (19.26) and (19.27).

19.4.3 Capillary Stability and Applications to Dewetting under
Microgravity

The simplest approach in dynamic stability concerns cases where capillarity (meniscus

shape; i.e., Eqn (19.10)) and heat transfer (heat balance at the solid–liquid interface, Eqn

(19.28)) are uncoupled. This means that perturbations of crystal and meniscus shapes do

not significantly affect heat transfer in the process, and vice versa. Generally speaking,

this is not true in crystal growth processes; however, capillary stability is a simple, first-

order way to look at dimensional stability, and it is useful as a pedagogic introduction to

growth stability. It should generally be completed by more complex analyses, to be

introduced here, because it can lead to wrong conclusions when it is not applicable.

In such cases, stability of the crystal shape is controlled by capillarity only—hence the

name “capillary stability.” Figure 19.17 shows the two configurations that may occur,

depending on the shape of the meniscus, in the example of m-PD of a rod. The rationale

can be extended to any crystal growth process driven by capillarity. The situation on the

left corresponds to the case where the pressure in the meniscus is higher than the

ambient gas pressure, generally because of the hydrostatic pressure due to the liquid in

the above crucible. The situation on the right shows a lower pressure in the meniscus

than in the surrounding gas; this is generally due to the viscosity of the melt or a very

small capillary channel in the die, which create a large pressure drop so that the

solid–liquid interface acts as a piston that pumps the melt out of the crucible.

If heat transfer and capillarity are uncoupled (which is generally not the case in m-PD,

but is supposed here for the sake of demonstration), capillary stability analysis applies.

Looking at the left configuration in Figure 19.17, the vertical situation in the middle

corresponds to a crystal growing with a constant radius. The key parameter is the growth

Liquid
v

Solid

r
rc

α0α

z

FIGURE 19.16 Variation of crystal radius as function of the meniscus angle to the vertical.
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angle a, which is always conserved between the crystal and meniscus surfaces. For this

reason, it can be seen that any perturbation that causes the crystal radius to decrease (to

the right) or increase (to the left) will be followed by, respectively, an increase or

decrease (arrows) of the radius, leading back to the initial radius. Clearly, the system is

stable toward any dimensional perturbation. On the contrary, the situation on the right

leads to the inverse conclusion: the system is unstable toward any dimensional

perturbation, which is always amplified.

The difference between the two configurations is the curvature of the solid–liquid

interface. The application of capillary stability leads to the following conclusions:

1. If the meniscus surface is concave at the solid–liquid–gas triple line, seen from the

melt, then the growth is stable.

2. If the meniscus surface is convex at the solid–liquid–gas triple line, seen from the

melt, then the growth is unstable.

Capillary stability analysis is restricted to a few situations, which require that the

meniscus shape does not depend on the position of the solid–liquid interface. This is

seldom the case because of hydrostatic pressure. However, under microgravity

α

α
α

Meniscus

Solid

Liquid

Die Die

Solid

Die Die

Liquid

LiquidMeniscus
α

α

α

Solid

(a) (b)

Solid

FIGURE 19.17 Capillary stability in relation to meniscus curvature. (a) Concave meniscus seen from the melt; stable
configuration. (b) Convex meniscus seen from the melt; unstable configuration.
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conditions, the gravity force disappears and capillary stability can be applied. This is the

case for the dewetting phenomenon, which was discovered after Bridgman crystal

growth experiments under microgravity conditions. Most of such experiments revealed

that the semiconductor crystal grew free of any contact with the crucible, with a gap of

several tenths of micrometers in between. This peculiar phenomenon was initially

classified under detachment results, which also include bubbles and crystal necking (for

a review of this topic, see Ref. [38]). Later on, an explanation of the phenomenon,

restricted under the term of “dewetting,” was proposed based on the spontaneous ex-

istence of a liquid meniscus between the crucible and the solid–liquid interface [39].

More precisely, the occurrence of dewetting was linked to the conjunction of a high

wetting angle of the liquid on the crucible wall, a nonzero growth angle, and the absence

of gravity (i.e., of hydrostatic pressure).

This situation is presented in Figure 19.18. The model is based on the assumption

that the liquid–crucible–vapor triple line moves upwards at the same speed than the

crystal–liquid–vapor triple line, which is the growth rate. A striking point in these

experiments is the fact that the crucible–crystal gap, as measured during postflight

sample analysis, was found to be extremely constant all along the crystal length—for

example, 70� 5 mm on 5-cm length for the gap between a GaInSb crystal and an open

boron nitride crucible [40]. The natural stability of the process was then obvious and

has been studied in Ref. [41]. Referring to Figure 19.18, the difference of pressure

between the vapor phase and the liquid is controlled by the shape of the hot liquid-

free surface. Because gravity is very small (on the order of 10�5 m/s2 in a space-

craft), the capillary length is of the order of meters. Gravity effects are negligible at the
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FIGURE 19.18 Configuration of the dewetting phenomenon under microgravity conditions.
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scale of the experiment (some centimeters) and the Young–Laplace equation reduces

to Eqn (19.13).

Due to the axisymmetry of the system, it follows that the two radii of curvature are

equal and the hot meniscus is a spherical cap of radius rs. In many of these microgravity

experiments, the crucible is an open tube so that the gas pressure is the same at the cold

and hot sides of the melt. It follows that the lower meniscus, which joins the crucible to

the crystal, is also part of a spherical surface with the same radius (the case where a

pressure difference exists is treated in the original paper). Simple geometrical consid-

erations then give the gap thickness:

e ¼ ra
cos aþ cos q

cos q
; (19.29)

which is independent of the meniscus height and then of the solid–liquid interface

movement driven by heat transfer in the process. Therefore, the stability problem re-

duces to capillary stability and, because the meniscus is concave seen from the melt, the

process is spontaneously stable. This explains why so many Bridgman solidification

experiments under microgravity conditions have shown dewetting, especially those

devoted to semiconductor growth; for these materials, the growth angle is nonzero

(Table 19.2) and contact angles on commonly used crucibles (e.g., graphite, silica, boron

nitride) are large (Table 19.3).

19.4.4 Dynamic Stability: The Classical Lyapunov Approach
and Applications to the Verneuil Process

Capillary stability can only be applied when the capillarity problem is disconnected from

the other phenomena involved in the crystal growth process. This is generally not the

case, and more sophisticated analyses are needed. Stability is classically studied in the

first-order linear approximation known as the Lyapunov method. Its application to

various crystal growth processes has essentially been performed by Tatarchenko in

numerous papers, which are reviewed in details in his book [42].

The Lyapunov method first considers the number n of degrees of freedom, Xi¼1,n, of

the process. For example, the Czochralski process has two degrees of freedom—the

meniscus height, h, and the crystal radius, rc—as can be seen in Figure 19.15. It is their

variations that might cause instability of the system. These variables are linked by

physical equations that describe the process. In the Czochralski case, the two equations

are the Young–Laplace equation in Eqn (19.11) and the heat balance at the solid–liquid

interface in Eqn (19.28). Therefore, it is possible to link the variation of one degree of

freedom as a function of the variations of the other degrees of freedom. In the general

form, this is written as a system of n equations:

dXi

dt
¼ fi

�
X1; .; Xn;

dX1

dt
; .;

dXn

dt
; t

�
i ¼ 1; .; n: (19.30)
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In the stationary state, the variables have values X0
i , which satisfy Eqn (19.30) and then:

fi
	
X 0
1 ; .;X 0

n ; t

 ¼ 0 i ¼ 1;.; n (19.31)

Any variation of the variable Xi from its stationary value is noted as dXi ¼ Xi � X0
i .

Linearization of Eqn (19.30) gives their evolutions as function of the other degrees of

freedom:

ddXi

dt
¼
Xn
k¼1

vfi
vXk

dXk i ¼ 1;.;n: (19.32)

In his thesis [43], Lyapunov demonstrated that solutions of Eqn (19.30) are stable if they

are stable for the set of n (Eqn (19.32)). This occurs when the roots S of the following

characteristic equation have negative values:

det

�
vfi
vXk

� S $ dik

�
¼ 0 i ¼ 1;.;n; (19.33)

If at least one root has a real positive value, the equilibrium is unstable. As a matter of

example, this method will be applied to the analysis of the stability of the Verneuil

process [44].

Verneuil developed the first technology for growing artificial crystals at the very end

of the nineteenth century in order to study the physical properties of sapphire, ruby,

and related gemstones [9]. In this process, alumina powder flows continuously

through a hydrogen-oxygen flame, where it melts and forms small droplets. The

molten alumina droplets fall on the liquid meniscus, which feeds the growing crystal.

Nowadays, this process is used for the industrial production of various crystals, mainly

colored or white sapphire and spinels. Several thousands of setups, very close to

Verneuil’s original design [45], are operated daily. The process has been applied to

several hundred materials [46], changing the heating system to arcs, lasers, plasma

torches, or electron beams when an oxidizing flame could not be used. This is

reviewed elsewhere [47].

This process is characterized by three degrees of freedom (see Figure 19.19):

1. The position of the liquid–vapor interface in the furnace, l

2. The meniscus height, h

3. The crystal radius, rc

Linearization of the set of Eqn (19.32) gives:8>>>>>>>><
>>>>>>>>:

ddrc
dt

¼ Arrdrc þ Arldl þ Arhdh

ddl

dt
¼ Alrdrc þ Alldl þ Alhdh

ddh

dt
¼ Ahrdrc þ Ahldl þ Ahhdh

; (19.34)

where the Aij coefficients should be found from physical laws.
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1. Arl¼ 0 because the meniscus shape and angle a0 are not dependent on the free

surface position.

2. Arh and Arr depend on the Young–Laplace equation through Eqn (19.27). For small

crystals (diameter smaller than capillary length), the following is found [44]:

Arr ¼ �vrc cos a0 < 0 Arh ¼ �vrc
cos a0

1þ sin a0

> 0: (19.35)

For larger crystals, numerical integration should be used, but the signs of the co-

efficients remain the same.

3. Variations of the melt position, l, come from the mass balance:

dl

dt
¼ �W

prlr
2
c

þ v; (19.36)

where W is the mass flow of material droplets fed to the meniscus, with W0 being its

steady-state value. Linearization gives:

Alr ¼ 2W0

prlr
3
c

> 0 All ¼ 0 Alh ¼ 0: (19.37)

4. Variation of the meniscus height, h, depends on the heat balance at the solid–

liquid interface (Eqn (19.28)). The heat transfer in the Verneuil process is quite

complicated because heat is produced by combustion and numerical simulation is
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FIGURE 19.19 Geometry of the Verneuil process.
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needed to get accurate heat flux values [48]. By using some simplifying assump-

tions [44], one obtains:8>>>>>>>><
>>>>>>>>:

Ahr ¼ 1

DHm

�
ll

�
Tm � Tgas

�
x2
h

rc
þQxh2

2rc

�
� Alr > 0

Ahl ¼ 1

DHm

dQ

dl

Ahh � 1

DHm

�
ll

�
Tm � Tgas

�
x2 þQx2h

�
; (19.38)

where dQ/dl is the change of heat, provided by the flame to the meniscus surface

when this surface moves, and x represents the heat exchange between the crystal and

its surroundings. They are both dependent on the furnace design only.

For this 3-degree of freedom system, the stability condition, Eqn (19.33), can be

written as 8<
:

Arr þ Ahh < 0
ArhAlrAhr < 0
�ðArr þ AhhÞðAhhArr � ArhAhrÞ þ ArhAlrAhr > 0

: (19.39)

Analysis of the signs and relative values of the Aih gives the following results:

1. If the crystal radius is smaller than the capillary length, the process is stable if

dQ/dl< 0 and is relatively small: the provided heat should decrease when the crystal

recedes from the torch (this depends on the position of the meniscus in the flame)

and this variation should be small. In practice, this means that the solidification

front should be positioned a little bit below the maximal temperature in the flame.

2. If the crystal radius is larger, the process is unstable. For example, in the case of

sapphire (a¼ 3.8 mm), the growth is totally stable when the crystal diameter is

lower than 8–10 mm, but it becomes unstable for larger diameters. This is a com-

mon industrial experience.

It should be noted that unstable growth does not mean that growth is impossible; it

means that the process will need some control, which, in the case of Verneuil process, is

performed by an operator who changes the mass flowW0 from time to time. Figure 19.20

shows two sapphire crystals grown by the Verneuil process—one with bad control by the

operator, which shows that the process is not inherently stable, and the other one with

good periodical control.

19.4.5 Practical Stability with Bounded Time Limits and Applications
to Dewetting Growth

As described in the last section, dynamic stability studies the absolute stability of the

process—that is, if any perturbation will disappear or amplify. However, it does not take

into account the time scale for the perturbation damping or amplification. In practice,

there are cases where the system may be stable in the sense of Lyapunov, but it may be
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useless because the region of stability is too small or the recovering time is too long. On

the contrary, the system may be unstable in the sense of Lyapunov, but it may oscillate

sufficiently close to a state whose performance is acceptable. Practical stability is a

mathematical concept allowing the analysis of these more complicated cases, including

the dynamics of a system in the presence of unexpected perturbations [49]. This method

introduces an interval in which fluctuations of the crystal shape are acceptable for

practical applications and a time scale corresponding to the growth duration. Then, the

objective is to find which external perturbation amplitude maintains the crystal size in

the acceptable interval during the growth duration.

A perturbing input is introduced in the system of equations describing the crystal

growth process. These equations are the same than those used for the Lyapunov anal-

ysis, but the system is modeled in terms of time evolution. As a matter of example, the

stability of the dewetting growth process on the ground will be studied.

As explained in Section 19.4.3, the dewetting phenomenon has been discovered after

growth experiments under microgravity conditions. Its occurrence has been related to

the existence of a meniscus between the crucible and the solid–liquid interface, which

slides along the crucible wall at the same velocity as the growth rate. Characterizations

have shown that the absence of crystal–crucible contact gives crystals with a much better

quality: fewer dislocations and stresses, no spurious grain or twin nucleation, and a less

curved solid–liquid interface. In an attempt to get same advantages, the dewetting

FIGURE 19.20 Two 40-mm diameter sapphire crystals grown by the Verneuil process, with (right) and without
(left) efficient process control. The white aspect is due to a nitride layer that appears on the boule surface, due to
air reaction at a temperature lower than the melting point.
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process has been imagined, allowing getting detached crystals on the ground as well

[50,51]. The idea is to allow the existence of a meniscus by counterbalancing the hy-

drostatic pressure of the liquid by a gas pressure applied on the cold side of the melt.

Figure 19.18 is still valid; however, the pressure at the cold side of the melt is higher than

at the hot side, and the top and bottom liquid free surfaces are not portions of spheres

because the gravity effect is not negligible. The dewetting process has been successfully

applied to the growth of many IV, III-V, and II-VI semiconductors. (See Chapter 6 in

Ref. [1] for a comprehensive review on the dewetting process.)

Several studies of the stability of dewetting have been reported, all based on the

Lyapunov approach [50,52,53]. For the crystal grower, the stability of the dewetting

process means that the crystal side should never get in contact with the crucible wall and

the crystal diameter should remain larger than a minimal value given a priori. There are

two degrees of freedom of the system, the crystal radius rc and the meniscus height h,

and they are linked by the Young–Laplace and heat balance Eqns (19.11) and (19.28). The

practical stability of this system has been studied with respect to fluctuations of the gas

pressure at the cold side, which controls the process [54] as introduced in these two

equations. The main result of the study is that the process is stable when the sum of the

wetting angle and growth angle is higher than 180�. In this case, the range of acceptable

gas pressure fluctuations can be calculated from the process parameters. Figure 19.21

shows the result of the analysis in the case of the growth of 2-in GaAs crystals in BN

crucibles. On the left side, the applied pressure difference (between the cold side and hot

side) is shown: it decreases all along the growth process because the hydrostatic pressure

decreases with the liquid height, and fluctuations of given amplitude A are super-

imposed. The resulting changes in the crystal radius are shown on the right side. For a

low amplitude, the crystal radius remains inside the prescribed limits (horizontal dotted
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FIGURE 19.21 (a) Variations in the gas pressure difference. (b) Crystal radius showing practical stability of the
system for acceptable pressure fluctuations (A¼ 4) and its instability for larger pressure fluctuations (A¼ 12). From
Ref. [54], with permission of Elsevier.
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lines), whereas it extends outside these limits for a larger amplitude. It is possible to

maintain the crystal radius within �500 mm provided that the gas pressure fluctuations

are less than 300 Pa.

This study demonstrates that the practical stability approach is of high interest, not

only to study the stability of the process but also to gain knowledge about the system’s

response to fluctuations in terms of frequency, time scales, and amplitudes.

19.5 Conclusions
Crystals are generally grown from the melt without crucible contact, so capillarity is the

main phenomenon that controls the crystal shape. This chapter has been designed as a

guide on the various aspects of capillarity that are of interest to the crystal grower. The

reader was introduced to the basic concepts and the most sophisticated stability ana-

lyses for more and more complex phenomena. The main crystal growth techniques were

presented as examples throughout the text. Few, but important, concepts drive

the capillary shaping of crystals: surface energy, the Young–Laplace equation, and the

growth angle. The main difficulty concerns in the strong nonlinearity of the

Young–Laplace equation, which can be solved only on a case-by-case basis.

Because crystals grow from liquid, a moving medium, their shape stability is a serious

problem. It has been shown that, thanks to the stabilizing effect of heat transfer, some

processes are always self-stabilizing and thus do not require any control system.

However, other processes are not stable at all, or are stable only under given conditions

or crystal sizes. The fact that a process is not stable does not mean that crystal growth is

impossible; it just means that an external control system, more or less complicated, will

be needed in order to grow the crystal. From a practical point of view, an unstable

process can be useful if the associated fluctuations remain inside acceptable values, at

least at the time scale of the growth.

In conclusion, capillarity-driven crystal growth processes are very efficient for getting

crystals with few defects, but this area needs further research, especially for any newly

introduced process.
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Nomenclature
a capillary length
c chemical composition, constant
d diameter
e gap thickness
g gravitational acceleration
h meniscus height
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p pressure
p0 reference pressure in the melt
pv vapor (gas) pressure
r radial coordinate, radius
rc crystal radius
ra ampoule/crucible radius
t time, also ribbon thickness
v solid–liquid interface velocity (growth rate)
x, y, z axis
A amplitude, also Lyapunov coefficients
B magnetic field
C a constant
D diffusion coefficient
Dth heat diffusivity
L characteristic dimension of the liquid
Ma Marangoni number
Q Heat introduced in the system
T temperature
W mass flow
Wcoh, Wa Cohesion energy, adhesion energy
a growth angle
a0 angle between the tangent to the meniscus and the vertical axis
g surface energy (solid–liquid, liquid–vapor.)
d variation of a degree of freedom from its stationary value
dik Kronecker symbol
q wetting angle (Young, or apparent.)
n kinematic viscosity
l thermal conductivity
r density
m permeability
F angle between the tangent to the meniscus and the horizontal axis;
DHm latent heat of melting
V gradient operator

Subscripts
a adhesion
ch chemical, solutal
i at the s/l interface
l liquid
m melting
s solid
t time
0 reference
v vapor

vectors are represented in bold
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20.1 Introduction
Growth from the melt is the most important means of producing large, single crystals of

semiconductor and optical materials used in the manufacture of electronic and photonic

systems. Important examples of such materials are silicon, gallium arsenide, and sap-

phire, which are grown as single-crystalline boules that are then sliced and polished into

wafers and subsequently employed as substrates for the fabrication of devices. Many

other crystalline materials are produced from the melt or from liquids [1,2]. Indeed, for

commercial production of bulk crystalline material, growth from a liquid is inherently

advantageous due to the greater mass processing rates that are attained, compared to the

growth of crystalline layers from a vapor phase. In large part, this is simply due to the

much higher density of a condensed liquid phase, from which the solid crystal grows,

compared to the low density of a gaseous phase, especially the near-vacuum conditions

employed in molecular beam epitaxial processes.

A single-component material can be solidified simply by translating a molten sample

from above its melting point to a temperature below its melting point. This process can

be represented as a path along the thermodynamic phase diagram for the material,

typically at constant pressure, from the liquid phase to the solid phase. The same

principles apply to the growth of a multiple-component material. Namely, the process

must enact a path along the phase diagram that brings the material from a liquid state to

a solid state. Again, this path is typically carried out at constant pressure; however,

compositional effects are typically important in the growth of a multiple-component

solid [3]. If the path from liquid to solid is isothermal, following a path of changing

composition, the process is typically referred to as solution growth [4]. Often, such

methods are employed to grow a single-component material from a solvent of a different

material and can be used as a means of purification [5]. If the process is driven along a

path of changing temperature, the process is often called a flux growth method [6] and,

although this process is driven by temperature changes, there is typically a pronounced

compositional change from the liquid to solid.

While characterizing these growth processes as paths along thermodynamic phase

diagrams is enlightening, the actual mechanics of enacting these paths is complicated by

phenomena that arise from nonequilibrium effects. The first overall challenge is the need

to move heat and mass through space and time in a suitable manner, which is governed

by process design and transport phenomena. This chapter will focus on heat transfer,

perhaps the most important aspect of transport phenomena in melt crystal growth.

Another challenge is presented by the dynamics of phase change, namely solidification

kinetics, a topic of much importance that will be briefly discussed, as it relates to
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understanding heat transfer and solidification. Finally, the establishment of conditions

to promote the growth of a single crystal of sufficiently high quality must be considered

in our practical path along the phase diagram. Aside from avoiding morphological in-

stabilities during growth (an important and fascinating topic that will not be considered

here), attaining this goal of a large, single crystal without too many defects is incom-

pletely understood [7], and just a few words are offered below.

While forming a crystalline solid is energetically favored in the liquid-to-solid phase

change, it is hardly an assured outcome in a large-scale crystal growth process. The goal

to attain a single crystal of specific crystallographic orientation can be achieved by

initiating solidification from a single-crystal “seed” of sufficient quality, which is usually

accomplished via clever engineering design to partially melt a captive seed crystal (as in

Bridgman methods) or to gently introduce a seed by touching to a melt surface (as in

meniscus-defined systems, such as Czochralski or edge-defined film-fed methods). The

minimization of structural defects during crystal during growth involves heat transfer to a

large extent. For example, native point defects (vacancies and interstitials) arise, move,

and interact to produce microdefects, such as voids that are created via the condensation

of excess vacancies and dislocation loops formed by excess interstitials. These atomic-

scale processes are strongly activated by temperature, leading to important interactions

between growth rates and thermal gradients during growth [8]. Line defects, namely

dislocations, are multiplied by thermal stresses during growth and cool-down [9], and

their number density can be reduced by minimization of these stresses. Furthermore,

dislocations can organize into mosaic-like networks during melt crystal growth, leading to

the formation of ordered cellular structures with low-angle grain boundaries [10]. Finally,

new grain formation during growth is poorly understood, except that it is known that

interactions between the solidification interface and a solid wall can be deleterious.

Further comments on this issue will be provided in the research vignette presented later.

What follows is a chapter devoted to heat transfer during the melt growth of large, or

bulk, crystals. Heat transfer is the macroscopic mechanism by which our manifestations

of equipment and processes will impact the conditions that drive atomic-level crystal-

lization processes. The premise of the following discussion is that heat transfer in melt

growth systems is the most significant aspect of their operation and the primary

determinant of the properties of the crystalline phase that is produced. This premise

must be modified for other crystal growth processes, particularly those with driving

forces that arise from chemical potential differences, such as classical solution growth

and chemical vapor deposition. Nevertheless, the ideas presented here may still be of

importance in these systems.

To provide some focus in the very broad topic of heat transfer in crystal growth, we

will emphasize the Bridgman processes. Below, we first present a brief historical over-

view to provide some perspective on how heat transfer in crystal growth systems has

evolved. We follow with a discussion of the fundamentals of heat transfer in crystal

growth, along with the mathematical description of heat transfer and its implementation

in crystal growth models. A quick review of prior literature of heat transfer in Bridgman
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crystal growth is followed by a research vignette on our evolving understanding of a

specific growth system. We close with a brief summary and discussion of directions for

future research in this area.

20.2 Historical Perspective: Experimental Practice
As alluded to in the previous section, the general idea behind melt growth is quite

simple. One somehow moves a sample from higher temperature to lower temperature,

crossing the melting point in the process. The details of how this is accomplished,

however, can be quite involved, and there are many different methods that have been

developed for growth, most of which are addressed by other chapters in this handbook.

Indeed, successful crystal growth from the melt requires much more than simply melting

and cooling, as illustrated nicely by the following brief history of the Bridgman crystal

growth process.

The crystal growth community holds Percy Williams Bridgman in high regard for

receiving the 1946 Nobel Prize in Physics. However, Bridgman did not win this prize

for the crystal growth method named after him but, according to the Nobel Committee,

“for the invention of an apparatus to produce extremely high pressures, and for the

discoveries he made therewith in the field of high pressure physics.” Rather, in a bio-

graphical memoir, Kemble and Birch [11] noted that “Bridgman’s mastery of laboratory

techniques was also applied to the preparation of samples. A method of growing large

single crystals of metals which has been widely used by later workers was described

more or less in passing.”

Bridgman’s landmark publication from 1925 [12] described the process as follows:

“The general method is that of slow solidification from the melt. A tubular electric

furnace, in a vertical position, is maintained at a temperature above the melting point of

the metal in question. The metal in the molten condition in a suitable mold of glass or

quartz tubing is slowly lowered through the bottom of the furnace into the air of the

room or into a cooling bath of oil.” Thus, Bridgman enabled the path along the phase

diagram corresponding to melt growth using the key idea of directional solidification via

ampoule1 translation through a furnace. His method is depicted schematically in

Figure 20.1(a). Incidentally, Bridgman also elucidated important ideas concerning the

initiation of the growth of a single crystal, a process that he referred to as inoculation,

which today we refer to as seeding.

Bridgman’s process was relatively uncontrolled from a heat transfer point of view. He

felt that the temperature level of the furnace was relatively unimportant, as long as it was

above the melting point, arguing that very slow growth rates rendered it “not a matter of

much importance.” He also felt that furnace regulation was not an issue, claiming “Slow

1Bridgman referred to the charge being held in a mold. More modern accounts typically describe the

charge as contained within a crucible, which may further be sealed within an ampoule. In this chapter, we

beg the reader’s indulgence as we alternatively describe the charge as being contained within either a

crucible or an ampoule. While our usage is imprecise, we believe the meaning will always be clear.
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FIGURE 20.1 (a) Bridgman’s device for growing large, single crystals featured an ampoule pulled from a heated
furnace directly into ambient surroundings. (b) Stockbarger’s multiple zone furnace was a “radical change in
technique” that provided for higher gradients and more control (adapted from [13]). (c) The heat-pipe, Bridgman-
Stockbarger furnace of Wang and Witt was designed to provide extremely well-specified thermal boundary condi-
tions (adapted from [14]). (d) Depiction of a modern, electrodynamic gradient freeze furnace for crystal growth.
This system is equivalent to a Bridgman configuration; however, the movement of the solidification interface
through the charge is achieved by power changes that, in time, move the location of the melting point of the
material upward in the furnace, shown by Tm(t) on right.
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fluctuations of temperature are not of much importance, and rapid changes are elimi-

nated by the thermal inertia of the furnace.” However, Bridgman did realize that

problems could arise in his system, noting that “It is important that air drafts be kept

from the emerging mold, as otherwise new centers of solidification may be started.”

Stockbarger [13] recognized that more controlled conditions were needed to suc-

cessfully grow other materials. He was faced in 1936 with the rather formidable task of

growing single crystals of lithium fluoride, a material with a much higher melting point

than the metals grown by Bridgman. In the words of Stockbarger, this problem called for

“a radical change in technique” that was “solved by modifying the well-known Bridgman

scheme. employing two such furnaces.” so that “freezing occurs in the high gradient

region between the furnaces.” The resultant apparatus is diagrammed in Figure 20.1(b).

Stockbarger realized that simply pulling a sample from a high-temperature furnace into

the surrounding room was not always sufficient for crystal growth. His work clearly

demonstrated that temperature gradients that impact the rate of heat transfer, i.e., ki-

netics, can be as important as temperature levels that determine stable phase, i.e.,

thermodynamics. The use of multiple heating zones persists to this day in melt crystal

growth, and, while it is probably more fitting to refer to this process as the

Bridgman–Stockbarger method, our modern penchants for first above all and linguistic

brevity compel us to refer to this process simply as Bridgman growth.

In succeeding decades, there were many important advances in understanding the

details of heat transfer in crystal growth processes. Notable progress in both under-

standing and practice were put forth throughout the 1970s and 1980s by August Witt and

his coworkers, who were among the first to unambiguously identify the effects of heat and

mass transfer dynamics in crystal growth systems [15–21]. Particularly significant was the

research of Wang and Witt [14], who refined the notion of Stockbarger’s zones via the

development of the heat-pipe furnace, shown in Figure 20.1(c). This furnace employed

two high-temperature heat pipes separated by an insulator, a design that attempts to

achieve the idealized thermal conditions of two constant-temperature regions spanning

the melting point and connected by a linear profile. The motivation for their work was

eloquently summarized as follows by Wang [14]: “In spite of the widespread use of the

vertical Bridgman and Bridgman–Stockbarger techniques for the production of single

crystals, process optimization has been restricted to empirical approaches. The appli-

cation of thermal modeling, a potentially powerful means to this effect, is complicated by

the existence of ill-defined thermal boundary conditions, which, moreover, are subject to

change during growth because of end effects related to the charge size and geometry.”

Equivalent to the Bridgman method is the gradient freeze method, where the

thermal environment in the furnace is changed in a time-dependent manner to

effectively translate the profile along the charge.2 This system has an advantage of no

2While Bridgman and others moved an ampoule through a furnace, the same effect can be achieved by

physically moving the furnace past a stationary ampoule or by moving the temperature profile within the

furnace by changing power inputs. This is most easily accomplished in a gradient freeze system by simply

powering down the furnace over time.
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moving parts; the translation of the temperature field is accomplished by changing the

heat input within the furnace over time. A refined approach to the gradient freeze

technique is the electrodynamic gradient freeze (EDG) system, represented schemat-

ically in Figure 20.1(d). EDG employs dynamic computer control of individual heating

zones to impose a specific temperature schedule for growth. Interestingly, such an

approach provides an almost unlimited number of thermal profiles to drive crystal

growth. However, to the knowledge of the authors, only very simple profiles have been

used with these furnaces, such as classical profiles of linear, connected temperature

segments.

There are several compelling ideas in this history of Bridgman growth that continue

to resonate. First is the idea, promoted most strongly by Witt and coworkers, that

crystal growth optimization can be accomplished by the suitable design and operation

of the process. In particular, furnace design sets the thermal boundary conditions that

ultimately control growth in a deterministic manner. Second is the above assertion by

Wang [14] and others that process optimization will be enabled by thermal modeling,

which is needed due to the inherent complexity of heat transfer in melt growth systems.

Finally, a natural outcome of the first two assertions is that, in terms of the thermal

field, there is a desired growth state for the system that an optimized process will

achieve and maintain throughout the entire growth of the crystal. We will expand on

these ideas in the results shown in Section 20.6, but first we need to discuss the basics

of heat transfer.

20.3 Heat Transfer Fundamentals
The notion of temperature as a measure of hot and cold has been long established.

However, the mechanisms responsible for temperature change, namely by the transfer of

heat, remained rather murky for centuries. For example, in the eighteenth century it was

posited that heat consisted of a fluid called caloric that flowed from hotter to colder

bodies. The view of heat as caloric matter was replaced in the mid-nineteenth century by

the mechanical theory of heat, of which Tyndall [22] states, “The supporters of this

theory do not believe heat to be matter, but an accident or condition of matter; namely, a

motion of its ultimate particles.”

This led to the important concept that both heat and work are forms of energy that

are unified via the first law of thermodynamics, which details the exact inventory of

exchanges among various forms of energy (internal, kinetic, potential, etc.) and changes

in heat and work. Thermodynamics catalogs the final and initial states of systems with

exquisite rigor, while transport attempts to track how changes occur over space and

time. Specifically, heat transfer focuses on how thermal energy is transferred through a

system, as measured by the state variable temperature.

The following sections outline the development of the fundamental conservation

equations that can be written for energy in terms of a body’s temperature. More detail

and rigor can be found in many textbooks that cover transport phenomena and
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heat transfer, such as the classic texts by Arpaci [23,24], Bird et al. [25], and Siegel

and Howell [26]. The following sections discuss relevant concepts for melt crystal

growth.

20.3.1 The Energy Equation

Temperature is one of the fundamental measures of the state of matter. Heat is a form

of energy that is intimately related to temperature. For example, heat always flows

from a higher temperature to a lower one, thus temperature difference is the driving

force for heat transfer. From a classical thermodynamic perspective, heat is never

thought of as being stored within a body; rather, it exists only as energy in transit

from one body to another. Thus, when energy is added to a body, it is stored as

internal energy, which is physically manifested via kinetic and potential energy of

atoms.

If we consider a control volume fixed in space inside a material, we can do an ac-

counting of energy changes within this closed system (i.e., no mass is flowing through

the control volume). The first law of thermodynamics is written as

dU ¼ dW þ dQ; (20.1)

where dU is the differential change in internal energy, dW is the differential work per-

formed on or by this system, and dQ is a differential flow of heat into or out of the

volume. If the volume is fixed in size, there is no work performed and we can simplify the

first law to relate changes in internal energy directly to flows of heat

dU ¼ dQ: (20.2)

We relate the internal energy of this system to its temperature via

dU ¼ rVCvdT ; (20.3)

where r is the density of the material, V is the volume of the element, Cv is the heat

capacity of the material at constant volume, and dT is the differential change in

temperature.

Next, we consider an exchange of heat between the control volume and its external

environment over time. Without making any specific assumptions on the mechanism of

heat transfer, we can quantify the amount of heat exchanged as

dQ ¼ hAðT � T0Þdt; (20.4)

where h is a heat transfer coefficient that represents the rate of heat flow per temperature

driving force, A is the area across which heat flows, T0 is the temperature representative

of the external environment, and dt is a differential in time.

Substituting Eqns (20.3) and (20.4) into our expression for the first law of thermo-

dynamics, Eqn (20.2), we get

rVCvdT ¼ hAðT � T0Þdt; (20.5)
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which can be rearranged to

rCv

dT

dt
¼ h

A

V
ðT � T0Þ: (20.6)

This is a first-order, ordinary differential equation that relates the temperature of a body

to heat flows into or out of it, but this is about as far as we can go with only our

knowledge of thermodynamics.

The next level of analysis considers that the temperature is not constant through the

body of interest; that, in fact, it is a field, T(x,t), that depends on both position, x, and

time, t. We also introduce a phenomenological concept known as conduction, which

states that energy can be carried by a conductive heat flux that is proportional to the

gradient of the temperature field. This mechanism is represented by Fourier’s first law,

which we write in vector form as

q ¼ �kVT ; (20.7)

where q is a heat flux vector, k is the thermal conductivity, and Vh v
vx ex þ v

vy ey þ v
vz ez

is an operator written in terms of partial derivatives and unit coordinate vectors (here,

in terms of Cartesian coordinates). The negative sign in front of the right-hand

side indicates that heat always flows “downhill,” from higher to lower temperatures.

A more geometrically precise interpretation of this downhill flow of heat is that its

direction is given by the negative gradient of the temperature field, namely �VT, which

is a vector that points in the direction of steepest descent of temperature. This direction

is perpendicular to surfaces of constant temperature, commonly referred to as

isotherms.

Summing the conductive heat fluxes over all surfaces of a control volume, and taking

the limit as the control volume shrinks to zero, leads to an expression involving the

divergence of the heat flux, V$q. This provides a differential balance of energy that holds

at every point within the body. The mechanics of this derivation are often referred to as

performing a shell balance over a differential volume [25]. Then the equation for heat

transfer through a solid is written as

rCv

vT

vt
� V $ ðkVTÞ ¼ 0; (20.8)

which is a parabolic partial differential equation that describes the temperature distri-

bution within the body. Interactions of the body with its exterior must now be separately

specified via boundary conditions, which are discussed in the next section.

If the control volume in the body of interest contains a fluid that can flow, the analysis

becomes quite involved, since we must now account for kinetic energy and work effects

that can be brought about via changes in the velocity and density of the fluid. We refer

the interested reader to classical sources, such as Bird et al. [25], for more rigor. We

instead choose to present only the outcome of the more specific case of an incom-

pressible fluid (i.e., one with a density independent of pressure and temperature) under

conditions where viscous dissipation (the conversion of work done by the fluid into heat)
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is negligible. Both of these assumptions are quite valid for crystal growth systems from

liquids.3 Under these conditions, the energy balance equation is given by the following

expression:

rCp

vT

vt
þ rCpv $VT ¼ kV2T ; (20.9)

where v represents the velocity field of the fluid.

Some comments on this celebrated equation are in order. First are issues concerning

rigor; for example, the careful reader will notice that we replaced the heat capacity at

constant volume, Cv, with the more conveniently measured heat capacity at constant

pressure, Cp, in the left-hand side of the energy equation. These terms arise from the

change in internal energy of the medium and, as indicated in Eqn (20.3), are appro-

priately expressed in terms of Cv for the constant-volume element used in our original

derivation. However, if the medium is indeed incompressible, which is an extremely

good approximation for all liquids and solids, Cv ¼ Cp and the substitution is warranted.

Next, the conductive transport term on the right-hand side of the equation has been

simplified from Eqn (20.8) by assuming a constant thermal conductivity, k. Finally, the

above equation considers that there is no source of heat in the medium (such as a

chemical reaction or electric current flow, as is produced by induction heating, for

example).

We also note that dimensional analysis can be quite illuminating to identify heat

transfer mechanisms that are important in specific situations. For example, we can es-

timate the rate of heat transfer by convection as z rCpvDT, where v is a representative

fluid velocity and DT is an estimate of a temperature difference over a characteristic

length L. Similarly, we estimate the rate of conduction as z kDT/L. Comparing the ratio

of convective to conductive heat transfer in a system, we arrive at a dimensionless group

known as the Peclet number:

Peh
vL

a
; (20.10)

where a ¼ k/rCp is the thermal diffusivity of the fluid. For Pe[1, conductive heat

transfer dominates convective heat transfer, whereas for Pe�1, the converse is true.

Another expression for the Peclet number is

PehRePr; (20.11)

where Re ¼ vL/n, with n denoting kinematic viscosity, is the dimensionless Reynolds

number, which is a measure of the intensity of the flow,4 and Pr ¼ n/a is the

3Describing heat transfer in gas-phase systems requires only a slight modification of the equation for

energy to account for the compressibility of gas. We will not discuss this here, but standard sources can be

consulted.
4The Reynolds number, named after the renowned fluid mechanician Osborne Reynolds, measures the

ratio of inertial to viscous forces in a fluid flow. As the Reynolds number becomes larger, inertia becomes

more important and the flow becomes more complicated. At a critical value of Re, a laminar flow loses

stability and becomes turbulent.
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dimensionless Prandtl number. The Prandtl number is a ratio of physical properties and

is constant for any specific system. For a given flow intensity, the magnitude of the

Prandtl number thus indicates the general importance of convective heat transfer.

Typically, molten metals and semiconductors have very small characteristic Prandtl

numbers of Prz 0.01, while nonmetallic melts and fluxes, such as inorganic oxide and

nearly all organic materials, often have Prz 1�100 or higher. Remember, however, that

flows vary dramatically from system to system; in large-scale semiconductor systems,

convective heat transfer can be significant, while in small-scale oxide systems, convec-

tive heat transfer can be negligible. For a more extensive discussion on dimensionless

groups in crystal growth, the interested reader is referred to [27–29].

Our final comments concern language, which is typically less than precise in the heat

transfer literature. The first term of Eqn (20.9) represents changes in internal energy over

time. In common usage, this is often referred to as the accumulation of sensible heat in

the system, a term that reflects a curious disregard for the rigors of thermodynamics

(remember that heat is not stored within a body but represents a form of energy

transported between bodies). Similarly, the second term of the energy equation,

involving the velocity, v, refers to a phenomenon called convection or advection,

depending upon the discipline. This term is typically considered to describe heat that is

transported by flow, rather than the more formally correct thermodynamic concept of

internal energy being transported via the motion of material.

20.3.2 Boundary Conditions

The energy conservation equations of the previous section, Eqns (20.8) and (20.9), are

valid throughout the media of interest, provided that the proper physical properties

(density, heat capacity, and thermal conductivity) are used in conjunction with the

equations. However, any mathematical model of a system that we develop must be finite

in its extent, and we must therefore define external boundaries that are artificial.5 From a

purely mathematical perspective, integrating the spatial derivatives in the energy

equation, Eqn (20.8) or Eqn (20.9), gives rise to unspecified integration constants, and

boundary conditions need to be applied along the spatial boundaries of the domain.

From a physical perspective, all boundary conditions arise from nature.6

Of course, all crystal growth systems used in practice consist of many different media

and domains, notably the solid ampoule containing melt (liquid) and crystal (solid), as

well as all furnace components. The simplest types of boundary conditions are those that

are written to connect adjacent domains. First, the temperature field must be continuous

between any two domains, thus

Ti ¼ Tj; along the interface between i and j; (20.12)

5These model boundaries are artificial in the sense that we typically define the outer boundaries to

mark the end of our interest in the world, rather than the any real end to the world.
6I must attribute the statement, “All boundary conditions arise from nature” to Neal R. Amundson, one

of the pioneers of mathematical modeling applied to chemical engineering systems; see,e.g., [30–32].

Chapter 20 • Heat Transfer Analysis and Design for Bulk Crystal Growth 803



must be applied at the shared boundary, where i and j represent adjacent domains.

Second, energy must also be conserved across a material domain boundary, leading to

ni $qi þ nj $qj ¼ 0; along the interface between i and j; (20.13)

where q denotes the heat flux vector and n denotes a unit vector that is oriented in a

direction which is normal to the interface shape and pointing outward from the domain

of interest. There is no materials transport across most common boundaries, in which

case conduction is the only active heat transfer mechanism. We can thus apply

Eqn (20.7) on both sides of the boundary and modify Eqn (20.13) to write

n $ kiVTi ¼ n $ kjVTi along the interface between i and j; (20.14)

where we also used the geometrical fact that ni ¼ �nj to simply use n, a unit vector

normal to the interface, in the above expression. These fundamental relations must hold

across all interfaces.7

For the external boundaries of a model, boundary conditions can be imposed to

supply information about either the actual temperature of the boundary or heat fluxes

across it. If the actual temperature along a boundary is known (which is rarely the case),

a Dirichlet condition, or boundary condition of the first kind, can be supplied as

Ti ¼ f ðxÞ; along boundary of domain i; (20.15)

where f(x) denotes a specified temperature distribution (the simplest case is just a

constant value). Otherwise, one can describe the heat flux across the boundary. A

Neumann condition, or boundary condition of the second kind, specifies the heat flux as

a constant (this case is also somewhat idealized, although it is often a more realistic

representation than the Dirichlet condition)

�n $ kiVTi ¼ gðxÞ; along boundary of domain i; (20.16)

where n is an outward-pointing unit vector normal to the surface and g(x) denotes a heat

flux. In some cases, the particular choice of g(x) ¼ 0, which represents the case of no heat

flow across a perfectly insulated surface, is a reasonable approximation to reality.

However, the most realistic approximation to describing heat transfer from an external

boundary is the Robin condition, or boundary condition of the third kind, which takes

the form of

�n $ kiVTi ¼ hðTi � TeÞ; along boundary of domain i; (20.17)

where h is a suitable heat transfer coefficient and Te is a suitable external temperature.

The right-hand side of this equation is also referred to as Newton’s law of cooling, and

7There is, however, an interesting and sometimes vexing effect that can arise when two solid surfaces

are not in intimate thermal contact. Due to microscopic voids that are present between imperfectly

smooth surfaces in contact, there is an additional resistance to thermal transport across the boundary. A

suitable factor can be applied at such boundaries for more quantitative computations. Our experience for

melt crystal growth systems has shown that, even when temperature fields are well predicted by a thermal

model, quantitative closure of the overall heat balance over the system may be off by as much as a factor

of two, if these contact resistance effects are ignored.
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reflects the tendency of a heated body to cool at a rate linearly proportional to the

temperature difference between it and its environment. The heat transfer coefficient

accounts for both conduction into and natural convective cooling by the surrounding

medium. In this case, it is important to employ a heat transfer coefficient and external

temperature that reasonably represent the system. There is a large body of heat transfer

literature addressing how such quantities can be estimated; see, e.g., [24,25,33]. In high-

temperature systems, such as most melt crystal growth processes, thermal radiation is

extremely important, and the above boundary conditions must be appropriately modi-

fied. This introduces significant challenges for heat transfer analysis, to such a great

degree that radiation heat transfer will be separately discussed in Section 20.4.2.

Additional comments are warranted on the preceding sections. The underlying en-

ergy equations, Eqns (20.8) and (20.9), are quite rigorous and extremely reliable for

describing heat transfer in physical systems. Realistic outcomes are virtually guaranteed

if the needed physical properties are known and solutions to the equation can be found

with sufficient accuracy. However, the appropriate choice of boundary conditions to

apply to crystal growth models is more of an art than most practitioners are willing to

admit. Boundary conditions must represent the net heating needed to attain tempera-

tures above the melting point of the material to be grown, while simultaneously repre-

senting the cooling needed to enable the phase change, via the removal of latent heat,

and promote crystal growth. Poor choices for thermal boundary conditions can lead to

models that are perfectly well specified in a mathematical sense but totally unrealistic in

their physical predictions. Finally, there are two issues of particular importance for melt

crystal growth models: The first is proper representation of phase change physics and

heat effects, and the second is faithful representation of furnace heat transfer, which

involves radiation heat transfer and geometrical complexity. These issues and more are

discussed next.

20.4 Heat Transfer in Melt Crystal Growth
Melt crystal growth presents special challenges beyond the general understanding of

heat transfer. First, the change of phase from liquid to solid is accompanied by changes

in energy that affect heat flow. Second, most materials of interest are characterized by

melting temperatures that are high enough so that thermal radiation becomes impor-

tant. Finally, the complicated configuration of high-temperature furnaces must be

addressed to assess crystal growth performance. These issues are discussed, in turn, in

the following sections.

20.4.1 Phase-Change Interface

The representation of a crystal growth process as the enactment of a path along a

thermodynamic phase diagram is too simple in depicting the actual mechanisms at play

during phase change in the course of crystal growth. In particular, it must be emphasized
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that crystal growth is not an equilibrium process. Indeed, there must be some driving

force to locally induce a liquid to solidify, and this driving force must be tailored over

space and time to be consistent with the growth of a single, macroscopically large

crystal. Thus, there are dynamic aspects, or kinetics, associated with phase change and

crystal growth. Somewhat paradoxically, it is useful to understand these nonequilibrium

effects by returning to thermodynamic fundamentals.

The formation of a crystalline solid from a fluid is a first-order phase transformation,

accompanied by discontinuous changes in enthalpy, entropy, and specific volume.

Under equilibrium conditions, the Gibbs free energy is continuous from the solid to the

fluid phases. However, as emphasized above, crystal growth occurs under nonequilib-

rium conditions, when the thermodynamically stable crystal phase coexists with a

thermodynamically metastable phase, typically a supersaturated or supercooled fluid.

The driving force for transition to the stable, crystalline phase is the difference in Gibbs

free energy between the two phases. Thus, all crystal growth processes are designed to

set up and maintain a driving force, DG ¼ G2�G1, for crystallization, where Gi denotes

the Gibbs free energy associated with each phase. This driving force manifests itself in

the form of an undercooling in temperature in melt growth, DT ¼ Tm�Ti , where Tm is the

melting temperature of the material under thermodynamic equilibrium and Ti is

the actual temperature along the interface (which is the temperature of both the liquid

and solid in contact).

For melt crystal growth, we may posit a kinetic relationship between the normal

growth velocity of the interface, Vn, and undercooling as

Vn ¼ bðq;DTÞ ðTm � TiÞ; (20.18)

where b(q,DT) denotes a kinetic coefficient. In general, the equilibrium melting tem-

perature, Tm, depends upon the energetics associated with the shape of the solid–liquid

interface, and

Tm ¼ Tm;0 � gH; (20.19)

where Tm,0 is the melting temperature of a planar interface, g is a coefficient of surface

energy, and H depicts the local mean curvature of the solid–liquid interface. This

dependence is widely known as the Gibbs–Thomson effect.

The kinetic coefficient in the above expression is a function of both crystallographic

orientation, q, and the amount of undercooling at the interface, DT. We refer the moti-

vated reader to a series of papers by Brandon et al. [34–38] for an excellent overview of

these effects and an elegant mathematical representation for this coefficient. We present

a brief summary below.

The orientational dependence of b arises from the fundamental mechanisms

responsible for crystal growth. In particular, if the growth direction is very nearly

perpendicular to a plane of symmetry of the crystal, a singular face, or facet, may arise.

Growth via additional layers of atoms to the facet is typically slow and requires a sig-

nificant amount of undercooling. Thus, the kinetic coefficient along a facet is very small.

However, such facets are not always present during melt growth. Understanding how
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and when they arise was first explained in a model of interface thermodynamics by

Jackson [39,40] that gives rise to an effect known as interface roughening.

Jackson argued that there is an energetic driving force to add atoms from the liquid to

the crystal surface, as they form new bonds to the surface and to each other. However, if

there is a large change in entropy between the crystal and fluid phases, the Gibbs free

energy is lowest when there are just a few extra atoms on the surface or a few atoms

missing in the plane below. Under these conditions, the surface is smooth and the crystal

exhibits a faceted shape during growth. On the other hand, if the change in entropy

between phases is small enough, as is common for the melt growth of most metals and

semiconductors, then the Gibbs free energy of the surface is minimized when half of the

available surface sites are filled, resulting in a “rough” interface. The many atomic gaps

in this rough surface allow the easy addition of atoms from the liquid phase, so that the

kinetic coefficient becomes very large and the kinetics of phase change are very fast.

The dependence of the kinetic coefficient, b, on undercooling, DT, comes from a

phenomenon known as kinetic roughening [41]. If the driving force for crystallization is

sufficiently high, two-dimensional (2D) nucleation of new layers on a crystal surface can

occur fast and often enough to make the surface atomically rough, even when the

interface is near to a singular orientation that would favor faceting at low undercoolings.

This phenomenon is observed in vapor and molecular beam growth, but is much less

likely to be observed during melt growth, because of the very high undercooling that

would typically be required.

Fortunately, many melt growth systems are well described by the case of the atom-

ically rough solid–liquid interface. Under these conditions, the kinetic coefficient be-

comes so large that we may divide Eqn (20.18) by b and take the limit as b/N to achieve

the surprisingly simple result of

Ti ¼ Tm; along the solid� liquid interface: (20.20)

Furthermore, in many large-scale growth systems, the interface curvature is gentle

enough so that H is small, Gibbs–Thomson effects are unimportant, and the melting

temperature is a constant, with Tm ¼ Tm,0.
8 This result has been referred to as the

isotherm condition, referring to the location of the solid–liquid interface lying along the

melting point isotherm of the system. Interestingly, this condition is the same as that

which would arise if the liquid and solid were truly at equilibrium; however, one should

remember that this is not the case and that the isotherm condition represents the

mathematical limit of fast phase-change kinetics.

Returning to heat transfer, we can interpret the solid–liquid interface as separating

the two domains that represent liquid and solid, thus the boundary conditions discussed

earlier, Eqns (20.12) and (20.13), must hold. First, continuity of the temperature field is

8To be more rigorous, we should note that the melting temperature will also depend upon the

composition of the liquid, as represented by the phase diagram of a multi-component system. Such

composition-dependent effects can be extremely important in crystal growth, for example, leading to

morphological instability via constitutional supercooling; however, we will not discuss such effects here.
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automatically satisfied by the isotherm condition, Eqn (20.20). Interestingly, a mathe-

matical interpretation of this condition leads to the specification of two constraints,

namely that the solid and liquid are at the same temperature and that this particular

temperature is given by the melting point. This apparent over-specification of conditions

is not a paradox. One condition (continuity of temperature across the interface) is

applied as a boundary condition for heat transfer, while the other (isotherm condition)

provides information to locate the position and shape of the interface. The significance

of this for heat transfer is that there is a strong nonlinear coupling between the shape of

the solidification interface and the form of the heat flows near it. This effect can give rise

to multiple steady states, particularly in meniscus-defined growth systems; see, e.g.,

[42–51]. A particularly dramatic manifestation, known as interface flipping, occurs in

Czochralski growth of oxide crystals, where increasing crystal rotation can drive

convective heat flows that invert a deeply convex interface to an almost flat shape nearly

instantaneously at a critical rotation rate [52,53]. Because two nonlinear states with

different interface shapes can exist within a range of rotation rates, hysteresis effects can

be exhibited if the rotation is decreased for the flat-interface state.

The second condition, Eqn (20.13), represents an energy balance and takes on a

special form across the phase change interface. Under conditions of constant temper-

ature and pressure, the change in molecular configuration between a liquid and a solid

changes the potential energy of the system, thus releasing heat upon solidification and

absorbing an equivalent amount of heat upon melting. This is known as the heat of

transformation, more commonly referred to as latent heat. Writing the energy balance

across a solidification interface takes on the following form:

n $
�� k[VT[ þ ksVTs

� ¼ r[DHfn $Vg ; along the solid� liquid interface; (20.21)

where the subscripts [ and s refer to liquid and solid domains, respectively, DHf is the

latent heat of fusion per unit mass, and Vg is the velocity of the phase change interface,

measured in a frame of reference that is stationary with respect to the solid, often

casually referred to as the growth rate of the crystal. In many crystal growth systems, the

latent heat of solidification is large enough to significantly affect heat transfer near the

interface and distort its shape. We will return to this important issue in ensuing dis-

cussions about the design of heat transfer toward controlling interface shape during

Bridgman growth.

20.4.2 Radiation Heat Transfer

Energy is transported by radiation, and the rate of radiative energy transfer is propor-

tional to a body’s absolute temperature raised to the fourth power. This form of heat

transfer is often very important in melt crystal growth systems due to the very high

melting points typical of many classical electronic and photonic materials. Thermal

radiation most typically involves only heat fluxes from surfaces, and we first address how

to approximate these fluxes in a heat transfer analysis using an approach referred to as

enclosure analysis. However, some materials exhibit enough transparency to infrared
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radiation at high temperatures to permit the transport of energy via radiation through

the medium itself, an effect known as internal radiation. Our discussion of these

complicated phenomena is necessarily brief, and the motivated reader is referred to

classic texts on radiation heat transfer, such as Siegel and Howell [26], Sparrow and Cess

[54], and Modest [55] for more rigorous presentations.

20.4.2.1 Surface Radiation
Let us first consider an opaque body at a high temperature. The Stefan–Boltzmann law

states that qe
b, the total emitted energy from a black surface into a vacuum,9 is given by

qe
b ¼ sT 4; (20.22)

where s is the Stefan–Boltzmann constant and T is the absolute temperature of the

surface. A black surface is a perfect absorber and emitter of radiation, and a more

realistic approximation is that of a nonblack surface, for which the Stefan–Boltzmann

law is modified as

qe ¼ εsT 4; (20.23)

where ε�1 is the emissivity of the surface. For a real surface, the emissivity is a function

of temperature, radiation wavelength, and direction, but a useful approximation is that

of a diffuse-gray surface, where ε is taken to be constant.

A very simple boundary condition representing heat transfer from a hot surface can

be obtained from the Robin condition, Eqn (20.17), by adding an approximation for

radiative surface flux as follows:

�n $ kVT ¼ h
�
T � Te

�þ εs
�
T 4 � T 4

e

�
; (20.24)

where the variable T must represent absolute temperature in this equation. While the

nonlinear aspects of radiation are represented via the added fourth-order term, the

above expression is ambiguous about the definition of the external temperature Te,

which is often prescribed as a known function of position to describe furnace heating

and cooling in system models. In reality, radiation heat transfer can be greatly compli-

cated by the relative orientation of system surfaces, their properties, and the effects of

multiple reflections from those surfaces. A more realistic accounting for these effects, in

particular a more rigorous interpretation of Te in Eqn (20.24), will be subsequently

addressed.

Nevertheless, the above expression can be gainfully employed in crystal growth

models if sufficient care is exercised. Again, this is somewhat of an art and involves good

engineering judgment. For example, a useful scaling analysis can be derived from a

nondimensionalization of Eqn (20.24), which is rewritten as

�n $Vq ¼ Bi
�
q� qe

�þ Ra
�
q4 � q4e

�
; (20.25)

9If the surface emits into a transparent material, the refractive index of this phase, n, must be included

to yield qeb ¼ sn2T 4. For a gas, nz 1 and can be ignored; however, the effect of n is likely significant for

condensed phases of solids and liquids.
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where qh T/Tm is a dimensionless absolute temperature scaled by the melting point,

Bih hL/k is the dimensionless Biot number (with L as a characteristic length for the

system), and Rah εsT 3
mL=k is the dimensionless radiation number. A Taylor series

approximation yields q4 � q4e z 4q3eðq� qeÞ, and we can rewrite the prior equation as

�n $VqzBi
�
q� qe

�þ 4q3eRa
�
q� qe

�
:

Thus, for the same driving force, q�qe, the ratio 4q3eRa=Bi represents an estimate of the

comparative ratio of radiative to convective heat exchange. For high-temperature melt

growth systems, we expect that qez 1, so this radiation-to-convection ratio is about

4Ra=Bi ¼ 4εsT 3
m=h, a number that grows with the cube of the absolute melting tem-

perature, indicating the dominance of radiation over convection at high temperatures.

For the melt growth of silicon, Tm ¼ 1,683 K, ε[z 0.2, and εsz 0.8, and a reasonable

heat transfer coefficient is h ¼ 10 W/m2K, giving a ratio of 4Ra/Biz 20–88, showing the

predominant effect of radiation transfer from surfaces in silicon melt growth systems.

The thermal modeling of crystal growth systems often requires a more accurate

and realistic accounting of thermal radiation than is allowed by the simple formulas

presented above. One of the best approaches is called enclosure analysis, in which

all surfaces of a system are considered to form an enclosure made up byM surfaces, with

each surface characterized by a temperature distribution, Tk(rk), and a diffuse-gray

emissivity, εk. This surface will radiate thermal energy at a rate given by

the Stefan–Boltzmann law, Eqn (20.23), but it will also receive incoming thermal

radiation that is emitted from other surfaces in the enclosure. Further complicating the

situation, a portion of the radiant energy arriving at all surfaces will be diffusely reflected

according to the reflectivity of the surface, which is equal to ~rk ¼ 1� εk for surface k.

For the sake of brevity, we skip the derivation and present the outcome:

qkðrkÞ ¼ εksT
4
k ðrkÞ þ

εk

p

XM
j¼1

Z
uj

�
~rj
εj

qj

�
rj
�� sT 4

j

�
rj
��

cos jkjduj; (20.26)

where Ti and qi represent the absolute temperature and net radiant flux, respectively, at

any point ri along surface i in the enclosure (subscript i refers to either k or j in the above

equation), and the integral is performed over the solid angle subtended by surface dj on

dk, denoted by duj. The geometrical factor jkj is the angle between the inward normal at

the point rk and the incident radiation from another point rj in the enclosure. See, e.g.,

[26], for more details. Significantly, this expression is rigorously correct for the case of

surfaces that are gray and diffuse, i.e., the gray radiant properties are independent of

wavelength and diffuse properties do not depend on direction. Although real surfaces

rarely exhibit true diffuse-gray behavior, analyses based on this approximation often

yield very good descriptions of enclosure heat transfer; see, e.g., Schornhorst and

Viskanta [56].

While Eqn (20.26) can be applied and evaluated directly to account for radiant fluxes

in a heat transfer analysis [57–59], a simpler approach assumes that the temperature and

radiant heat flux over each surface are constant, which allows the integrals in Eqn (20.26)
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to be evaluated independently using only geometric information of the enclosure sur-

faces. Their evaluation over all pairs of surfaces results in view factors Fkj, which are

defined as

Fkj ¼ 1

pAk

Z
Ak

Z
uj

cosjkjdujdAk; (20.27)

where Ak is the area of surface k. This evaluation results in a much simpler expression for

the flux from each surface:

qk ¼ εksT
4
k þ εk

XM
j¼1

�
~rj
εj

qj � sT 4
j

�
Fkj: (20.28)

The direct implementation of the above equation in a heat transfer analysis is termed

Poljak’s method [60]. However, this expression is awkward to implement within a

boundary condition such as Eqn (20.24) because of the summation involving surface

fluxes on the right-hand side.

Noting that Eqn (20.28) is simply a set of linear equations, Gebhart [61,62] proposed a

simple way of rearranging them in a more convenient form. In Gebhart’s method, the net

radiant heat flux on surface k is given as

qk ¼ εksT
4
k � 1

Ak

XM
j¼1

εjsAjT
4
j Gjk; (20.29)

where the Gebhart factor Gjk represents the fraction of energy leaving surface j which is

absorbed by surface k.

A total of M2 Gebhart factors for the enclosure are calculated by solving the following

M linear equations a total of M times. For each surface k, the Gebhart factors

{Gjk,j ¼ 1,.,M} are calculated from

AGk ¼ bk; for k ¼ 1;.;M ; (20.30)

where

Ah

2
6664
ðF11~r1 � 1Þ F12~r2 / F1M~rM

F21~r1 ðF22~r2 � 1Þ / F2M~rM
« « 1 «

FM1~r1 FM2~r2 / ðFMM~rM � 1Þ

3
7775;

GT
k h

�
G1k;G2k;.;GMk

�
;

bT
k h

�� F1kεk;�F2kεk;.;�FMkεk

�
:

Thus, we finally write a realistic heat transfer boundary condition for surface i including

an approximation to thermal radiation using

�n $ kiVTi ¼ hðTi � TaÞ þ εs
�
T 4
i � T 4

R

�
; (20.31)

where Ta represents a suitable choice of the ambient temperature to account for

convective cooling of the surface, and TR is an effective sink temperature for radiation
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that is provided by Gebhart’s analysis as

TR h

 
1

εkAk

XM
j¼1

εjAjT
4
j Gjk

!1=4

: (20.32)

Note that Eqn (20.31) is identical to Eqn (20.24) except that Te in the radiation term has

been replaced by the more rigorously defined TR given here, and Te in the convective

term of Eqn (20.24) has been replaced by the ambient temperature Ta, which will not, in

general, be the same as TR.

Weprovide a fewfinal comments on surface radiation,which is predominant in virtually

all melt crystal growth systems. A general rule of thumb, estimated using the previous

expression for 4Ra/Bi, is that radiative cooling will be comparable to convective cooling at

approximately 400�C and will quickly dominate as temperatures rise. A simple accounting

for radiation heat transfer effects can be implemented using Eqn (20.24) with careful

consideration of its limitations and potential consequences. However, a more realistic

approach, such as enclosure theory with Gebhart’s method, is needed to predict radiation

heat transfer with quantitative precision. Compared to the ease of applying Eqn (20.24),

methods based on enclosure theory are considerably more complicated in their formula-

tion and costly in their implementation. For example, there is often considerable expense

in the computation of accurate view factors, and the strongly nonlinear coupling among all

surface temperatures in the enclosure can make solution of the heat transfer problem

difficult. Finally, even using classical enclosure analysis, the assumption of constant sur-

face fluxes and temperatures can result in low accuracy if too few surfaces are defined in the

enclosure; however, accuracy can be improved by using more surfaces or by employing

higher order approximations to the surface temperatures and heat fluxes [57,58].

20.4.2.2 Internal Radiation
Internal radiation refers to energy transport via radiation emitted and absorbed within a

participating medium. Such media are termed semitransparent, since they are neither

opaque nor transparent, and both absorption and emission processes are important.

This process is quite complex due to its nonlinear dependence on the temperature field

and its potentially long-range interaction with system geometry. Internal radiation is

important during the growth of crystalline materials that melt at high temperatures and

are transparent to some extent within portions of the infrared spectrum. In particular,

internal radiation is significant during the melt growth of many oxide crystals, such as

yttrium aluminum garnet (YAG), gadolinium gallium garnet (GGG), and sapphire (Al2O3).

We refer the interested reader to more specific examples in the early work of Brandon

and coworkers [63–68] and the more recent work of Yuferev and coworkers [69–74].

Some salient aspects of internal radiation are outlined in the following discussion.

The most straightforward approach to representing internal radiation in an analysis

of heat transfer is to modify the heat flux vector as follows:

q ¼ �kVT þ qR; (20.33)
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where q is the total heat flux vector, k is the thermal conductivity, T is temperature, and

qR represents the energy flux associated with internal radiation10. The energy equation

thus takes on the form

rCv

vT

vt
� VðkVTÞ � V $qR ¼ 0; (20.34)

where components of the radiative flux vector are given by

qR $ ex ¼
Z4p

U¼0

i0ðUÞ cosðqÞdU: (20.35)

Here, ex is a unit vector defining a direction, i0(U) is the radiation intensity directed along

the solid angle U, and q represents an angle defined with respect to i’(U) and a surface

perpendicular to the vector ex.

The radiation intensity at any point within the medium, i0(U), arises from a balance of

locally emitted radiation and radiation received from the surroundings. In a gray,

absorbing and emitting medium, with no scattering and with uniform optical properties,

the radiation intensity is given by the integrated form of the equation of radiation

transfer [26]

i0ðUÞ ¼ i0ðU; 0Þexp½� a lðUÞ� þ a

p

Z l

0

n2sT 4
�
l�
�
exp

�� a
�
l � l�

��
dl�; (20.36)

where l is the distance from the domain boundaries along the solid angle U, a is the

optical absorption coefficient, n is the refractive index of the medium, and l* is a dummy

variable of integration. The first term on the right-hand side of Eqn (20.36) accounts for

radiative intensity i0(U,0) that is emitted from the system boundaries and received at the

point within the medium, and the second term comprises incoming radiation emitted

from the intervening media between the point at which i0 is evaluated and the

boundaries.

Solving for the radiation intensity is particularly challenging, requiring accurate

integration of nonlinear integrals over all solid angles. The rigorous representation of

internal radiation via Eqns (20.35) and (20.36) converts the partial differential energy Eqn

(20.8) into the integro-differential Eqn (20.34). Brandon and Derby [63,64,66] solved this

integro-differential equation directly using a finite element method; however, this

approach was very demanding from formulation and computational perspectives

[75,76]. Yuferev and coworkers [69,70] have developed approximation methods to reduce

the computational load and have also extended their formulations to more rigorously

represent boundary conditions between media of different refractive indices [71–73].

10In this and succeeding equations, we consider only transport through a solid and ignore convective

terms. Internal radiation is typically more important in solids than in fluids. Gases are usually quite

transparent, though absorption and scattering can be important in atmospheric heat transfer occurring

over long length scales, and liquids are typically quite opaque, since molecular vibrations and rotations

absorb strongly in the infrared.
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Simpler approaches to account for internal radiation are based on consideration of the

mean freepath of a photonwithin amedium,which is given by the inverse of the absorption

coefficient, a, and a characteristic length scale, L, that is representative of the physical

extent of the medium. The ratio of these two length scales is termed the optical thickness of

the medium and is given by s ¼ aL. If s� 1, the medium is termed to be optically thin. In

this case, the medium is very nearly transparent, radiation transport is dominated by

surface exchanges, and enclosure analysis (discussed in the prior section) can be applied.

This approach has been employed in prior crystal growth analyses to good effect [52,53,65].

If s [ 1, the medium is termed to be optically thick, and radiation transport can be

approximated as a diffusion-like process. The Rosseland diffusion approach [26,77]

represents the heat flux in an optically thick medium via a temperature-dependent

thermal conductivity,

kT ¼ kþ 16n2sT 3

3a
; (20.37)

which is simply substituted into the conductive term of the heat transfer equation for

analysis. In this limit, a useful dimensionless group can be derived, known as the

conduction-to-radiation parameter, given by

N ¼ ka

4n2sT 3
0

; (20.38)

where T0 is a characteristic temperature of the system, which is well represented by Tm in

a melt crystal growth process. As may be surmised from its name, this dimensionless

parameter is a measure of the relative importance of conductive heat transfer with

respect to radiant transport in an optically thick medium. While simple, the Rosseland

diffusion approximation breaks down within a distance of a�1 from the boundaries of

the medium (at this length scale, the system is no longer optically thick), thus the

specification of boundary conditions can be problematic. Therefore, a better approach is

the P1 approximation, also known as the differential and Milne‒Eddington approxima-

tions [26], where a finite set of moments are employed to reduce the integral terms of the

radiation transfer equation to differential terms. While slightly more complicated to

implement than the Rosseland approach, it can yield more meaningful results [78].

Finally, the above approaches considered that the medium is gray, meaning that all

properties are independent of wavelength. Some materials exhibit strong absorbance

across a range of infrared wavelengths. One such material is quartz, which is commonly

employed in crystal growth systems. A reasonable approach for representing internal ra-

diation transport through such materials is called the band approximation, where the

medium is assumed to exhibit a combination of transparent and opaque behaviors [79–85].

20.4.3 Furnace Heat Transfer

This section specifically addresses the technological challenges to understanding and

modeling heat transfer in the high-temperature furnaces required for melt crystal
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growth. There are tremendous practical challenges for the design and operation of such

furnaces. Mechanical design and construction must account for cycling between room

temperature and the high temperatures required for growth. Degradation of components

is accelerated by chemical interactions at sustained high temperatures. Diagnostic

measurements, such as the accurate monitoring of temperature, become extremely

challenging in this harsh environment. These issues and more are important, and are

well beyond the expertise of the authors of this chapter.

Heat transfer in a real crystal growth furnace is complicated by intricate geometries,

multiple materials with differing thermal properties, contact resistance among solid

elements, gaseous convection, and the predominance of thermal radiation. Nevertheless,

from a theoretical perspective, furnace heat transfer is rather straightforward. Thermal

models of high-temperature furnaces can be readily assembled using radiation enclo-

sure analysis coupled with multidomain conduction. However, the effort required for

such analyses is daunting. For these models, the representation of geometry and the

computation of accurate radiation view factors are typically the greatest challenges.

Adding to this picture, it requires an inordinate amount of effort to include a rigorous

representation of the combined heat transfer and solidification occurring inside the

ampoule combined with detailed modeling of heat transfer in a crystal growth furnace.

Thus, more pragmatic approaches are often used. A common strategy is to consider only

heat transfer within the domains of crystal, melt, and containing ampoule, and apply

boundary conditions to represent the furnace. This strategy is represented by the speci-

fication of the external temperature profile, Te , in Eqns (20.17) and (20.24), which rep-

resents heat exchange between ampoule and furnace. A more rigorous approach is to

perform a radiation enclosure analysis to compute an effective external temperature due

to radiation, TR, as expressed in Eqn (20.31); however, such a model is still somewhat

idealized if all surfaces associated with the furnace are prescribed as isothermal.

Nevertheless, these approaches, applied with good engineering judgment and a modicum

of care (such as measuring a thermal profile through the system and performing valida-

tion steps) can be useful in analyzing the behavior of a crystal growth system.

Such simple strategies to represent furnace heat transfer have obvious flaws. Most

notably, they neglect important interactions between the furnace and the load repre-

sented by the ampoule and crystallizing contents. As a result, such idealized models are

not likely to be accurate enough for experimental validation, equipment optimization, or

model predictive control. A more quantitative analysis requires integrating global

(furnace-scale) heat transfer and local phenomena (growth within the ampoule). This can

be achieved within a monolithic model of the entire system [57,81,82,86] or via the

coupling of these different effects via a modular approach. Monolithic models for crystal

growth processes require intensive and coordinated programming efforts, are typically

system specific, and are often difficult to maintain and modify. Modular approaches,

whereby different models and solvers are used together, can optimally employ software

tools that are well suited to the tasks at hand. In particular, an obvious approach for crystal

growth modeling is to couple a global furnace model with a local crystal growth model.
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There have been prior efforts to couple global and local models to describe melt

crystal growth processes [87–90]. However, these models employed a one-way

coupling—furnace heat transfer is computed with a coarse-scale representation of the

melt and crystal, and then temperature boundary conditions are supplied to the local

model. One-way coupling ignores the change in the furnace heat load caused by such

local factors as melt convection and latent heat generation at the solid–liquid interface. If

this load is very small, as may be the case if the thermal mass of the furnace is very large,

this approach may be adequate. However, a more rigorous approach requires a true

coupling of the codes and an efficient means to iterate back and forth toward a self-

consistent solution.

We have made progress in developing fully coupled models that compute steady

states of complicated crystal growth systems. Such an approach couples a sophisticated

furnace modeling code, CrysMAS [80–82,91], with our finite element code, Cats2D,

which has been developed in-house to model transport and solidification phenomena.

Our efforts in this area are described in [92–95]. The development of such coupled

models is an active and important area of crystal growth research.

Before leaving this discussion of furnace heat transfer, we note that there are two

major designs for heating in crystal growth systems. The simpler approach is to

employ electrical resistive heating. Here, an electrical current, either direct or alter-

nating, is passed through a resistive element to generate volumetric heating via the

Joule effect, with a resulting heat generation rate of Q ¼ J2R, where J is the current

density and R is the electrical resistance of the element. The resistive element attains

a very high temperature, and thermal radiation transfers heat to the crystal growth

charge across the typically open bore of the furnace, which may be partially evacuated

or filled with a gas.

A more complicated but more direct manner of heating is induction heating, which

passes an alternating current through a coil that generates time-harmonic electric and

magnetic fields. These fields, in turn, drive an alternating current in a nearby susceptor,

which is often a metallic crucible. The current in the susceptor then gives rise to Joule

heating. This technique can deliver energy directly to system components that need to

be heated, bypassing the radiant transfer step of purely resistive heaters. Thus, in-

duction heating is often effective for attaining conditions needed for the growth of very

high melting-point materials, such as oxides. Its disadvantage is that the heating dis-

tribution can be quite inhomogeneous due to two effects. First, the susceptor is heated

unevenly, since the majority of heat is deposited into a thin layer, characterized by a

penetration depth, d, which scales as dw
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=m0sEu

p
where m0 is the free space

permeability, sE is the electrical conductivity of the susceptor, and u is the frequency of

alternating current through the coil. Second, geometrical discontinuities of the sus-

ceptor, such as sharp edges or corners, lead to a bending of the electromagnetic fields

that can strongly focus heating. Gresho and Derby [96] were among the first to analyze

induction heating in crystal growth systems; similar approaches have been widely

applied by others [97–102].
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20.5 Historical Perspective: Theoretical Developments
Having presented a general discussion of the most important elements of heat transfer in

crystal growth systems, it is time to return to the specifics of heat transfer in Bridgman

crystal growth. Section 20.2 put forth a brief history of the experimental development of

this process. In the following, we present a very brief synopsis of theoretical de-

velopments that have brought us to our present state of understanding of heat transfer in

the Bridgman crystal growth method.

Wilcox and coworkers were among the first to analyze heat transfer and its effects in

Bridgman crystal growth [103–106]. Chang and Wilcox [103] performed an idealized 2D

analysis of the system. Although rudimentary, their analysis was one of the first to point

out the importance of heat flows on interface shape. For example, the drawing on the left

of Figure 20.2, adapted from [103], illustrates the wholly correct notion that, due to the

solid–liquid interface lying along the melting point isotherm, heat must flow in a di-

rection normal to it. Thus, the arrows indicate the heat flows that must accompany

convex, planar, and concave interfaces. In addition to the ever-present axial flow of heat

from the hot melt to the cool crystal, they argued that heat must be flowing radially into

the ampoule from the exterior to support a convex shape, and that heat flowing out of

the system to the exterior would be consistent with a concave interface. Following this

logic, Chang and Wilcox suggested that introducing an adiabatic zone between

isothermal hot and the cold zones in the furnace would minimize radial heat exchange

and promote the evolution of a flat solidification interface. This was later substantiated

Liquid Liquid Liquid

Crystal

Convex Planar Concave

Axial
location

KL > KS

Crucible

Charge

Axial
temperature

Interface
temperature

Interface
location

Crystal Crystal

FIGURE 20.2 Left: A very early, but still insightful, outcome of heat transfer analysis of the Bridgman process by
Chang and Wilcox [103] shows the flow of heat, indicated by arrows, that must accompany certain interface
shapes. As indicated in the rightmost image, a convex interface shape can only occur if heat is entering radially
into the system near the interface. Right: Later analyses by Jasinski and Witt [20] showed the significant effect of
heat transfer through the crucible on the shape of the solid–liquid interface. This “interface effect” leads to an
outward radial flow of heat near the interface when the thermal conductivity of the liquid is greater than that of
the solid, thus promoting concave interface shapes.
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by numerical calculations of Fu and Wilcox [105]. Indeed, these analyses provided

motivation for the development of the heat-pipe furnace of Wang and Witt [14],

described in Section 20.2, which featured isothermal zones connected by an insulating

gradient zone.

However, there are two important effects that were not accounted for in these simple

analyses of interface shape. First, the release of latent heat along the solidification

interface must also be removed during growth. The shortest path for this extra heat to

flow from the interface is toward the cooler exterior surrounding the ampoule, so

concave interface shapes are reinforced by latent heat effects. Paradoxically, one of the

greatest heat transfer challenges in melt crystal growth systems is removing the

comparatively small amount of latent heat generated at the interface during growth

rather than adding the large amount of heat needed to melt the material at high

temperature.

Second, the effect of heat transfer through the ampoule or crucible is very important

for setting interface shape. In several insightful analyses, Jasinski, Rohsenow, and Witt

[17,18,20] showed the significant influence of ampoule thermal mass on the thermal field

and, most importantly, the interface effect, where the thermal conductivity mismatch

among melt, crystal, and ampoule results in significant interface deflection at the

ampoule wall. In the typical case for semiconductors, with the liquid thermal conduc-

tivity being greater than that of the solid (kL > kS), they argued that the axial temperature

gradient at the interface must be discontinuous, whereas the gradient is constant though

the ampoule wall, as depicted by the right-hand image of Figure 20.2. Thus, the tem-

perature within the charge must be greater than the temperature in the ampoule at the

same axial position, driving an outward radial heat flow and giving rise to the concave

interface shape that must accompany it (as shown in the image on the left of

Figure 20.2). In [20], Jasinksi and Witt state, “To the authors’ knowledge, all published

results concerning interface shapes for Bridgman grown semiconductor crystals indicate

the establishment of a similar (concave) interface shape.” Incidentally, the interface

effect is reversed for the case of the conductivity of the solid being greater than that of

the liquid (kS > kL), in which case the temperature within the charge must be less than in

the ampoule, thus promoting a convex interface shape.

Our focus on heat transfer and interface shape is motivated by the generally held

belief that interface shape is one of the most important factors affecting crystal quality in

bulk growth processes. In particular, an interface shape that is convex with respect to the

crystal has been postulated to minimize the potential for defects that may arise from

deleterious ampoule wall interactions, such as dislocations, grains, or twins, to propa-

gate toward the bulk crystal [1,107]. The general argument asserts that the solid grows by

the attachment of atoms to the interface from the liquid, and that this material addition

only can result in macroscopic growth in a direction that is normal (i.e., perpendicular)

to the shape of the solid–liquid interface. Thus, a concave interface will allow a defect,

such as a new grain, to persist and grow toward the center of the crystal, while a convex

interface shape forces the defect to grow outward toward the ampoule wall, where it may
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be annihilated. This mechanism is depicted, rather whimsically, by the cartoons pre-

sented in Figure 20.3.

While this general argument is qualitative, it has been rigorously shown that twins,

which are high-symmetry grains, can arise from certain macroscopic solid–liquid

interface shapes. Specifically, in an insightful analysis, Hurle [108,109] derived condi-

tions under which twinning would be likely to occur during the growth of III-V crystals.

He argued that the energetics associated with different angles formed at the three-phase

boundary; i.e., the solid–liquid interface, as it meets a surrounding gas or a solid

ampoule wall, would dictate the probability of nucleating a twin. Amon et al. [110]

performed a series of growth experiments using the vertical gradient freeze technique

with different ampoule shapes, and confirmed Hurle’s theory. Namely, twin formation

was prevented if certain interface shapes were avoided during growth. There is also

rather convincing evidence of the benefits of a convex interface shape in the growth of

cadmium zinc telluride, as will be discussed in the following section.

Returning to historical advances in our understanding of heat transfer in Bridgman

systems, Naumann [111,112] developed 1D and 2D analytical models of heat transfer in

Bridgman crystal growth. He studied the effects of varying the different operating pa-

rameters (e.g., adiabatic zone length and ampoule pull rate) on the axial gradients in the

system as well as on the melting point isotherm shape and position. In addition, both

Naumann [111] and Jasinski et al. [17], using 1D models, clarified the role of finite-length

ampoule end effects on heat transfer, and defined minimum lengths of the hot and cold

zones for which an infinite ampoule assumption is valid.

Large-scale, computer-aided analysis of coupled heat transfer and melt convection

during the vertical Bridgman growth of single crystals was pioneered by Brown and

coworkers [113–119]. In particular, Adornato and Brown [114] studied the effect of

different furnace profiles and ampoule materials, and compared their predictions to the

growth experiments conducted by Wang and Witt [14]. In significant work of the same

time frame, Crochet et al. [79] solved a 2D, quasi-steady-state, finite element model of

coupled heat transfer and melt flow during the Bridgman growth of InP. They included

FIGURE 20.3 Schematic depiction of how the
solidification interface shape may affect the
propagation of deleterious wall interactions during
growth. The solid phase grows by the addition of
material in a direction normal to the shape of the
solid–liquid interface. A concave interface (left) will
propagate defects toward the interior, while the
preferred, convex interface (right) isolates defects
along the ampoule wall, maintaining the quality of
the bulk of the crystal.
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intricate details of the furnace and ampoule in their model and compared their results to

experimental temperature profiles.

There have been a great many studies of heat transfer in melt crystal growth since

these early days, indeed too many to summarize here. In most respects, the community

has reached a high level in its ability to analyze heat transfer in crystal growth systems.

What is more important now is to posit how we can improve crystal growth by the

synthesis and design of new approaches to heat transfer. Toward such a goal, we discuss

next what we feel is an enlightening story of our path toward understanding the in-

teractions between heat transfer and interface shape in the Bridgman crystal growth of a

specific material.

20.6 Research Vignette: Bridgman Growth
of Cadmium Zinc Telluride

The following describes prior and ongoing research that has advanced our under-

standing of heat transfer in the Bridgman growth of cadmium zinc telluride (CZT). We

believe that the ideas put forth in this vignette will be useful for improving this and other

materials grown by the Bridgman method.

20.6.1 Motivation

Cadmium telluride (CdTe) and its alloy, cadmium zinc telluride (Cd1�xZnxTe, hereafter

referred to as CZT), are wide-bandgap, II-VI semiconductors that are used in the

fabrication of high-performance sensors for infrared and gamma radiation.

Compositions of interest are typically x ¼ 0.04 for infrared applications and x ¼ 0.10 for

gamma detectors. Although the great potential of such sensors has long been known, it

has been very difficult to reproducibly grow crystals of sufficiently high quality

[120–123], particularly for gamma radiation detector applications. Among the many

challenges are compositional inhomogeneity with respect to zinc, high levels of dislo-

cations, loss of single-crystallinity via the emergence of new grains, and the formation of

large, tellurium-rich, second-phase particles during growth.

Heat transfer during the melt growth of CZT is complicated by a number of factors.

First, its melting point temperature is quite high, with Tm¼ 1365 K, so radiative heat

transfer will be the dominant mode of heat exchange between the furnace and the

ampoule and crucible containing melt and crystal. Within the melt, a high viscosity and

low thermal conductivity [121,124] lead to a Prandtl number of Prz 0.4, much higher

than the typical value of Prz 0.01 for most semiconductor crystals. As a result,

convective heat transfer in the melt is very important under typical growth conditions,

and there is strong coupling between heat and momentum transport. The thermal

conductivity of the crystal is 20–30% lower than that of the melt. This and a high latent

heat of fusion readily lead to a solidification interface that is concave with respect to the

melt [18,20,125–127]. Finally, the low thermal conductivity of the solid also tends to
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increase thermal gradients and associated thermal stresses within the crystal during

growth. Under such conditions, dislocation multiplication mechanisms are active, and

the material is plagued by high densities of dislocations.

We have applied computational modeling to better understand the growth charac-

teristics of CZT. Our initial studies focused on infrared detector material grown by both

vertical [59,126–130] and horizontal [131–133] Bridgman techniques. We also modeled

atomistic phenomena of the liquid phase of CdTe and CZT via ab initio methods

[124,134–136] and found unusual behaviors, such as a semiconducting character of the

melt and long-range tellurium structuring. Yeckel and Derby [137,138] studied the in-

fluences of transient flows driven by the accelerated crucible rotation technique (ACRT)

on zinc segregation; in [139], they considered the effects of a submerged heater on

shaping the interface during CZT growth. Yeckel et al. [140] considered 3D effects during

small-scale, low-gradient CZT growth. Lun et al. [141] found that axial gradients could be

manipulated to affect flow intensity and interface shape, and later assessed an idealized,

closed-loop control strategy for interface shape control [142]. Stelian et al. [143,144] and

Yeckel et al. [46,145,146] analyzed the detached Bridgman process applied to CZT

growth. Pandy et al. [147] and Gasperino et al. [148–150] studied electrodynamic gradient

freeze (EDG) furnaces during the growth of cadmium zinc telluride crystals. More

recently, Zhang et al. [151–153] analyzed segregation effects and interface shape control

in EDG growth of CZT.

Through this odyssey of modeling and analysis, we have learned much about the

general characteristics of CZT growth. However, in the following discussion, we choose

to focus on just one aspect, namely the shape of the solid–liquid interface. As mentioned

previously, controlling the shape of the solid–liquid interface has long been desired for

improving crystalline quality in melt crystal growth processes. This may be particularly

important in the melt growth of CZT, since this material exhibits a propensity to lose its

single-crystal character via the generation of new grains during growth [120,121,154].

The emergence of new grains is particularly damaging, since it directly impacts the

single-crystal yield, which is rarely better than 4% [155] for commercial Bridgman growth

of CZT for radiation detector applications.

Understanding of grain emergence during CZT growth is lacking; however, new

grains are postulated to arise via events occurring at the junction of the solidification

interface and the crucible wall, similar to the mechanism of twin formation explained by

Hurle [108,109]. Following the arguments put forth in the previous section, a convex

interface shape may act to isolate those new grains along the periphery and prevent their

growth inward. Indeed, there is experimental evidence that convex interface shapes do

give rise to better quality CZT and that concave shapes can be harmful. For example,

Shiraki et al. [156] and Roy et al. [157] observed that locally concave interface shapes in

CZT growth in the traveling heater method are directly correlated with the unwanted

formation of new grains. Further, in important recent papers, Carcelén et al. [158] and

Crocco et al. [159] demonstrated how changes in pedestal heat transfer, which ostensibly

promoted a convex interface shape during the first stages of growth, resulted in a

Chapter 20 • Heat Transfer Analysis and Design for Bulk Crystal Growth 821



dramatic reduction in the number of grains in the grown ingot. We will discuss the re-

sults of these recent experimental studies in Section 20.6.3.

We believe that achieving a predominantly convex interface shape is essential to

reduce the propensity for new grain formation during CZT growth. However, the chal-

lenge is then to design a Bridgman system in which the inherent tendency to grow with a

concave interface is overcome. This is the focus of the ensuing discussion.

20.6.2 Heat Transfer Analysis

20.6.2.1 Ampoule Support and Cold Finger
Kuppurao and Derby [59] examined how the design of the ampoule support influences

the solid–liquid interface shape during the early stages of CZT growth. They considered

the vertical Bridgman growth process used by Johnson Matthey Electronics, Inc. (The

general characteristics of this system were analyzed previously in [126–128].) This system

featured a CZT charge contained in a 7.5-cm diameter cylindrical ampoule with a conical

tip, grown at rates of 1 mm/h. The ampoule was fabricated from quartz and lined with a

thin coating of pyrolitic boron nitride (PBN). The ampoule was contained in a vertical

gradient furnace, and solidification proceeded from the bottom of the ampoule as the

furnace was translated upward.

The model employed here extended the original formulations used in [126–128] to

include an ampoule support, as shown schematically in Figure 20.4(a). The support was

considered to be fabricated from blocks of solid graphite or mullite, either as a single

material or in composite form, with a “cold finger” consisting of a solid core of highly

conductive material embedded within a less-conductive block. Heat transfer was

computed within the ampoule and support, and solidification and flow were modeled

for the crystal and melt. Heat exchange with the furnace was represented using the

simple condition represented by Eqn (20.24), where Te was specified to represent

the general characteristics of the furnace bore temperature; see [160] for details. While

the form of the furnace temperature profile remained unchanged for all simulations, its

axial position (corresponding to furnace position) was changed for each configuration.

Different support compositions gave rise to varying thermal resistances and heat loads

through the system; repositioning the furnace allowed the interface to be placed at

nearly the same location in the ampoule for each design, thus simplifying interface

shape comparison. Physical properties needed for these simulations can be found in

[126–128,160]. The finite element method was applied for solution of all governing

equations, and a sample mesh for these computations, resulting in a mathematical

system of 18,320 total unknowns, is shown in Figure 20.4(b).

Figure 20.4(c)–(e) show, respectively, the overall temperature field for supports of solid

mullite, solid graphite, and the composite design including the cold finger. Let us first

examine the nature of heat transfer through these different supports. As indicated by the

shape and spacing of the isotherms, heat flow is relatively uniform and mostly directed

axially downward through both single-material supports. The lower-conductivity mullite
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support, shown in Figure 20.4(c), is more insulating and supports larger axial gradients

than themore conductive graphite support, shown in Figure 20.4(d). Figure 20.4(e) shows

the very different heat transfer that arises with the composite support. Strikingly, the high-

conductivity core, i.e., the cold finger, promotes a sizable heat flow that is nearly purely

axial, while significant radial gradients are exhibited in the more insulating mullite that

surrounds it. In the upper portion of the mullite, heat is flowing downward and radially

inward. The outcome is a channeling of heat to the cold finger, where it is conducted

downward to the cooler portions of the furnace.

The effect of these different heat transfer behaviors on the contents of the ampoule

are shown in Figure 20.5, where streamlines of melt convection are indicated on the left

and equally spaced isotherms are displayed on the right for the three cases; additionally,

the solid–liquid interface is indicated by dashed lines. Figure 20.5(a) shows the case

when the support is fabricated entirely from mullite. Concentrating on heat transfer, we

FIGURE 20.4 Computations of heat transfer during CZT Bridgman growth for various ampoule support designs.
(a) Schematic indicating system configuration. (b) Sample finite element mesh used in computations. Overall
temperature fields, shown by equally-spaced isotherms, for supports fabricated from (c) solid mullite, (d) solid
graphite, and (e) mullite with graphite core, or “cold finger.” Adapted from Ref. [59].
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observe that the isotherms in the support curve downward as they intersect the ampoule,

indicating outward radial heat fluxes. Consistent with this outward flow of heat, the

solid–liquid interface takes on a concave shape. The case for a support made of graphite,

whose thermal conductivity is 40 times higher than that of mullite, is shown in

Figure 20.5(b). The high conductivity promotes a larger heat flow through the graphite

support, both axially and radially, making the solid–liquid interface even more concave

than the case of the mullite support.

The case of the cold finger, with an outer support made of low-conductivity mullite

and a core fabricated of high-conductivity graphite, is shown in Figure 20.5(c). The

outcome for this ampoule support differs dramatically from the two prior configurations.

Here, the isotherms in the mullite intersect with the ampoule at nearly right angles, and

the corresponding heat flows downward and inward, almost parallel to the ampoule

wall. There is virtually no heat flowing normal to the ampoule wall, and, due to the

conical shape of the ampoule, the exterior temperature along a uniform axial height is

higher than that within the charge. Hence, heat flows into the ampoule and the interface

shape is convex. This effect depends on both the conical shape of the ampoule and,

importantly, the presence of the cold finger under the center of the ampoule. This is

shown by the shape of the isotherms in the crystal, which indicate a focusing of heat flow

into the cold finger. This support design thus achieves a convex interface shape until the

crystal grows out of the cone region of the ampoule.

FIGURE 20.5 Streamlines for melt flow are shown on the left, and equally-spaced isotherms are shown on the
right for the different ampoule supports. Solid-liquid interface is indicated by the dashed line. Case of (a) mullite
support, (b) graphite support, and (c) cold finger, mullite support with graphite core. Adapted from Ref. [59].
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The above outcomes illustrate that the delicate balance between both axial and radial

heat flows is important for shaping the solid–liquid interface. For example, changing the

support material from solid mullite to the more thermally conductive graphite promotes

greater axial heat fluxes through the system, yet it also promotes significantly higher

radial flows than the less-conductive mullite support. Hence, the use of an isotropic

material for the fabrication of the support does not result in any significant alteration of

thermal environment in the cone region, nor does it improve the shape of the interface.

It is evident that the cold finger design increases axial heat flow while simultaneously

decreasing radial heat fluxes. The net result is heat flow into the charge near the inter-

face, thus bringing about its convex shape.

This idea of locally influencing heat transfer and interface shape by appropriate

thermal design has been put forth previously in melt crystal growth systems. For

example, Schmid and Viechnicki [161,162] developed the Heat Exchanger Method for

growth of sapphire and other materials, which relies on a gas-cooled heat exchanger,

effectively equivalent to a cold finger, placed at the bottom center of a crucible to remove

heat and drive crystal growth. Similar ideas have been employed in the past for the

growth of II-VI semiconductors. Kyle [163] used a metal support as a heat sink below the

tip of the ampoule in a vertical Bridgman system to grow CdTe. Zanio [164] used an

actively cooled, stainless steel cold finger below a flat-bottomed quartz ampoule to grow

CdTe from Te-rich solution. Jones et al. [165] used water-cooled jets to cool the tip of a

Bridgman ampoule during the growth of mercury cadmium telluride (HgCdTe).

Monberg et al. [166] achieved twin-free growth of indium phosphide by the use of ra-

diation channels through their ampoule support to promote favorable interface shapes.

Nevertheless, the calculations of Kuppurao and Derby [59], discussed above, were

among the first to clearly show how the design of the support structure and ampoule

could significantly influence heat transfer and solid–liquid interface shape.

20.6.2.2 Crucible Configuration and Stage of Growth
More detailed computations of Bridgman CZT growth were later performed by

Gasperino et al. [148–150]. Desiring to more faithfully represent furnace heat transfer,

they employed the crystal growth simulation software CrysMAS, developed by the

Crystal Growth Laboratory of the Fraunhofer Institute of Integrated Systems and Device

Technology (IISB) in Erlangen, Germany [91]. This package is capable of predicting high-

temperature heat transfer within complex crystal growth furnaces. Radiant heat transfer

is represented using an enclosure method, and heat transfer, fluid flow, and phase

change within the crucible are computed. Furnace set point temperatures can be

explicitly specified, and the heater powers are solved as unknowns in an inverse

calculation.

Gasperino et al. [148–150] constructed a model of a modern EDG furnace with 18

controlled heating zones, and considered growth behavior in two different crucibles—

one composed of graphite and one of pyrolytic boron nitride (PBN). These furnaces were

employed for CZT crystal growth by Dr. Mary Bliss of Pacific Northwest National
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Laboratory (PNNL) and Prof. Kelvin Lynn of Washington State University (WSU). Each

crucible rests inside a fused-silica ampoule, which is supported by a highly conductive

silicon carbide (SiC) cold finger that extends to the bottom of the furnace. A complete

listing of physical properties for these computations is available in [167].

Figure 20.6 shows three important cases from these analyses. The first two compare

the system with the graphite crucible to that of the PBN crucible at similar stages during

growth. The system with the graphite crucible exhibits a strongly concave interface

shape in early stages of growth, as indicated by the calculation shown in Figure 20.6(a).

Figure 20.6(b) shows the case of the PBN crucible early during growth, where heat

transfer through the cone region promotes an interface shape that is convex, consistent

with the results of Kuppurao and Derby [59], discussed in the prior section. However,

when growth proceeds beyond the cone region of either ampoule, such as shown for the

PBN system in Figure 20.6(c), heat transfer more typical of Bridgman systems leads to

the classical concave shape of the solid–liquid interface.

To better understand the heat transfer conditions during the early growth stage, we

examine heat flows in Figure 20.7 for the graphite and PBN system states corresponding

to Figure 20.6(a) and (b). Heat flux vectors are plotted as a qualitative representation of

the magnitude and direction of heat flows normal to the inner crucible wall (white ar-

rows) and parallel to the crucible wall (black arrows). In general, heat flows through the

walls are between two to four orders of magnitude larger than heat flows across the inner

wall of the crucible, so the white arrows normal to the crucible wall have been exag-

gerated in scale relative to the black arrows parallel to the wall.

FIGURE 20.6 Detailed heat transfer calculations of CZT Bridgman growth clarify the effects of crucible design and
the limitations of a cold finger on shape of solid–liquid interface. Isotherms are shown on left, streamlines are
indicated on right, and crystal is shown in gray. (a) Graphite crucible negates the effect of the cold finger and
produces a concave interface. (b) PBN crucible with cold finger results in a convex interface during initial growth.
(c) However, growth out of the cone region and away from the influence of the cold finger results in a concave
interface. Adapted from Ref. [150].
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FIGURE 20.7 Vector plots of heat flows normal to the crucible inner wall inner (white) and within and parallel to
the crucible wall (black). Centerline is on the left, and the crystal is shaded in gray. Cases show the graphite (left)
and PBN (right) crucibles. Vectors are logarithmically scaled and represent heat flow magnitudes at their point of
origin. The vectors in the wall of the PBN crucible are exaggerated by a factor of four relative those in the
graphite crucible. Heat flows within the wall are much greater than those normal to the wall, and their vectors
are scaled differently. Adapted from Ref. [150].
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Thermal energy is exchanged between the ampoule and the furnace inner bore pri-

marily via radiation (these fluxes are not shown). Heat is then conducted into the cru-

cible wall, where it conducts both axially downward and radially into or out of the

charge. Above the solid–liquid interface, most of the heat received from the furnace is

simply conducted downward through the crucible wall, but some heat flows inward,

keeping temperatures above the melting point. Below the solid–liquid interface, heat is

conducted outward from the charge.

The flow of heat through the bottom of the graphite crucible is approximately seven

times greater than that flowing through the bottom of the PBN crucible. Thus, the in-

fluence of the cold finger on the charge contained by the graphite crucible is far less than

its effect on the contents of the PBN crucible. Notice that comparatively more heat is

flowing out of the crystal near the bottom tip of the crucible in the PBN system, as

indicated by the length of the two white vectors emanating from the crystal in the cone

region of the crucible for each case. Thus, the use of a cold finger alone does not

guarantee a convex interface shape. In particular, poor crucible design, as represented

here by the graphite case that features thick, highly conductive walls, can produce heat

flows that overwhelm the beneficial effects provide by the cold finger.

20.6.3 Experimental Validation

In a series of noteworthy experiments, researchers under the direction of Prof. Ernesto

Diéguez, of the Autonomous University of Madrid, designed and constructed a Bridgman

furnace for the growth of CZT, citing the influence of ideas put forth in the analyses of

Kuppurao and Derby [59] and Gasperino et al. [148–150]. In particular, their furnace

featured a PBN crucible supported by a composite pedestal featuring a cold finger,

comprising a highly conductive thermal core of SiC surrounded by insulation; see the

photographs in Figure 20.8(a). This furnace and subsequent growth experiments are

documented in [158,159,168].

Of special interest are the experiments by Crocco et al. [159], who grew CZT under

identical conditions, changing only the contact between the ampoule and the cold finger

in different runs. When the cold finger in the growth furnace of Crocco et al. was

withdrawn from the tip of the ampoule, growth likely occurred with a concave interface

similar to that shown previously in Figure 20.6(a). The experimental outcome, as indi-

cated by the slice taken from grown crystal shown in Figure 20.8(b), was a boule with

many grains. When the cold finger was put into contact with the ampoule for another

growth run under the same conditions, heat transfer similar to that shown in

Figure 20.6(b) took place, and initial growth likely occurred with a convex interface

shape. Under these conditions, the grown crystal displayed just two grains, as shown in

Figure 20.8(c). Thus, the convex interface in this growth experiment promoted better

crystallinity by preventing the growth of spurious grains.

However, the cold finger did not completely solve the problem of CZT crystallinity. The

photos in Figure 20.8(d), on the far right, show a slice from the boule of the growth run
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conducted with the cold finger (namely the same run that had only two grains early on)

but at a later time than that shown in Figure 20.8(c). At this later time, growth has pro-

ceeded beyond the cone region and into the cylindrical region of the crucible. Now the

material contained many more grains. The corresponding computation for heat transfer,

represented by Figure 20.8(c), shows that, even with the cold finger, later growth switches

to a concave interface shape, with the resultant propensity toward spurious grains.

These experiments were repeated and conclusively showed the tendencies discussed

above, namely that the PBN crucible with a cold finger would reliably reduce the number

of grains during the initial growth of CZT. However, this exciting outcome was tempered

by the realization that the advantage of fewer grains was often lost as growth proceeded

higher into the crucible. These results emphasize the need to initially establish a convex

interface and then maintain it throughout the entire growth run. We address the feasi-

bility of this idea in the next section.

20.6.4 Bell-Curve Furnace Profile

Our goal is to design heat transfer conditions to achieve a convex solid–liquid interface

shape during all growth stages of a Bridgman system. We showed above that convex

interface shapes are possible during the initial stages of growth by using a suitable

FIGURE 20.8 (a) Photographs of the PBN crucible (above) and insulated ampoule support with SiC cold finger
(below) from the Bridgman growth system of Crocco et al. [159,168]. Results for the growth of CZT under
different conditions are shown from the cone region of crucible (above) in (b) without touching the cold finger
and (c) with cold finger contact. (d) The two-grain crystal of (c) is shown after subsequent growth in cylindrical
region of crucible (above). Images adapted from Ref. [168].
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ampoule support with a cold finger. However, the beneficial effect of the cold finger on

interface shape is lost after the crystal emerges from the conical region of the crucible.

The vexing question is then how to promote a convex shape at later times, as the

interface grows through the cylindrical portion of the crucible.

If we revisit the very basic ideas put forth by Chang and Wilcox [103] and shown

previously in Figure 20.2, a convex interface can only arise if radial heat flow is directed

inward near the solid–liquid interface. Jasinski and Witt [20] arrived at a similar

conclusion and predicted that “adverse interface curvature [concave shapes] may be

favorably affected [i.e., converted to convex]. by heating the crucible near the inter-

face.” Likewise, if we return to the heat flux vectors shown previously in Figure 20.7, we

note that the radial heat flux into the melt (shown by the white vectors) for the PBN case

is substantially increased near the solid–liquid interface, compared to radial fluxes that

decrease further up the crucible wall. This is quite different from the radial heat fluxes for

the graphite crucible, which are nearly uniform along the entire inner wall.

The strategy suggested by all of these observations is to manipulate furnace heat

transfer, using thermal profiles different from classical approaches, to actively push heat

into the charge above the interface. Implementing such a strategy should be feasible,

considering the flexibility provided by modern, multiple-zone gradient freeze furnaces.

The challenge, then, is synthesizing a heating profile that will do the job.

Zhang et al. [153,169] approached this idea by designing a “bell-curve” furnace

temperature profile11 to preferentially direct heat into the system near the solidification

interface. This idea was tested via CrysMAS computations for the same CZT EDG system

modeled by Gasperino et al. [150], and discussed above, with the PBN crucible and SiC

cold finger. Figure 20.9(a) shows the temperature along the outer surface of the ampoule

plotted as a function of dimensionless distance along the furnace axis, where z ¼ 0 de-

notes the bottom tip of the crucible and z ¼ 1 corresponds to the crucible height. The

dashed line indicates the outcome from a classical furnace design comprising two simple

linear temperature segments, while the solid line shows the curved temperature distri-

bution from the application of the bell-curve profile. The corresponding CrysMAS pre-

dictions for the quasi-steady thermal field, melt flow structure, and solidification

interface shape are presented as Figures 20.9(b) and (c) for the traditional and bell-curve

profiles, respectively.

Growth under the traditional furnace profile results in a state, shown in

Figure 20.9(b), that is typical of nearly all classical Bridgman semiconductor crystal

growth systems and features a solid–liquid interface that is concave with respect to the

crystal. Quite differently, the system employing the bell-curve furnace profile, shown in

Figure 20.9(c), exhibits dramatically different thermal and melt flow fields and, signifi-

cantly, a solidification interface shape that is primarily convex with respect to the crystal.

Only a very small portion of the interface near the crucible wall is flattened due to the

11This profile consists of linear segment that is connected to a parabolic segment that resembles a

shallow bell curve. The segments connect below the melting temperature, thus providing for additional

heat input to the ampoule and charge near the axial location of the solid–liquid interface.
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interface effect [20], which is caused by the different thermal conductivities of the solid

and liquid. Clearly, this modified furnace profile is able to achieve a convex solid–liquid

interface well outside of the conical part of the crucible.

While the basic idea of the bell-curve profile is rather simple, its successful imple-

mentation will be much more challenging. In particular, Zhang et al. [153] showed that

the bell-curve profile must be dynamically changed to account for geometrical effects,

i.e., the “end effects” identified in past analyses [17,111] and experiments [19],that arise

FIGURE 20.9 (a) Temperature profiles along the outer surface of the ampoule are plotted as functions of
dimensionless axial distance for a traditional, piecewise-linear furnace profile and the bell-curve profile. (b) State
obtained using the traditional furnace profile shows a concave interface. (c) State obtained using the bell-curve
furnace profile shows a convex interface. Isotherms are shown on the left and melt flow streamlines on the right.
Adapted from Ref. [153].
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in different stages of growth. Figure 20.10(a) shows a series of different profiles employed

in [153] to simulate a dynamic growth run. These profiles were computed using a control

strategy that dynamically adapted the bell-curve profile to keep a constant interface

deflection. The lower series of plots, labeled as (b)–(f), show the temperature field and

solidification interface at times corresponding to the above profiles. Notably, a convex

interface shape is maintained throughout the entire growth run.

20.6.5 Summary

We believe that this vignette illustrates the considerable potential to more fully utilize

our understanding of heat transfer and the power of sophisticated modeling approaches

to improve crystal growth processes. In the early discussions of this section, we have

shown that a cold finger, along with suitable ampoule and crucible design, can lead to

FIGURE 20.10 (a) Bell-curve temperature
profile with variable peak temperature
that is changed dynamically to keep the
interface shape with constantly convex
deflection. (b)–(f) The thermal field and
interface shapes predicted by a transient
simulation are shown at times
corresponding to the furnace profiles
above (right edge denotes centerline).
Adapted from Ref. [153].
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convex interface shapes during the initial growth of CZT [59,150], thus promoting growth

with fewer grains. This beneficial outcome has been demonstrated in the experiments of

Crocco et al. [159,168]. While appealingly simply, this approach is effective only during

the first stages of growth while the interface remains influenced by the cold finger and in

the conical section of the crucible.

To achieve the benefits of convex interface shapes during the entire growth run, a

more active approach is needed. We have put forth the idea of the bell-curve furnace

profile to achieve convex interfaces beyond the cone region of the crucible and a strategy

to dynamically adapt this profile during growth to maintain the convex shape of the

interface. With a sufficiently accurate thermal model, this approach may be employed to

generate a series of dynamic set points for the heaters in a suitable multizone furnace

toward achieving the benefits of convex interfaces. We are awaiting future experimental

validation of this strategy.

20.7 Final Remarks
Heat transfer is extremely important in melt crystal growth processes, since it sets the

conditions by which the crystal grows and evolves. In addition, since heat transfer can be

engineered via equipment design and process operation, it is one of the few macroscopic

means to directly influence the inherently atomistic phenomena governing phase

change and structural perfection. Thus, the purposeful design of heat transfer during

crystal growth represents perhaps the best opportunity to improve current and future

outcomes.

There are several prerequisites to enable the optimization of heat transfer in crystal

growth processes. In general, a broad knowledge of heat transfer is required. Fortunately,

as we hope to have shown in this chapter, the understanding of heat transfer in crystal

growth processes is arguably complete, although certain aspects, such as thermal radi-

ation within enclosures and participating media, remain quite challenging. A reasonably

detailed understanding of how thermal conditions affect growth and perfection is also

needed. Regarding this point, the crystal growth community is making significant strides

toward connecting processing conditions to growth mechanisms and defect formation,

and we can confidently leverage many ideas to improve crystal growth results. However,

our understanding is still imperfect and there is much to learn. Finally, quantitative tools

are needed that will allow us to go well beyond our intuitive notions and experiential

perceptions of heat transfer in these processes. Indeed, sophisticated computational

models for heat transfer have been developed that are able to rigorously analyze the

many phenomena that interact in a crystal growth process.

Bridgman was the first to develop a workable method to move a sample in space and

time, traversing a path from liquid to solid on the thermodynamic phase diagram, to

achieve crystal growth. Stockbarger advanced a radical change in technique by estab-

lishing exquisite control of heat transfer and thermal gradients. Witt and his contem-

poraries rationalized that well-defined thermal boundary conditions would promote
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deterministic outcomes for growth and postulated that thermal modeling would provide

the tools necessary to improve these outcomes. Today, nearly nine decades after

Bridgman’s pioneering work, we believe that our understanding is deep enough and our

tools powerful enough to start achieving these aspirations.

We argue that future advances in melt crystal growth will be enabled by the skillful

deployment of computational models (in which heat transfer is rigorously represented) in

conjunction with experimental validation and inquiry to truly close the loop between

materials quality and process development. Such model-based strategies for crystal

growth promise better results and higher yields than obtained via past approaches that

have reliedprimarily onempiricismandhands-onexperience. Indeed, this futurebecomes

even brighter as our fundamental understanding of crystal growth mechanisms broadens

and our tools for analysis, design, control, and optimization become more powerful.
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21.1 Introduction
“Crystallization building blocks,” such as atoms or molecules, present in fluid-starting

media (gas, melt, or solution) must be transported over macroscopic distances before

being assembled into crystalline solids. Mass transport proceeds by diffusion, buoyancy-

driven convection, surface-tension-driven convection, and forced convection (rotation,

acceleration, vibration, magnetic field applied mixing). If the transport is faster or slower

than the aggregation kinetics, the rate of crystal growth is limited by interfacial kinetics or

macroscopicmass transport, respectively. The rate of atomistic incorporation from amelt

is typically much faster than the convective mass transport velocity, whereas diffusion is

still slower. Hence, crystallization from amelt is generally controlled bymass transport. In

contrast, growth from solution or vapor is kinetically controllable because the attachment

kinetics canbe inhibited by desorption or release of transport agents. However, the density

of the mother phase and hence the supply of “crystal building blocks” at the interface is

lower than in melts and must be frequently encouraged by enhanced evaporation

(of gases) or artificial mixing (of liquids).

Mass and heat transport are closely coupled. For instance, convection assumes that

the transported fluid volume units have the same density. However, gravitational sedi-

mentation may lead to temperature and density gradients, with resulting thermal and

solute volume expansion. Such mass transport processes are treated in the present

chapter. Heat transport was covered in Chapter 20 of the present volume.

Mass can be transported by natural or buoyancy-driven convection, surface tension

effects, or Marangoni convection. In addition, it can be artificially evoked by magnetic or

mechanical (vibrational) fields. This chapter focuses on naturally generated flows in crystal

growth arrangements. To facilitate the discussion, Marangoni convection, magnetic field

influences, and mechanically induced stirring are briefly introduced. These topics are

detailed in subsequent chapters (Chapters 22, 23 and 24 of this volume, respectively).

21.2 Diffusion
Heat and mass transport through fluids occurs by diffusion and convection. Diffusion

occurs by atomic-scale random walk processes [1]. Essentially, a single atom cannot

remain stationary in time. However, as shown below, the statistically random motions of

atoms give rise to deterministic diffusion at macroscopic scales.

Fick’s first law states that mass flux (J) is proportional to the spatial concentration

gradient [1]:

J ¼ �D
vc

vx
; (21.1)

where D is the diffusion constant, and x and c denote the volume and mass concen-

trations of the diffusing substance, respectively. According to Eqn (21.1), no flux exists in

a homogenized sample. Therefore, diffusion is driven by a chemical potential gradient

originating from the concentration gradient.
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Figure 21.1 plots the incoming and outgoing mass flux in a square of length Dx. The

incoming flux J1 is given by

J1 ¼ J2 � Dx
vJ

vx
: (21.2)

The mass concentration within this region depends on the incoming (J1) and outgoing

(J2) fluxes, which alter over time. The net mass increase is given by

ðJ1 � J2Þ ¼ Dx
vc

vt
¼ �Dx

vJ

vx
; (21.3)

where t denotes time. When the diffusion constant is constant, substitution of Eqn (21.1)

into Eqn (21.3) gives Fick’s second law [1]:

vc

vt
¼ �DV2c; (21.4)

In steady state, Eqn (21.4) further reduces to

0 ¼ �DV2c (21.5)

Thermodiffusion is induced by spatial difference of the chemical potential and can be

determined from spatial temperature gradients. The thermodiffusion flux is contributed

(a) 

(b) 

(c)

FIGURE 21.1 (a) Concentration distribution, (b) flux (c) incoming and outgoing flux.
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by both simple and thermal diffusion, governed by the first and second terms, respec-

tively, in the right-hand side of Eqn (21.6)

J ¼ �D0

�
vT

vx
þ b

dT

dx

�
; (21.6)

where D0 is the thermodiffusion coefficient, b is a constant, and T is the temperature. If a

large temperature gradient develops in a furnace, thermal diffusion dominates the

transport process. Assuming irreversible thermodynamics [1], the constant b is

expressed as

b1 ¼
DQc

RT 2
; (21.7)

where Q and R are the mass transfer heat and the gas constant, respectively. Q is

empirically derived from experiment. D is the diffusion constant given in Eqn (21.1).

Another diffusive process, electromigration, is driven by differences in electronic

chemical potential:

J ¼ �D1

�
vV

vx
þ g

vV

vx

�
; (21.8)

where D1 is the diffusion constant of electromigration, g is a constant, and V is the

electric voltage. The constant g is analogous to b in Eqn (21.6). In Eqn (21.8), diffusion

occurs via collisions with charged particles such as electrons and ions.

Diffusion plays an important role in crystallization processes, even when convection

is weak or absent. For instance, diffusion occurs near solid–melt interfaces when a

segregated region is enriched by a foreign component (dopant, impurity, mixed atoms),

generating a diffusion boundary layer (see Chapter 25, this volume). Furthermore,

transport through solids is dominated by the diffusion of intrinsic and extrinsic atoms

through the solidified crystal volume. Such diffusion considerably affects the chemical

homogeneity of the as-grown crystals during the cooling process.

21.3 Natural and Forced Convections
21.3.1 Computation

To evolve the governing equations of crystal growth, such as mass, momentum, and

energy conservation, the crystal, crucible, and melt are simulated on grids. Figure 21.2

shows the CZ furnace components (Figure 21.2(a)) configured on a two-dimensional

(2D) (Figure 21.2(b)) and three-dimensional (3D) (Figure 21.2(c)) grid. The grid

systems are designed for global calculation of radiative, conductive, and convective

heat transfer in the furnace. The governing equations of mass, momentum, and energy

transfer are typically discretized by finite element and finite volume methods.

Temperature and species concentrations in actual furnaces sometimes require huge

grids or meshes (up to several tens of millions of nodes) to adequately express the

boundary layers of temperature, velocity, and mass.
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21.3.2 Crystal and Crucible Rotations

To homogenize the radial temperature distribution, crystals are usually rotated as they

grow from the melt. Crystal rotation also homogenizes the radial distribution of dopants

and impurities. Finally, rotation generates shear forces, which effectively reduce the
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2 Crystal
3 Melt
4 Crucible
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7–12 Heat

insulators
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walls

pV

(b)(a)

(c)

FIGURE 21.2 Typical grids of 2D and 3D
configuration of CZ furnace. Furnace components
(a), grid in 2D (b) and grid in 3D (c). After Ref. [2]
with permission from Elsevier.
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diffusion boundary layer at the growing interface. Consequently, when the segregation

coefficients are below unity, fewer impurities are incorporated into the growing crystal.

Figure 21.3 shows the velocity distributions in a crucible during temperature-

independent Czochralski (CZ) growth of silicon [3]. This configuration contains the

melt and a silicon crystal. The rotation rates of the crystal (us) and crucible (uc) in

Figure 21.3 are listed in Table 21.1 [3].

In Figure 21.3(a), no external or internal forces exist in the melt and no flow develops.

Figure 21.3(b) plots the velocity profile when the crystal rotates at relatively low velocity.

This profile is attributable to the small viscosity of the silicon melt, which cannot

effectively diffuse the momentum generated by the rotating crystal to the melt through

the crystal–melt interface. The distributions in Figure 21.3(c) and (d) are similarly

induced by crucible rotation, which exerts a large effect on melt convection.

21.3.3 Gravitational Effects

Crystal growth is largely driven by temperature distribution between source and seed

crystal. The temperature distribution stimulates natural convection under gravitational

acceleration, which enhances heat and mass transfer in the system. The two main types

Table 21.1 Rotation Rates of Crystal (us) and Crucible (uc)

Figure 21.3 (a) (b) (c) (d)

us (rpm) 0 �3 0 �3
uc (rpm) 0 0 10 10

FIGURE 21.3 Velocity profiles of Czochralski growth of silicon without temperature effect. After Ref. [3] with
permission from Springer.
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of temperature gradients, formed parallel to Figure 21.4(a) and (b) and perpendicular to

(Figure 21.4(c)) gravitational acceleration, occur with equal probability. Although the

flow pattern is identical in Figure 21.4(a) and (b), directions of the convection differ

between the two panels. Below some critical temperature difference, convection is

suppressed by the balance between thermal diffusion and the viscous force of the melt. A

small temperature difference between the top and bottom of the melt is sufficient to

induce convection. Convection strength is determined by the thermal Rayleigh number

(RaT) [4]:

RaT ¼ gbDT

nk
¼ convective heat transfer

diffusive heat transfer
(21.9)

where g, b, and DT are the gravitational acceleration, volume expansion coefficient of the

melt, and temperature difference between the seed and source, respectively. n and k

denote the viscosity and thermal conductivity of the melt, respectively. Two systems with

the same thermal Rayleigh number may develop different convection patterns. Heat and

mass transfer in the melt also depends on the system configuration and temperature

distribution along the walls.

The flow is governed by the Navier–Stokes momentum equation, which accounts for

the Coriolis and centrifugal force terms in the rotating coordinate system:

vu

dt
¼ �uVu� 2ðUkÞ � uþ ðUkÞ � ðUkÞ � r þ 1

r
Vpþ m

�
rDuþ gbðT � T0Þ; (21.10)

where u and r are the relative rotational velocity and position vectors, respectively, U

denotes the crucible rotation rate, and k is a unit vector in the z-direction. The pressure

and viscosity of the melt are denoted by p and m, respectively, and g, b, and T0 are the

gravitational acceleration, volume expansion coefficient, and the specific-mass reference

temperature, respectively.

To evolve convection in a 2D configuration, the equations of mass conservation

(21.11), momentum (21.12–21.14), and energy (21.15) for the thermal flow of the melt in

the crucible must be solved. Natural convection can be solved by the Boussinesq

approximation. The NS equations are given by

1

r

v

vr
ðrurÞ þ 1

r

vuf

vf
þ vuz

vz
¼ 0 (21.11)
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FIGURE 21.4 Thermal configuration of growth system: (a), (b) bottom heating, (c) side heating.
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dur

dt
� u2

f

r
¼ �1

r

vp

vr
þ n

�
V2ur � ur

r2
� 2

r2
vuf

vf

�
(21.12)

duf

dt
þ uruf

r
¼ �1

r

1

r

vp

vf
þ n

�
V2uf þ 2

r2
vur

vf
� uf

r2

�
(21.13)

duz

dt
¼ �1

r

vp

vr
� gbðT � TmÞ þ nV2uz (21.14)

dT

dt
¼ l

rCp

V2T (21.15)

d

dt
¼ v

vt
þ ur

v

vr
þ ðuf � uGÞ

r

v

vf
þ uz

v

vz
(21.16)

V2 ¼ v2

vr2
þ 1

r

v

vr
þ 1

r2
v2

vf2
þ v2

vz2
; (21.17)

where r, f, and z are the radius, azimuthal angle, and height, respectively, in cylin-

drical coordinates. The velocity components in the r, f, and z directions are ur, uf, and

uz, respectively. p and T are the pressure and temperature of the melt, respectively.

The other parameters are the thermal expansion coefficient b, kinematic viscosity n,

melt density r, specific heat capacity Cp, thermal conductivity l, and gravitational

acceleration g. uG is the grid velocity in the f direction, which equals the crucible

rotation rate.

21.3.4 Centrifugal Effects

Figure 21.5 shows the temperature and velocity profiles under the conditions listed in

Table 21.2 [3]. At small melt viscosity, crystal rotation exerts little effect on convection in

the melt, and the profiles of Figure 21.5 (a) and (b) are almost identical. In Figure 21.5 (c)

and (d), the velocities are small and the temperature profiles resemble those of dominant

conduction. The small velocity is attributable to angular momentum conservation in the

rotating melt, which is related to the Coriolis force.

The second and third terms on the right-hand side of Eqn (21.10) express the Coriolis

force and centrifugal acceleration, respectively. The centrifugal acceleration vector (acen)

is given by

acen ¼ U2r ¼ L2
�
r3; (21.18)

where L is the angular momentum of the melt. The velocity profiles for various rotation

rates of the crystal and crucible are shown in Figure 21.5.

When a small volume element instantaneously moves from position r to r 0 (¼ rþDr),

angular momentum conservation generates an excess force given by

Dacen ¼ L2
�
1
�
r3 � 1

�
r 03�: (21.19)
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FIGURE 21.5 Temperature (left) and velocity profiles (right) of Czochralski growth with effect of temperature.
Temperature difference between contours is DT¼ 5 K. After Ref. [3] with permission from Springer.

Table 21.2 Rotation Rates of Crystal (us) and Crucible (uc)

Figure 21.5 (a) (b) (c) (d)

us (rpm) 0 �3 0 �3
uc (rpm) 0 0 10 10
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Consequently, the centrifugal force alwaysopposes thedirectionof outwardmovement.

Therefore, melt motion in the radial direction is suppressed by the crucible rotation. As

the crucible rotation rate increases, the radial temperature gradient in the melt enlarges.

21.3.5 Convective–Diffusive Transport

Solids and liquids can also diffuse by directional solidification. Figure 21.6 shows the

configuration and dimensions of a small unidirectional-solidification furnace for pro-

ducing multicrystalline silicon [5]. The melt, crystal, crucible, and pedestal are labeled 1,

2, 3, 4, 5, and 6, respectively. Thermal shields are labeled 7–10. Three heaters (11, 12,

and 13) are affixed to the furnace. Conductive heat transfer in all solid components,

radiative heat exchange between the diffusive surfaces in the unidirectional-

solidification furnace, and the Navier–Stokes equations for the melt flow in the cruci-

ble are coupled and iteratively solved by a finite volume method in a transient condition

[5]. The iron distributions in the silicon melt and solidified silicon ingot are determined

from the thermal field and melt flow in the crucible. Segregation of impurities at the

melt–solid interface is also considered.

Figure 21.7 shows the iron concentration gradients in a solidified silicon ingot that

had been cooled for 1 h [5]. The figure shows a vertical cross-section of the iron con-

centration in the crystal. The iron concentration scale of Figure 21.7 should be multiplied
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FIGURE 21.6 Configuration and computation grid of a casting furnace. The melt, a crystal, a crucible, and
a pedestal are denoted as 1, 2, 3, 4, 5, and 6, respectively. Thermal shields are labeled as 7 to 11. Numbers 12 and
13 show multi heater. After Ref. [5] with permission from Elsevier.
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by 1� 1010/cm3. Therefore, the iron concentration at the periphery of the crystal is of the

order of 1� 1015/cm3. Iron concentration was high at the top of the melt where iron had

segregated, and in the vicinity of the crucible walls where iron had diffused during the

solidification/cooling process. These distributions arise from the small activation energy

of iron diffusion in solid silicon. Iron concentration was low in the central region of the

solidified ingot (see Figure 21.7), indicating that diffusion occurred after the solidifica-

tion/cooling process.

21.4 External Fields
21.4.1 Static Magnetic Fields

When electrically conducting materials (such as metals and semiconductor melts)

intercept static magnetic fields, they are subjected to a Lorentz force. The Lorentz force

results from the balance between the electrical current generated by the melt flow and

the electric field in the metallic melt. This force exerts a damping effect on the melt

velocity. It can also change unsteady or turbulent flows to steady flows, and suppress

temperature fluctuations with subsequent reduction of growth velocity fluctuations and

striation formation within the growing crystal. In the typical CZ method used for silicon

growth, the force density of natural convection is of the order of 100 N/m3 [6]. To

suppress the convection induced by static magnetic fields, forces of the same magnitude
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FIGURE 21.7 Distribution of iron
concentration in a solidified
silicon ingot after the
solidification process. The scale of
iron concentration should be
multiplied by 1� 1010/cm3. The
periphery of the crystal contains
order of 1� 1015/cm3. After
Ref. [5] with permission from
Elsevier.
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should be applied to the melt. These conditions are satisfied by magnetic fields of the

order of 10–40 mT. Magnetic fields of these magnitudes are typically applied in the

industrial-scale production of silicon crystals. The effects of magnetic fields on the melt

motion are detailed in Chapter 23.

Three configurations of magnetic fields are currently adopted. In the axial magnetic

field, the melt axis is aligned parallel to the field generated by a single axisymmetric coil.

In the transverse magnetic field, the magnetic field lines run perpendicular to the axis of

symmetry of the system. In the cusp-shaped magnetic field, two coils powered in

opposite directions generate circular field lines, usually retaining the center of the sys-

tem field free. Panels (a), (b), and (c) of Figure 21.8 show the vertical (VMCZ, axial,

longitudinal), transverse (TMCZ, horizontal), and cusp-shaped (CMCZ) static magnetic

fields, respectively, that typify the CZ method. Radial and/or azimuthal melt motions

react with a vertically applied magnetic field, whereas vertical melt flows do not.

Notably, transverse magnetic fields can disrupt the symmetry of the system, con-

verting axisymmetric flow fields into nonaxisymmetric 3D flow field structures. In turn,

symmetry breaking disrupts the chemical homogeneity of the growing crystal, with

(a)

(c)

(b)FIGURE 21.8 Schematic of VMCZ (a),
TMCZ (b), and CMCZ (c). After Ref. [3]
with permission from Springer.
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consequent deformation of the crystal. However, transverse magnetic fields can be

combined with crystal and or crucible rotation to generate an azimuthal Lorentz force,

which behaves as a rotating magnetic field (RMF) [7] and realizes homogeneous im-

purity distributions in the grown crystal.

Hoshi et al. [8] and Suzuki et al. [9] successfully reduced the growth striations of

oxygen in silicon crystals by applying steady magnetic fields during CZ growth. The

transverse magnetic fields suppressed fluctuations in the melt flow and furnace tem-

peratures, and homogeneous crystals could be grown. Furthermore, this technique

reduced the oxygen concentration in the crystals, indicating effective defect removal.

The silicon crystals in charge-coupled devices (CCD), which are still used in modern

cameras, are grown by this method. Because defects degrade the image characteristics of

CCDs, this method remains extremely important for the Internet community. Large-

diameter silicon crystals (300 mm) are mass produced by the CZ method in huge cru-

cibles with several hundred kilograms of feedstock material. Under these conditions,

magnetic fields that dampen convection streams and turbulences within the melt have

proven essential for dislocation-free growth. Silicon crystals of 450 mm diameter grown

under magnetic fields will be commercially available in the near future.

Unlike transverse magnetic fields, cusp-shaped magnetic fields can maintain

axisymmetry [10,11]. Magnetic fields are also used during oxide crystal growth. Oxide

melts are partially ionized into anions and cations, whose motions generate Lorentz

forces. Because both positively and negatively charged ions are subjected to Lorentz

forces, the melt motion is determined by summing the momenta of all ions. Jing et al.

analyzed the effects of magnetic field on LiNbO3 in terms of the effective lifetime of the

ion collisions [12]. Miyazawa et al. grew LiNbO3 and TiO2 crystals in TMCZ magnetic

fields [13]. According to their calculations and experiments, Lorentz forces were pro-

duced by coupling between the motion of ions and current-free vertical magnetic fields

in the melt. These Lorentz forces accelerated the azimuthal motion in the vertical

magnetic field. However, these researchers accounted only for the currents produced

by the flow of ions in the melt. Because the electric conductivity of the oxide melt is

smaller than that of the semiconductor melt, the melt flow must be effectively

controlled by large magnetic fields. Semiconductor melts provide almost four electrons

per atom, and their electrical conductivity is increased by the large electron concen-

tration. On the other hand, the effect of the Lorentz force is reduced by the low ioni-

zation ratio of the oxides.

Magnetic fields do not always suppress temperature fluctuations. Chandrasekhar

conducted a series of mercury experiments under a magnetic field [14], and reported

that the temperature oscillation amplitude reduces with increasing magnetic field. Axial

and cusp-shaped magnetic fields, being axisymmetric themselves, are assumed to pre-

serve axisymmetry of the growth system. Growth in transverse magnetic fields, which is

subjected to symmetry breaking, should be simulated by 3D global modeling. However,

calculating the 3D convection, radiative heat transfer, and the view factor is computa-

tionally time consuming and resource intensive. Ozoe and Iwamoto [15], Krauze et al.
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[16], Liu and Kakimoto [17], Kalaev [18], and Vizman et al. [19] have developed 3D codes

to model such convective and radiative heat transfers.

21.4.2 Dynamic Magnetic Fields

Dynamic magnetic fields are of practical interest in crystal growth because they consume

less power than static fields, enable effective melt mixing, and effectively suppress

fluctuations in the growth system when applied at small magnitudes. Therefore,

low-strength dynamic magnetic fields are an attractive option for controlling melt flows.

The electric field associated with a dynamic magnetic field is given by Eqns (21.20)

and (21.21). Faraday’s equation (Eqn (21.21)) is expressed as a vector potential in Eqn

(21.22).

E ¼ �VF� vA

vt
(21.20)

V� E ¼ �vB

vt
; (21.21)

V� A ¼ B (21.22)

The electric current and Lorentz force in a melt are given, respectively, by

J ¼ se

�
� VF� vA

vt
þ v � B

�
: (21.23)

F ¼ se

�
� VF� vA

vt
þ v � B

�
� B: (21.24)

The Lorentz force involves the electric field, velocity field, and time evolution of the

vector potential, corresponding to the second term on the right-hand side of Eqn (21.24).

This latter term plays an important role in Lorentz force-driven melt convection because

the magnetic field density varies with time in an RMF. From Eqn (21.24), we obtain

V $

�
� VF� vA

vt
þ v � B

�
¼ 0: (21.25)

Therefore, the electric potential in the melt is given by

V2F ¼ � v

vt
ðV $AÞ þ V $ ðv � BÞ: (21.26)

Because the electric potential creates the above-mentioned electric current and Lorentz

forces in the melt, the flow structure can be controlled by the Lorentz force calculated by

Eqn (21.24).

21.4.3 Electromagnetic Fields

To homogenize the radial and axial oxygen and dopant distributions, Watanabe et al.

[20] proposed the electromagnetic CZ (EMCZ) method, where the melt is azimuthally

rotated by an electromagnetic force whereas the crucible is stopped. This method
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modifies the heat and mass transfer in the melt, effectively engineering the shape of the

melt–crystal interface. The oxygen content of silicon crystals must be controlled when

manufacturing electronic devices such as integrated and large-scale integrated circuits.

Equivalently, we must control the distribution and concentration of oxygen in silicon

crystals grown by the CZ method. Melt convection, and hence oxygen concentration, can

be controlled by applying electric current and magnetic fields. Therefore, various

magnetic field configurations have been investigated and applied. However, magnetic

fields cause several recognized problems such as high oxygen concentration, radially

inhomogeneous oxygen distribution in grown crystals, and long-term instability of the

melt flow [21,22]. The EMCZ process developed by Watanabe et al. [23] prevents such

inhomogeneities and instabilities by adopting static magnetic fields and static electric

currents. They experimentally investigated the concentration and distribution of oxygen

in silicon crystals grown by the EMCZ method using a vertical and a cusp-shaped

magnetic field. Kakimoto et al. [24,25] investigated heat and oxygen transfer in the sil-

icon melt in an EMCZ system with transverse magnetic fields (EMCZ-TMF), which has

great potential for controlling the melt flow and oxygen transport.

The 3D global model proposed by Liu and Kakimoto [2] is applicable to EMCZ with a

transverse magnetic field configuration, as shown in Figure 21.9 [2]. The temperature

distribution in the melt of this system is shown in Figure 21.10 [2]. The additional

electromagnetic force enhances heat and mass transfer in the melt with a potential for

modifying the shape of the solid–melt interface.

21.4.4 Vibrational Effects

Howmechanical waves are generated and transduced, and their influence on convection

and component distribution in the melt, is discussed in Chapter 24. Here, we state that

the diffusion boundary layer can be effectively destroyed by Schlichting vortexes. In

general, mechanical vibration induces convection in most processes that grow crystals
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FIGURE 21.9 Spatial arrangement of transverse magnetic field and electrodes. External applied magnetic field and
electric current circuit. After Ref. [26] with permission from Elsevier.
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from melt or solution. Furthermore, unlike magnetic field applications, the material is

not required to couple to the electrical conductivity and, therefore, can be more freely

selected. Mechanical vibration induces convection in both semiconductor and dielectric

substance melts. A potential limiting factor is the mechanical integration of the system

in the growth chamber. The vibrational device must be rigidly connected to the seed or

melt, and the vibrational amplitude and frequency must be appropriate for the crystal

weight and the stacking fault energy of the material.

Many studies have focused on enhancing heat and mass transfer ahead of the

solid–liquid interface [27,28] and on homogenizing the melt [29,30]. Besides improving

the growth process, researchers have applied vibrations to interface demarcation [31]

and to thermophysical data (viscosity and surface tension) measurements [32]. The

underlying physics is rather challenging and the mechanisms by which vibrations induce

flow in the melt (i.e., Schlichting flow, volume flow, and flow induced by propagating

surface waves) are varied and contentious.

21.5 Flow Instability
21.5.1 The Rayleigh–Bénard Instability

The driving force of crystallization must first be triggered by a temperature distribution.

However, temperature distributions enhance the Rayleigh–Bénard instability, as shown

in Figure 21.11 [33]. As the flow velocity increases, the flow structure generally evolves in

space and time. Such a structure exhibits a time-independent spatial periodicity at the

initial stage of instability. The structure becomes more time dependent as the temper-

ature difference increases. Finally, the structure establishes turbulence, which is char-

acterized by large spatial and temporal dependency.

Instabilities in CZ melts can arise from various sources [33]. Among these, the

vertical temperature profile near the free surface, coupled with density and surface
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FIGURE 21.10 Temperature and oxygen distributions in melt. (a) Three-dimensional temperature distribution in
melt. Isotherms plotted every 3 K. After Ref. [26] with permission from Elsevier.
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tension differences, is considered largely responsible for the spoke patterns observed

on oxide melts [34,35]. As heat is lost from the free surface, the surface temperature

becomes lower than the bulk temperature, and a vertical temperature gradient is

established. If the temperature difference between the top and bottom of the unstable

layer exceeds some critical value, an asymmetric pattern is formed by natural con-

vection [34] (known as the Rayleigh–Bénard instability) or by surface-tension driven

flow [36] (the Marangoni–Bénard instability). Both instabilities are schematized on the

vertical plane in Figure 21.12. The surface temperature profile is modified by small

z
O

r

Crystal

Crucible

FIGURE 21.11 Schematic diagram for spoke pattern in silicon melt. After Ref. [33] with permission from Elsevier.

A AB
TA < TB

ρA   > ρAρB <

σA   > σAσB <

A AB

(a) (d)(c)(b)
FIGURE 21.12 Roll structure stabilization. (a) Fluctuations occur near free surface. (b) Temperature in region B
increases. (c) Temperature differences cause different surface tensions or density and fluid flow in the same
direction as initial fluctuation. (d) Fluctuations change to a stable roll flow pattern.
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fluctuations in the fluid flow. Because the temperature is higher at the bottom than at

the surface, the temperature of region B becomes higher than that of region A,

reducing the surface tension (s) or density (r) in that region (note that both the

temperature coefficient of the surface tension and the thermal expansion coefficient

(b) are negative). This density or surface tension differential induces a fluid flow in the

direction of the initial fluctuations, promoting and stabilizing them (see

Figure 21.12(c)). Therefore, a roll-type flow pattern appears in the melt. These two

types of convection (i.e., natural and Marangoni convection) are usually simultaneous.

Consequently, the extent of symmetry breaking by either the Bénard or the

Marangoni–Bénard convection in the melt of CZ systems is almost impossible to

determine by numerical methods.

21.5.2 Baroclinic Instability

In crystal growth processes, the temperature and impurity distributions are usually

homogenized by rotating the crystal or crucible. Crucible rotation enhances the Coriolis

force, which is based on momentum conservation. The temperature distribution in the

crucible establishes coexisting gravitational and Coriolis force–driven convection. When

the Coriolis force exceeds the force of natural convection, the flow becomes dominated

by horizontal vortices, a condition known as baroclinic instability. Baroclinic instability

is responsible for the transition boundary between axisymmetric and nonaxisymmetric

flow, which is almost uniquely identified in a phase diagram of thermal Rossby number

(RoT) versus the Taylor number (Ta) as shown in Figure 21.13. This phase diagram was

proposed by Fowlis and Hide [37,38], who observed the transition in water and

water–glycerol mixture contained in a rotating annulus. The thermal Rossby number and

the Taylor number are, respectively, given by [39–41]

RoT ¼ gbDTh

u2r2
; (21.27)

Ta ¼ 4r5u2

hn2
; (21.28)

where g, b, and n are the gravitational acceleration, volume expansion coefficient, and

kinematic viscosity, respectively. This instability assumes that a temperature distribution

exists in a rotating system. Therefore, growth can be controlled by controlling the

temperature distribution and rotation rate.

21.5.3 Turbulence

Flow can be laminar (time dependent or independent) or turbulent. In a large

low-viscosity system, such as CZ silicon, the flow is easily changed from laminar to

turbulent. Turbulence also appears when many oscillating modes intercept in oxide

systems. Several models of turbulent flow have been proposed. The Smagorinsky

model [42] describes turbulent convection and transport in large-diameter crucibles.
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The transient governing equations of velocity and temperature in a Si melt are given by

vðrSiuiÞ
vxi

¼ 0; (21.29)

vðrSiuiÞ
vt

þ v
�
rSiuiuj

�
vxj

¼ �vp

vxi
þ meff

v

vxj

�
vui

vxj
þ vuj

vxi

�
þ rSigibT

�
T � Tref

�
; (21.30)

vðrSiT Þ
vt

þ vðrSiuiTÞ
vxi

¼ leff

cpSi

v2T

vx2
i

þ rSiL

cpSi

vfSðTÞ
vt

; (21.31)

where rSi and cpSi are the density and specific heat of silicon, respectively. The last term

in Eqn (21.30) accounts for the buoyancy effect. bT is the thermal expansion coefficient

of the melt. The effective eddy viscosity and effective thermal diffusivity are defined as

meff¼ mþ mt and leff¼ lþ mt/Prt, respectively.

The eddy-viscosity model of melt turbulence is given by [43]

mt ¼ 2rSiðCSDÞ2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2SijSij

p
; (21.32)

where CS is the Smagorinsky constant (equal to 1), and the filter width D is defined

as D¼ (Volume)1/3. The strain rate tensor is expressed as Sij¼ (vui/vxjþ vuj/vxi)/2.

Given the complexity of turbulent phenomena, the understanding and control of

turbulence is a major challenge in fluid dynamics. If properly controlled, future research

may realize large crystals grown from turbulent melts to homogenize impurity and

temperature distributions.
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FIGURE 21.13 Flow mode phase diagram
showing transition from axisymmetric to
nonaxisymmetric flow: (C, ☐) experimental
results [40], (———) transition boundary
after Fowlis and Hide [37], Edys’s linear
boroclinic model [38]. After Ref. [37] with
permission from Elsevier.
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21.6 Impurity Transfer
21.6.1 Boundary Layer

Near the growth interface, the velocity u, concentration c, and temperature T frequently

follow an exponential distribution, with boundary layer thicknesses of dV, dC, and dT,

respectively. The thickness of the velocity boundary layer dV manifests from momentum

transfer through the viscous melt material near the interface. Therefore, the flow velocity

parallel to the interface continuously changes from its bulk fluid value uN to stagnation

uo¼ 0. The segregation effect creates a concentration boundary layer dC, through which

the solid–liquid interface rejects or accumulates components (solvent, impurities, dop-

ants) depending on whether the segregation coefficient ko is less than or greater than 1,

respectively. Because the developing concentration gradient generates diffusive flow,

this zone is commonly called the diffusion boundary layer (Figure 21.14(a)). Finally, the

thermal boundary layer dT describes the transition from the fluid bulk temperature TN to

the solid interface temperature To. Governed by the thermal conductivity through the

interface, dT relates the thermal diffusion to the convective heat transport.

The boundary layer thicknesses depend on the diffusivities of momentum, mass, and

temperature, which differ among systems. Therefore, Figure 21.14 is not universally

representative of these thicknesses [44]. The most fundamental boundary thickness is

the velocity boundary layer dH, to which dC and dT are related by

dDzdH

�
D

n

�1=3

¼ dHSc
�1=3; (21.33)

dTzdH

�a
n

	1=3

¼ dHPr
�1=3: (21.34)

Here, D, n, and a are the mass diffusivity, kinematic viscosity, and thermal diffusivity,

respectively. The Schmidt number, Sc¼ n/D, is the mass transport ratio of momentum

diffusivity to mass diffusivity. The Prandtl number, Pr¼ n/a, defines the heat transfer

ratio of momentum diffusivity to thermal diffusivity.

S ≤ 1 S > 1 Pr  < 1 P ≥S ≤ 1 S > 1 Pr < 1 P ≥ 1 
FIGURE 21.14 Schematic comparison between concentration c, velocity u, and temperature T distributions at the
fluid–solid interface in gases (Sc� 1), liquids (Sc>> 1), liquid metals and semiconductors (Pr< 1), and aqueous
solutions and molten oxides (Pr� 1). Adapted from Proc. ISSCG in Dalian.
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Figure 21.14 has some practical consequences for crystal growth. Liquid metals are

characterized by low Prandtl numbers (Pr< 1), implying low viscosity and high thermal

conductivity. Therefore, in metallic melts, heat transport is conductive rather than

convective, and the thermal boundary layer dT extends farther into the fluid than the

velocity transition region dH. In contrast, in molten oxides and aqueous solutions with

typically low thermal conductivity (Pr> 1), dH is broader than dT. Unlike metal fluids, in

which the temperature field introduced by the heating furnace remains largely unaffected

by convection, the temperature distribution in the melt (i.e., the temperature gradient

near the interface) is markedly influenced by the mass flow mode. In multicomponent

melts (fluxes), Sc>> 1, whereas in gases, 0.1� Sc� 1. Thus, in gases, dD and dH extend by

approximately the same distance, whereas in liquids, dH is much wider than dD. In front of

the gas–liquid interface (the region of highest concentration gradient), the flow velocity is

reduced to relatively small values that barely influence the concentration profile.

21.6.2 Mass Transfer in Gases

Silicon carbide (SiC) is a promising semiconductor material for electronic and opto-

electronic devices operating at high power, high temperature, high frequency, and under

intense radiation, owing to its stable chemical and thermal properties [45,46]. Bulk SiC

crystals are commonly grown by the physical vapor transport (PVT) method, as shown in

Figure 21.15. At present, commercial use of SiC is limited by problems related to SiC

1
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7

1 SiC powder
2 Crucible
3 Insulation shield
4 Pedestal
5 Reflector
6 Furnace wall
7 Coils

2380
2239
2097
1956
1814
1673
1531
1390
1249
1107
966
824
683
541
400

T(K)

(a) (b)

FIGURE 21.15 Typical furnace structure (a) and temperature distribution (b) of PVT method. After Ref. [47] with
permission from Elsevier.
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growth. A major outstanding issue is crystal size. Large crystals tend to be of inferior

quality. Manufacture of large high-quality crystals requires an understanding of the gas

flow in large furnaces. First, the large Grashof number—the ratio between gravitational

and viscous forces—in a large furnace enhances the buoyancy effect. Consequently, the

flow pattern might change from well-known diffusion-dominated flow to convection-

dominated flow. To accurately predict the flow pattern, the incompressible solver

based on the Boussinesq approximation should be replaced with a fully compressible

flow solver. The Boussinesq approximation introduces substantial error, and may even

yield a qualitatively different solution, if the temperature difference a crystal and a wall

exceeds 15 K [48]. Second, a low-pressure system in a large furnace can beneficially

increase the growth rate. When the pressure of the species and the argon gas are of

similar order of magnitude, the fluid density, velocity, pressure, temperature, viscosity,

and conductivity in the Navier–Stokes equations are equally contributed by both

molecules.

The faces of the source and seed crystal are coated by a thin Knudsen layer, whose

phase is between a solid and a vapor [49]. Within the two thin Knudsen layers, the vapor

fluxes and the mass sublimation and deposition fluxes at the seed and source faces are

exactly determined by the Hertz–Knudsen equation. Conceptually, the relationships

between gas and solid may be treated as a kinetic jump of the vapor pressure at the

Knudsen layer [49]. For example, at the seed face, the molar deposition flux is given by

ðciV �DiVciÞ $ n!¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pMi<T

p �
pi � p�

i

�
; i ¼ 1; 2; 3;

ðc4V �DiVc4Þ $ n!¼ 0;

(21.35)

where ci is the molar concentration of species i, V is the Stefan velocity, n! is the unit

normal vector to the surface, which specifies the direction of molar flux, Mi is the mo-

lecular weight of species i, < is the universal gas constant, and p�
i is the equilibrium

pressure of species i. The indexes 1, 2, 3, and 4 represent SiC2, Si, Si2C, and Ar,

respectively. Thus, a thin Knudsen layer-like boundary forms during melt growth and the

solution growth method.

21.6.3 Mass Transfer between Gas and Melt

This subsection discusses the crystallization of silicon ingots for photovoltaic applica-

tions. In the fabrication method, impurities are largely controlled by the gas–melt flow

relationships. Multicrystalline silicon is widely used in the photovoltaic industry because

of its low production cost and its relatively high conversion efficiency when made into

solar cells. The unidirectional solidification method is a cost-effective technique for the

large-scale production of multicrystalline silicon material. Similar to the CZ method,

unidirectional solidification is associated with the transport of impurities [50]. Carbon is

one of the main impurities in multicrystalline silicon. If the carbon concentration ex-

ceeds 1016 atom/cm3, it markedly affects oxygen precipitation during thermal annealing
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of crystals and during device processing of wafers cut from these crystals [51–57]. Oxygen

precipitates provide intrinsic gettering sites for impurities and affect the mechanical

strength of the wafer [51,58,59]. When the concentration of carbon exceeds its solubility

limit in silicon, it precipitates out as silicon carbide (SiC) particles, potentially causing

severe ohmic shunts in solar cells and the nucleation of new grains in silicon ingots [60].

Carbon, oxygen, and SiC particles in solidified silicon ingots can significantly decrease

the conversion efficiency of solar cells. Therefore, the carbon concentration must be

effectively controlled to obtain high-quality crystals. Crystals with low carbon concen-

tration have been experimentally grown in a unidirectional solidification furnace. The

improved furnace design was then validated in global simulations of coupled oxygen and

carbon transports within the furnace.

The basic configurations of unidirectional solidification furnaces are well known

[61–65]. The graphite components, which source most of the carbon in the grown

crystals, include the crucible, heat shields, heaters, and pedestal. The basic processes of

carbon incorporation into a crystal are shown in Figure 21.16. First, the silica (SiO2)

crucible dissolves, releasing oxygen and silicon atoms into the melt. Second, the dis-

solved oxygen atoms are transported to the gas–melt interface and evaporate as SiO gas.

The SiO gas is then removed by the argon gas flow and reacts with all of the graphite

components to produce gas-phase CO. The resultant CO returns to the melt surface by

diffusion or convection and dissolves in the melt. Finally, C and O atoms are assembled

into the crystal [51].

The mechanism of carbon incorporation was fully elucidated in a global simulation

of coupled oxygen and carbon transport within the unidirectional solidification

furnace. The argon gas flow above the melt is shown in Figure 21.17. The simulated

inlet flow rate was 0.8 L/min, the inlet static temperature was 350 K, and the outlet

SiO2O

O

SiOCO

SiOCO
Heater

Crucible

C

C O Crystal

Si

Silicon melt

(1)

(2)

(3)

(4)

(5)
(5)

FIGURE 21.16 The basic processes of
oxygen and carbon incorporation into a
crystal. After Ref. [66] with permission
from Elsevier.
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static pressure was 0.1 atm. A recirculation flow establishes above the melt surface

and a main convection flow passes through the top of the crucible. The upper con-

vection flow hinders the back diffusion of CO from the crucible exterior into the melt.

Therefore, if the upper convection flow is increased and the recirculation flow elim-

inated, CO transportation into the melt might be dramatically reduced. From

Figure 21.17, CO reenters the melt mainly by diffusion flux through the area AB.

Significant reduction of the diffusion area will reduce the CO flux into the melt. To

reduce carbon or oxygen in a grown crystal, we must optimize the flows of gas and the

melt during crystal growth.

21.7 Summary
Melt convection plays an important role in all crystal growth processes. The melt flow

transports mass and heat, and may considerably affect the crystal growth conditions. For

instance, convection may introduce undesired temperature fluctuations and inhomo-

geneous impurity and dopant incorporation, but may also dampen or stir the fluid

phase, which improves the crystal quality. Understanding and controlling convection

remain major challenges for industrial crystal production. Convection is also highly

important in epitaxial processes, as discussed in Volume III. Engineering the melt flow is

essential for increasing the production yield of grown materials. Especially, the flow

structure and strength can be enhanced by external forces such as magnetic fields.

Steady and unsteady Lorentz forces become important in large melt masses. These

measures have greatly benefitted the production of standard crystals such as silicon and

semiconductor compounds, and are applicable to new materials that will be developed

in future information and energy-saving technologies.

0.00038 m/s

0.0089 m/s

Melt

FIGURE 21.17 Gas flow field above the crucible for flow rate of 0.8 L/min and pressure of 0.1 atm. After Ref. [66]
with permission from Elsevier.
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22.1 Introduction
Surface tension acts at the liquid/gas interface (usually called “surface”), and the force

tends to minimize the surface area, i.e., surface energy. Therefore, in the absence of

other forces, including gravity force, the floating quiescent liquid volume takes a

perfectly spherical shape.
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From a microscale viewpoint, the unbalanced forces of intermolecular attraction at

the liquid surface result in the attracted forces into the bulk liquid because the attraction

of the underlying molecules is greater than the attraction by the vapor or other gas

molecules on the other side of the surface. This inward attraction force causes the

surface contraction and gives rise to a force in the plane of the surface, namely surface

tension. Surface tension of water is larger than that of organic liquids, and, furthermore,

surface tension of molten metals and semiconductors is approximately five or ten times

as large as that of water. This is due to the differences of intermolecular forces;

the hydrogen bond and metallic bond exist between water molecules and between metal

atoms as the attractive forces, respectively, although the force between organic mole-

cules is only van der Waals force.

The surface tension of common liquids decreases with temperature. Therefore, the

surface tension–induced shear stress acts from a region of higher temperature to that of

lower temperature along the liquid surface when a temperature gradient exists on the

surface as shown in Figure 22.1. Considering the force balance across an infinitesimal

length dx on the surface, the following equation for the shear stress along the surface s is
obtained if the viscous force from the gas phase can be negligibly small.

sdx ¼ �m

�
vu

vz

�
dx ¼ �dg ¼ �

�
vg

vT

��
vT

vx

�
dx (22.1)

Here, T, u, g, (vg/vT) and m are temperature, x-component of velocity, surface tension,

temperature coefficient of surface tension and liquid viscosity, respectively. The shear

stress due to the surface tension gradient in Eqn (22.1) drives the flow in the liquid. This

phenomenon is called the Marangoni effect, and the induced flow is Marangoni flow

(convection), named after the Italian physicist Carlo Giuseppe Matteo Marangoni

(1840–1925). Since the surface tension gradient is caused not only by difference in

temperature but also by that in concentration of surface active solute C or surface

adsorption of surfactant G, Eqn (22.1) is generally rewritten as follows:

sdx ¼ �
�
vg

vT

��
vT

vx

�
dx �

�
vg

vC

��
vC

vx

�
dx �

�
vg

vG

��
vG

vx

�
dx (22.2)

In every crystal growth process with the melt-free surface, e.g., the Czochralski (CZ)

growth, floating-zone (FZ) growth, horizontal Bridgman (HB) growth, edge-defined

film-fed growth (EFG), and also solution or flux growth techniques, the surface

x

z

Gas phase

Liquid phase

u(z)

: low : high
T : high T : low

dx

FIGURE 22.1 Schematic diagram of Marangoni flow.
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tension–driven Marangoni convection occurs because the temperature gradient and

also concentration gradient in the mixed materials should exist along the melt or so-

lution surface (the following concentrate on melt growth only, but all fundamentals are

applicable for solution and flux growth, too).

Melt convection, e.g., buoyancy convection or forced convection due to crystal or

crucible rotation in the CZ growth, affects heat and mass transfer in the melt and crystal,

and consequently, the spatial homogeneity of impurities or dopants and formation of

microdefects in semiconductor crystals, and also melt/crystal interface inversion and

crack formation in oxide crystals. Marangoni convection in the melt should also exhibit

similar effects with regard to the crystal quality. Some pioneers of Marangoni convection

research in the field of crystal growth include Chang and Wilcox [1,2], Chang et al. [3],

Clark and Wilcox [4], for numerical simulation research; Chun and Wuest [5,6], Schwabe

et al. [8], Schwabe and Scharmann[9], Schwabe [10], for experimental research; these

researchers have carried out a large number of experiments with real or model materials

and numerical simulations for Marangoni convection. The opportunity to conduct sci-

entific experiments in a microgravity environment triggered intensive studies on

Marangoni flow in low and high Prandtl number liquids, because the Marangoni flow is a

typical gravity-independent phenomenon but is often obscured by buoyancy convection

on the ground whose direction is generally the same as that of Marangoni convection.

In this chapter, firstly, the measured values of surface tension and its temperature

coefficient of molten semiconductors and oxides that are key thermophysical properties

in numerical simulations and discussions on Marangoni convection will be introduced

in Section 22.2, and then general considerations of the Marangoni effect, i.e., thermo-

and solutocapillary flows, Marangoni–Benard convection and hydrothermal wave, will

be described in Section 22.3. Finally, the Marangoni convection in important melt

growth techniques, such as Czochralski, floating-zone, horizontal Bridgman growth, and

others will be discussed in detail in Section 22.4.

22.2 Surface Tension of Molten Materials
22.2.1 Surface Tension of Molten Silicon

Figure 22.2 shows the temperature dependences of surface tension of molten silicon [12].

The thin lines in the figure are the surface tensions collected in the paper by Keene [13],

who, in 1987, reviewed the studies on the surface tension of molten silicon based on 26

previous papers; the thick lines are the data measured after Keene’s review plus the data

by Yuan et al. [12]. From the figure, it is found that there are considerable variations in

the measured data of surface tension, and, moreover, the maximum variation in its

temperature coefficient might be more than one digit. Although Keene [13] pointed out

that the reason why some surface tensions of the thin lines in Figure 22.2 are relatively

lower than the others might be due to the presence of oxygen in molten silicon acting as
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a contaminant, there was no study in which the effect of oxygen on surface tension of

molten silicon was quantitatively investigated before his review.

Mukai et al. [14,15] investigated the effects of temperature and oxygen partial pres-

sure in argon atmosphere PO2
on surface tension of molten silicon using a sessile droplet

method. Figures 22.3 and 22.4 show the measured results of surface tension and its

temperature coefficient of molten silicon, respectively. The dotted lines in the figures

correspond to the following equations fitted to the measured data:

(Surface tension)

g ¼ 831� 29:5 ln
�
1þ 3:88� 1010P

1=2
O2

�
at 1693 K (22.3)

g ¼ 814� 30:1 ln
�
1þ 3:06� 1010P

1=2
O2

�
at 1723 K (22.4)

g ¼ 793� 30:6 ln
�
1þ 2:47� 1010P

1=2
O2

�
at 1753 K (22.5)

g ¼ 774� 31:0 ln
�
1þ 1:01� 1010P

1=2
O2

�
at 1773 K (22.6)

(Temperature coefficient of surface tension)

dg=dT ¼ �0:90þ 0:370 ln
�
1þ 6:62� 1010P

1=2
O2

�
� 0:387 ln

�
1þ 8:22� 109P

1=2
O2

�
ð1693K < T < 1773K; PO2

< PO2; sat Þ
(22.7)

Here, PO2;sat is the equilibrium oxygen partial pressure at which SiO2 can be formed at

the molten silicon surface. These results suggest that the surface tension and its
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FIGURE 22.2 Surface tension of molten silicon
measured by various researchers. The
reference number given in each line
corresponds to that used in Yuan et al. [12].
(From Ref. [12].)
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FIGURE 22.3 Surface tension of molten
silicon as a function of logarithmic oxygen
partial pressure in argon. (From Ref. [15].)

FIGURE 22.4 Relation between the temperature
coefficient of surface tension and the oxygen
partial pressure. (From Ref. [15].)
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temperature coefficient strongly depend on the oxygen partial pressure in the atmo-

sphere; in other words, control of partial pressure is important for the measurement of

surface tension. Comparing the values in Keene’s review with the measured values by

Mukai et al. [15], it can be inferred that low surface tension of approximately 700mN/m

in Figure 22.2 might be measured at oxygen partial pressure higher than PO2;sat and the

melt surface might be oxidized.

Recently, a droplet oscillation method using an electromagnetic levitator has been

proposed as a method to precisely measure surface tension of molten materials [16,17].

This containerless method, by which surface tension can be determined from the

oscillatory frequency of electromagnetically levitated droplet shape, has the following

advantages: (1) the contamination from the container to hold a sample is completely

avoidable, (2) measurement at high temperature is possible because of preventing the

reaction with container wall, (3) measurement under undercooling conditions is possible

without inhomogeneous nucleation at container wall, and (4) control of surrounding

atmosphere is easy. Since these advantages allow the measurement to be performed in a

wide range of temperature including undercooling condition, measurement un-

certainties of surface tension and its temperature coefficient can be reduced. Although a

droplet oscillation method with an electrostatic levitator has been also used to measure

the surface tension of molten silicon [18,19], this measurement method must be oper-

ated only in low pressure to prevent electric discharge.

Figure 22.5 shows the relationship between temperature and surface tension of

molten silicon measured with an electromagnetic levitator [16], considering the

dependence of oxygen partial pressure in surrounding atmosphere, PO2
. In the figure, the

values measured by Mukai et al. [15] are also shown. Increasing PO2
, the surface tension

FIGURE 22.5 Surface tension of molten silicon measured by electromagnetically levitation technique. (From
Ref. [16].)
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decreases due to the adsorption of surface active element, namely oxygen, and the

absolute value of its temperature coefficient also decreases gradually. These trends are

almost the same as those by Mukai et al. [15], although the absolute value is different.

From the figure, it is found that the degree of undercooling becomes smaller, and,

consequently, the temperature range to measure the surface tension becomes narrow as

PO2
increases. This is due to the increase in the equilibrium temperature of SiO2–O2

system with PO2
. The star plots in the figure are the calculated equilibrium temperatures

for each PO2;sat at which SiO2 is generated at the melt surface, and coincide with the

minimum temperatures to measure the surface tension except for PO2
¼ 5:43� 10�24 Pa:

The measurement certainty of surface tension in Figure 22.5 was approximately 5%.

Since adsorption of surface active element, oxygen on the surface of molten metals, is

always an exothermic process, at highly increased temperatures the oxygen molecules

desorb, and consequently the surface tension should approach the value of pure (oxygen

free) molten metals. Considering the temperature dependence of surface tension itself is

negative as well, it can be inferred that the surface tension of molten materials under an

oxygen atmosphere takes its maximum value at a certain temperature. Recently, it was

demonstrated by experiments using an electromagnetic levitator that the temperature

dependence of surface tension of molten materials such as iron and silver is boomerang

shaped [20,21]. In the case of molten silicon, however, the temperature dependence of

surface tension is only negative as shown in Figure 22.5 because the surface is covered by

stable SiO2 film at high PO2
.

22.2.2 Surface Tension of Other Molten Semiconductors

Besides molten silicon, the surface tension measurements of molten germanium and

SixGe1�xhave alsobeenperformed.Rhimand Ishikawa [22]measured the surface tensionof

molten germaniumby an oscillating dropmethodwith an electrostatic levitation technique

in a temperature range of 1160–1430 K in a vacuum, and indicated the temperature

dependenceg¼ 583� 0.08(T� 1211)mN/m (measurement uncertainty:<2%). Kaiser et al.

[23] also carried out the surface tension measurement of molten germanium by a sessile

drop method and obtained the temperature dependence g¼ 591� 0.08(T� 1211)mN/m.

For molten SixGe1�x, the concentration (x) dependence of surface tension has been

investigated as well as the temperature dependence. Cröll et al. [24] measured the sur-

face tension of molten SixGe1�x by a sessile drop method and obtained the concentration

coefficient of surface tension, þ2.2� 10�3 N/(m.at%Si) for 0.02< x< 0.13. In addition,

they revealed that the average temperature coefficient of SixGe1�x in this concentration

range was �0.07� 10�3 N/(mK), which was almost the same as that of pure molten

germanium. Recently, Chathoth et al. [25] measured a unique concentration depen-

dence of molten SixGe1�x surface tension by using an electromagnetic levitation tech-

nique in microgravity environment. Here, the surface tension of molten SixGe1�x took a

minimum at approximately x¼ 0.25 for liquidus temperature, although this experi-

mental fact has already been predicted by a molecular dynamics simulation [26].
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For molten compound semiconductor GaAs, Shetty et al. [27] measured the surface

tension as a function of As concentration in a temperature range of 1513–1553 K by using

a sessile drop method, and proposed the following temperature and concentration de-

pendences of surface tension g¼�0.96T� 10000rþ 1670mN/m (r¼ the amount of

excess As in ampoule (g)/vapor space in ampoule (cm3)). Similarly, Rupp and Müller [28]

measured the temperature dependence of the surface tension of GaAs by a sessile drop

method under As vapor pressure controlled in a temperature range of 1370–1610 K, and

obtained, for instance, g¼ 401mN/m and dg/dT¼�0.18mN/(mK) at the melting point

1511 K, respectively. Including the above surface tensions of molten GaAs, the surface

tensions of molten compound semiconductors measured before 1992 were reviewed by

Nakamura and Hibiya [29].

22.2.3 Surface Tension of Molten Oxides

Comparing with surface tension of molten semiconductors described above, the amount

of data for the surface tension of molten oxides is limited. Shigematsu et al. [30]

measured the surface tension of molten LiNbO3 by the du Nouy ring method in a

temperature range of 1250–1340 K. The measurement error was �0.03 N/m, and the

temperature coefficient of surface tension of molten LiNbO3 was �3� 10�4 N/(mK).

Tokizaki et al. [31] investigated the effect of additional impurity, MgO, on the surface

tension of congruent LiNbO3 in a temperature range of 1250–1450 K, and revealed that

the temperature dependences at 0 and 5mol% MgO were 400.4� 7.98� 10�2TmN/m

and 491.8� 1.75� 10�1TmN/m, respectively. Recently, Nagasaka and Kobayashi [32]

have developed a new noncontact method for measuring the surface tension of molten

oxides in which the propagation of thermally exited capillary wave with nanometer-

order amplitude, namely ripplon, was detected by a surface laser–light scattering

(SLLS) apparatus, and revealed the temperature dependence of surface tension of

molten LiNbO3 in Ar gas and dry air atmospheres, i.e., g(Ar)¼ 311.7� 0.0736(T� 1526)

mN/m (measurement uncertainty: �2.6%) and g(air)¼ 296.4� 0.1642(T� 1526)mN/m

(measurement uncertainty: �1.9%), respectively.

22.3 Marangoni Convection
22.3.1 Thermo-Solutocapillary Convection

Consider the steady, two-dimensional flow and thermal fields in a thin liquid layer of

depth d and width L as shown in Figure 22.6, where the bottom of the layer is adiabatic

and the temperatures on the left and right sides are TH and TC (<TH), respectively. When

the temperature distribution in x-direction along the surface of the layer is linear, the

distribution of surface tension in x-direction g(x) is given as follows:

gðxÞ ¼ gðTHÞ �
�
vg

vT

��ðTH � TCÞx
L

�
: (22.8)
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Here, it is assumed that the flow in the layer is governed by the Stokes equation without

external forces, which neglects the nonlinear inertial term. Considering that the fluid

motion in x-direction is dominant and the z-component of velocity is negligibly small in

the region far away from both sides of the layer, the momentum and energy equations for

x-component of velocity u and T there are given by the following equations.

m

�
v2u

vz2

�
¼ 0; (22.9)

u

�
dT

dx

�
¼ k

�
v2T

vz2

�
(22.10)

where k and m are thermal diffusivity and viscosity, respectively, and dT/dx is the lon-

gitudinal temperature gradient on the surface. If the volume of the liquid layer is finite,

the circular flow that satisfies the mass balance expressed by Eqn (22.11) appears in the

layer, as shown in Figure 22.6.

Zd

0

udz ¼ 0 (22.11)

Solving Eqns (22.9) and (22.10) under the constraint condition of Eqn (22.11) and the

following boundary conditions,

At wall surface ðz ¼ 0Þ: u ¼ 0; (22.12)

At wall surface ðz ¼ 0Þ: vT

vz
¼ 0 (22.13)

At liquid surface ðz ¼ dÞ: m
�
vu

vz

�
¼

�
vg

vT

��
dT

dx

�
; (22.14)

At liquid surface ðz ¼ dÞ: vT

vz
¼ 0 (22.15)

the equations for x-component of velocity u and temperature T are obtained as follows:

u ¼ 1

4md

�
vg

vT

��
dT

dx

��
3z2 � 2zd

	 ¼ 1

m

�
vg

vT

��
dT

dx

�
z þ 3

4md

�
vg

vT

��
dT

dx

�
zðz � 2dÞ (22.16)

T ¼ 1

16mkd

�
vg

vT

��
dT

dx

�2�
z4 � 4

3
dz3 þ 1

3
d4

�
(22.17)

Figure 22.7 shows the distribution of u and T in Eqns (22.16) and (22.17). Also, the surface

velocity of the liquid layer, i.e., the maximum velocity in Eqn (22.16), umax, is a quarter of

the surface velocity without the reverse flow, i.e., the first term of the u in Eqn (22.16).

umax ¼ d

4m

�
vg

vT

��
dT

dx

�
(22.18)

TH TCd

L

x
z

FIGURE 22.6 Thin liquid layer.
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Note that the simple one-dimensional distributions expressed by Eqns (22.16) and

(22.17) are applicable only at the central region in the liquid layer with sufficiently large

aspect ratio L/d, and that the two-dimensional velocity distributions of return flow

definitely appear near both sides of the layer as shown in Figure 22.6.

The flow induced by surface tension gradient due to the temperature distribution along

the surface of a thin layer, such as expressed by Eqn (22.16) or shown in Figure 22.7, is

Marangoni convection introduced in Section 22.1, and also called thermocapillary con-

vection. Besides, the similar convection induced by the concentration gradient of solute

along the surface of a solution is called solutocapillary convection. The thermo- and sol-

utocapillary convections are characterized by the following Marangoni numbers, Ma,

respectively:

Thermocapillary Marangoni number : Ma ¼


vg
vT



�DT
L

�
d2

mk
(22.19)

Solutocapillary Marangoni number : Ma ¼


vg
vC



�DC
L

�
d2

mD
: (22.20)

Here, vg/vT and vg/vC are the temperature and concentration coefficients of surface ten-

sion, DT and DC are the temperature and concentration differences, D is diffusion coeffi-

cient, and L or d is the characteristic length, e.g., width and depth of the layer in Figure 22.6,

respectively. In some cases, the following Reynolds numbers Reg are used instead ofMa:

Thermocapillary Reynolds number : Reg ¼ Ma

Pr
¼



vg
vT



�DT
L

	
d2

mn
(22.21)

FIGURE 22.7 Marangoni flow pattern and temperature distribution in a thin liquid layer,

where

8>>><
>>>:

u� ¼ m

ðvg=vTÞðdT=dxÞd u ¼ 1
4

�
3z�2 � 2z�

�

T � ¼ mk

ðvg=vTÞðdT=dxÞ2d3
T ¼ 1

16

�
z�4 � 4

3
z�3 þ 1

3

�
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Solutocapillary Reynolds number : Reg ¼ Ma

Sc
¼



vg
vC



�DC
L

	
d2

mn
: (22.22)

Here, Pr (¼n/k) and Sc (¼n/D) are the Prandtl and Schmidt numbers, and n is kinematic

viscosity.

Figure 22.8 shows the numerical results of the changes in the pattern of two-

dimensional Marangoni convection in a liquid layer with low Prandtl number

Pr¼ 0.01 for increasing values of Ma, where the cold and hot sides are on the left and

on the right of each layer, and additionally both upper and lower boundaries are

adiabatic [33]. For small Ma, the flow in the layer is simply unicellular and reveals a

parallel flow state in the central region of the layer with the exception of an upwind

region close to the hot sidewall in which the flow is accelerated and a downwind region

close to the cold sidewall in which the flow is decelerated. As Ma increases, however,

the circulation flow near the cold sidewall develops and the secondary cell appears in

the overall circulation.

In the case of a thick liquid layer, buoyancy (Rayleigh) convection is also induced due

to density variations in the layer as well as Marangoni convection if a horizontal

FIGURE 22.8 Structure of Marangoni convection in two-dimensional liquid layer for Pr ¼ 0.01 and L/d¼ 4: Ma¼
(a) 10, (b) 100, and (c) 1000. (From Ref. [33].)
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temperature gradient exists in the layer. The buoyancy convection can be characterized

by the following Rayleigh number Ra or Grashof number Gr:

Ra ¼ bTgðDT=LÞd4

mk
¼ Gr $Pr; (22.23)

where bT is volumetric expansion coefficient of the layer and g is gravitational acceler-

ation. Considering the ratio of Rayleigh number to Marangoni number, i.e., the dynamic

Bond number defined by

Bod ¼ Ra

Ma
¼ bTgd

2

jvg=vT j (22.24)

it is found that buoyancy convection weakens rapidly if the depth of liquid layer d or the

gravitational acceleration g decreases.

22.3.2 Marangoni–Benard Instability

Benard [34] carried out an experiment in which a horizontal liquid thin layer was heated

from the bottom. When the heating rate is small, the liquid layer is quiescent, and heat

transfers from the bottom to the top surface across the layer by conduction, being lost to

the surroundings. In contrast, when the heating rate increases and the temperature

difference across the layer exceeds a critical value, convection with aesthetic hexagonal

patterns appears in the layer as shown in Figure 22.9 [35]. Here, the fluid streams up at

the center of the hexagonal cell and flows down at the cell edges, and, moreover, it was

found by the interferometric observations of surface deformation that the center of the

cell is concave, whereas the cell edge is convex. Such convection is called the

Marangoni–Benard convection induced by the Marangoni instability. The Marangoni

FIGURE 22.9 Marangoni–Benard
convection in a thin liquid layer. (From
Ref. [35].)
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number MaMB, in this case is defined by jvg/vTjDTd/mk using the temperature gradient

across the layer (DT/d) in Eqn (22.19). Although the thermocapillary or Marangoni

convection in the previous section is absolutely induced if only a small horizontal

temperature gradient exists along the surface of liquid layer, there is a critical value of

temperature gradient across the layer that can initiate the Marangoni–Benard convec-

tion. Such a critical value, namely, the critical Marangoni numberMaMB
c , can be found by

the linear stability analysis of the Marangoni instability [36]. In the analysis, the insta-

bility of the basic state, where a liquid layer with a finite depth d is quiescent and a linear

temperature profile T0(z) is applied across the layer as shown in Figure 22.10, with

respect to infinitesimal perturbations of velocity and temperature is examined. When the

force induced by the surface tension gradient due to the perturbations overcomes the

frictional viscous damping, we expect that the basic state is destabilized and then

patterned convection occurs as shown in Figure 22.10. According to the results of the

analysis, MaMB
c varies depending on the boundary conditions at the bottom surface and

Bi (defined by hd/k with thermal conductivity k and heat transfer coefficient h) at the

liquid surface. For instance, when the bottom of the layer is solid and its temperature is

fixed, and moreover the surface of the layer is adiabatic, MaMB
c ¼ 80: In contrast, when

both the rigid bottom and top of the layer are adiabatic, MaMB
c ¼ 48: As MaMB increases,

moreover, a new secondary pattern emerges, where the regularly assembled hexagons

are replaced by a flow with another type of topology [37–39].

The linear stability analysis for a combination of the Rayleigh and Marangoni in-

stabilities in a liquid layer heated from the bottom was carried out by Nield [40], who

demonstrated that the onset condition of motion by the mixed effect could be predicted

by the following correlation:

MaMB

MaMB
c

þ Ra

Rac

y1: (22.25)

Here, Rac is a critical value of Ra for the onset of buoyancy-driven convection, i.e.,

Rac¼ 669 for a liquid layer with adiabatic surface and constant temperature bottom. At

and above Rac, the buoyancy force overcomes the frictional viscous damping, and then

the roll-patterned convection appears in the layer. Since Ma scales linearly with the

depth of the layer d, whereas Ra exhibits a cubic dependence on d, the Marangoni

instability becomes more dominant as d decreases.

z

x

d

T0 T0+θ

w
u

Rigid bottom

Free surface

y
v

FIGURE 22.10 Schematic diagram of Marangoni instability, where u, v, w, and q are the perturbations of velocity
components and temperature.
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22.3.3 Hydrothermal Wave

The thermocapillary convection (Marangoni flow) is driven by temperature-induced

surface tension variations along the surface of a thin liquid layer as shown in

Figure 22.6. When the temperature gradient along the liquid surface is relatively small, a

two-dimensional surface flow directs from the hot side to the cold side, and a return

flow appears at the bottom of the layer. However, this steady flow becomes unstable

under a large temperature gradient. Smith and Davis [41] carried out a linear stability

analysis of thermocapillary flow in an infinitely extended liquid layer with a depth

d subjected to a constant horizontal temperature gradient (dT0/dx) and with adiabatic

bottom solid surface and free surface in the absence of gravity force, i.e., the flow and

temperature distributions in this case are expressed by Eqns (22.16) and (22.17) and

Figure 22.7. This two-dimensional flow becomes unstable when the temperature

gradient, or Marangoni number MaHTW (¼jvg/vTj(dT0/dx)d2/mk), exceeds a certain

threshold value. At and above the critical Marangoni number MaHTW
c , which is

completely different from a critical Marangoni number MaMB
c for the onset of

Marangoni–Benard convection in section 22.3.2, there appears a bunch of traveling

oblique hydrothermal waves (HTWs), i.e., a group of roll cells propagates from colder

region to hotter region. The propagation direction (wave vector of the HTWs) makes an

angle q with respect to the temperature gradient as shown in Figure 22.11. The

figure also shows q and MaHTW
c as a function of Pr. For low Pr liquids, the propagation

direction is nearly perpendicular to the basic flow, while, for high Pr liquids, the waves

propagate almost in the upstream direction.

Cold Hot
Temperature gradient dT0/dx

x

y
Surface flow

(a) (b)

(c)
Pr

Pr

M
a c

H
TW

θ

θ

FIGURE 22.11 (a) Schematic of
HTWs propagation from top view.
(b), (c) Effect of Pr on propagation
angle q and critical Marangoni
number. (From Ref. [41].)
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After the work of Smith and Davis [41], the HTWs have been confirmed by the ex-

periments using thin rectangular pools of silicone oils with different Prandtl numbers as

well as numerical simulations. Figure 22.12 shows an instantaneous infrared thermograph

on the free surface of 1 cSt silicone oil layer (Pr¼ 13.9) with a depth of 1mm [42]. The

thermal waves are obliquely propagating from the cold wall to the hot wall as the theory of

Smith and Davis predicts. Figure 22.13 shows a numerical results of flow field in a layer for

Pr¼ 10.3, MaHTW¼ 1000, and aspect ratio As¼ L/d¼ 10 (L: width of the layer) [43]. It is

found that, in the region outside the vicinity of the hot wall, secondary multicellular

vortices are superimposed upon the basic return flow. The secondary vortices travel to-

ward the hot wall, rotating in the same direction as the basic return flow, and cause the

oblique thermal wave to propagate over the free surface as shown in Figure 22.12. In

addition, it was revealed by the linear stability analysis of an infinitely extended liquid

layer that a critical Marangoni number for the onset of the HTWs becomes larger in the

presence of buoyancy force in liquid pool of Pr ¼ 13.9 fluid [44] and increases with the

heat transfer rate from liquid (Pr < 1.0) free surface to the surroundings [45].

H
ot w

all C
ol

d 
w

al
l

Propagating

30 mm

FIGURE 22.12 Instantaneous thermograph of HTWs on a 1.0-mm-deep layer viewed from above. (From Ref. [42].)

Ti
m

e

Propagation direction of HTW

FIGURE 22.13 Instantaneous streamlines in the liquid layer near the hot wall at three instants. Time is increasing
from the top to bottom. (From Ref. [43].)
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However, the HTWs theory by Smith and Davis [41], in which the thermocapillary

flow in an infinitely extended liquid layer was assumed as the basic state, is not directly

applicable to the flow in liquid layer with finite extent, such as Figure 22.6, because the

existence of the heat transfer walls significantly changes the base state from Figure 22.7

and the spatial structure of disturbances. The experimental and numerical results of the

HTWs in Figures 22.12 and 22.13, strictly speaking, are influenced by both sidewalls. For

instance, there is a steady vortex near the hot wall and thermal boundary layers beside

the hot and cold walls. Because of the steep temperature changes in the thermal

boundary layers in high Pr liquid pools, the actual temperature gradient along the sur-

face is much smaller than the apparent gradient DT/L where DT is the temperature

difference between the heat transfer walls. In a deep liquid layer in the presence of

gravity, a steady vortex appearing near the heated side of the layer becomes stronger and

its shape changes to ellipsoid as DT increases, and, consequently, the transition from

two-dimensional steady flow to three-dimensional steady flow occurs due to the elliptic

instability [46]. Since there is no thermal boundary layer in a low Pr liquid layer with

finite extent, the surface flow is accelerated over the entire surface due to the Marangoni

effect, and a strong vortex flow appears near the cold wall as shown in Figure 22.8(c).

Consequently, the oscillatory flow similar to the HTWs arises due to the centrifugal

instability in the vortex flow [47]. Such a variety of hydrodynamic instabilities modify the

stability limit of two-dimensional steady thermocapillary flow in finite liquid layers.

22.4 Marangoni Convection in Crystal Growth
22.4.1 CZ Crystal Growth System

22.4.1.1 Silicon Crystal Growth
As mentioned in section 22.2.1, surface tension of molten silicon decreases with tem-

perature. Therefore, the surface tension-induced shear stress, whose direction is from a

region of higher temperature near the crucible to that of lower temperature near the

crystal, gives rise to the thermocapillary (Marangoni) convection in the Czochralski (CZ)

silicon melt. However, in addition to thermocapillary force, the flow in the CZ melt is

also governed by the interaction of various driving forces for fluid flow, namely buoyant

force, centrifugal force, and Coriolis force. For instance, the ratio of the buoyancy to

thermocapillary forces (Bod) in a practical silicon CZ crucible is not small, but it might be

difficult to evaluate the contribution of thermocapillary force on the melt flow since

these two forces act in the same direction to drive the flow. Additionally, today’s

semiconductor industry requires large crystals grown in large crucibles, and, conse-

quently, the magnitudes of these interacting forces increase and the melt flow becomes

three dimensional, time dependent, and even turbulent accompanying with velocity and

temperature fluctuations.

Recent numerical studies [48–51] investigated the contribution of Marangoni effect to

the turbulent melt flow in a relatively large CZ crucible based on the “bulk-flow model”
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that considers only the flow and thermal fields in the crucible. These simulations used a

direct numerical simulation (DNS) or a large-eddy simulation (LES). Figure 22.14 shows

the calculated flow and thermal fields in the CZ silicon melt with and without Marangoni

effect by using the DNS [48]. Here, the crystal diameter (2Rs) is 10.4 cm, the crucible

diameter (2Rc) 36 cm, and the maximummelt depth (Hc) 10 cm, as shown in Figure 22.14

(a). The crystal and crucible are rotated in opposite directions at 20 and 2 rpm,

respectively, and Gr (¼gbTHc
3DTmax/n

2)¼ 4.1� 108, Ma (¼jvg/vTjPrDThor(Rc� Rs)/rn
2;

DThor : horizontal temperature difference)¼ 1.2� 105 and Re (¼UcRc
2/n; Uc : crystal

rotation rate)¼ 3176. The azimuthal-and-time-averaged radial velocity distributions

below the melt-free surface in (b) indicate that the Marangoni effect enhances the in-

ward radial velocity on the melt surface except near the sidewall of the crucible. The

calculated time-averaged thermal field on a vertical plane through the crucible axis in

(c) demonstrated that the regions underneath and around the crystal become cooler, but

the temperature of the melt-free surface increases and the radial temperature gradients

along the surface become smaller owing to the enhanced flow induced by the Marangoni

effect. In addition, the net radial mass flow rate near the crystal enhanced by surface

tension–driven flow brings about better mixing, and thus influences the temperature

fluctuations and turbulent kinematic energy in the melt. Similar numerical simulations

Melt

Crucible

36 cm

10.4 cm
Crystal

10 cm

r

z

Without Marangoni effect

With Marangoni effect

(a)

(b) (c)

FIGURE 22.14 Effect of Marangoni convection on velocity and thermal fields in the CZ silicon melt. (From
Ref. [48].) (a) Geometry of the CZ crucible model, (b) Azimuthal-and-time-averaged radial velocities at different
heights with and without Marangoni effect, (c) Time-averaged isotherms on a vertical plane with and without
Marangoni effect.
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of CZ silicon melt flow considering the Marangoni effect have been carried out in the

absence of crystal [49] or varying the Marangoni number to take into account the

dependence of surface tension on the oxygen partial pressure in the atmosphere [51].

The Marangoni flow also influences the spatial and temporal distributions of impurities

through the velocity and temperature fluctuations, particularly near the edge or un-

derneath the pulling crystal, and, consequently, the quality of the crystal, e.g.,

microsegregations.

22.4.1.2 Oxide Crystal Growth
It is well known that so-called spoke patterns are observed on the melt surface in the

CZ crystal growth of oxides as shown in Figure 22.15 [52], and similar patterns were

also reported in silicon CZ systems [53,54]. There have been several discussions

concerning the mechanism of spoke pattern formation in the oxide melt. Miller and

Pernell [55,56] carefully observed the spoke patterns in a mimic garnet melt, i.e.,

water in an open cylindrical container, and provided Figure 22.16 as an illustration of

the flow near the surface. They speculated that the Marangoni effect could be the

possible cause of the pattern. Moreover, Shigematsu et al. [30] and Morita et al. [57]

observed the spoke and network patterns in LiNbO3 melt and also in Ti-doped Al2O3

melt, and supported the Marangoni (thermocapillary and/or solutocapillary) effect as

the prime cause of spoke patterns. In contrast, Jones [58,59] observed a similar

pattern on the water surface in a cylindrical container mimicking the CZ crucible, and

attributed its cause to buoyancy-driven instability. However, it might be difficult to

identify the mechanism of spoke patterns only through the experiments, because the

buoyancy and Marangoni convections coexist in the melt at least under the terrestrial

condition, and there is no method to visualize the flow and temperature fields in the

real oxide melt.

Jing et al. [60,61] have demonstrated the mechanism of the spoke patterns on the melt

surface for the first time by numerical simulations based on the bulk-flow model.

FIGURE 22.15 Spoke patterns observed on the LiNbO3 melt surface without the crystal. (From Ref. [52].)
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Figure 22.17 shows the top and meridional views of the calculated velocity vectors and

isotherms in the LiNbO3 melt (Pr¼ 13.6) without the crystal in the absence of Marangoni

convection [60]. Here, the crucible sidewall is heated at a constant heat flux, the bottom

is assumed to be adiabatic, and heat loss from the melt surface to the ambient is

considered to be due to radiation alone. Under a condition of Gr (¼gbTTmRc
3/n2)¼

2.62� 105 and Reg¼ 0, a steady, axisymmetric flow due to the buoyancy is generated in

the melt. In contrast, when the Marangoni effect is taken into account, the flow and

Crucible wall

Melt free surface

FIGURE 22.16 Schematic illustrating the geometry of the flow in the surface region. (From Ref. [56].)

FIGURE 22.17 The top views (a and b) and the meridional views (c and d) of the velocity vectors and isotherms of
the axisymmetric, steady convection without Marangoni effect. (From Ref. [60].)
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temperature fields become three-dimensional and time-dependent, as shown in

Figure 22.18, where Reg (¼jvg/vTjTmRc/rn
2)¼ 2.32� 104. The azimuthal velocities

emerge and converge at several spoke-like lines (Figure 22.18(a)), and the surface tem-

perature pattern (Figure 22.18(c)) is similar to the observed pattern of Figure 22.15. The

converging lines in Figure 22.18(a) coincide with the dark lines on Figure 22.18(c) where

the surface temperature is lower than the other parts on the surface. In addition, it is

found that the secondary flow is generated in the upper corner where the hot melt as-

cends to the melt surface, flows on the surface toward the crucible wall, and descends

along the wall. However, such three-dimensional flow structures appear just below the

melt surface, and the flow and temperature fields become nearly axisymmetric in the

lower region, as shown in the circumference views of Figure 22.18(d) and (e), which also

show the generations of many longitudinal roll cells (extending their axes in a radial

direction) beneath the melt surface. These numerically simulated flow structures in the

surface region coincide with those in Figure 22.16. When the crystal is touched on the

melt surface, a regular spoke pattern shown in Figure 22.19 is generated on the melt

surface [61], but the flow and temperature distributions in the lower melt zone are

(a)

 
22 mm/s 

(b)

 
T = 2 K 

(c)

 

16 mm/s 

(d) 

R = 0.75 

(e) 

R = 0.75 
T = 1 K 

Δ

Δ

FIGURE 22.18 The calculated flow and thermal fields in the LiNbO3 melt in the presence of the Marangoni effect.
(a) Surface velocity vectors, (b) surface isotherms, (c) visualized gray-scale surface temperature, (d) circumference
view of velocity vectors, and (e) circumference view of isotherms (R: radial distance scaled with Rc). (From Ref. [60].)
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almost axisymmetric, like those shown in Figure 22.18. The numerical results including

Figures 22.17–22.19 suggest that the spoke patterns are caused by the Marangoni–Benard

instability in a thin thermal boundary layer just below the melt surface. However, the

polygonal roll cells in a quiescent layer (Figure 22.9) are elongated by the radial flow in

the melt. Also, the reason why the spoke patterns appear on the surface of oxide melt so

often and stable might be due to relatively high Pr numbers of oxide, which cause the

steep temperature change in the thin thermal boundary layers below the melt surface,

and, consequently, the layers are easily destabilized by the Marangoni instability.

However, when the transmittance of oxide melt increases and the temperature gradient

in the melt becomes small, the Marangoni instability is suppressed and the spoke

pattern might disappear [62].

Besides the spoke patterns, wave patterns have been also seen experimentally on the

free surface of some oxide melts accompanying with crystal rotation. Jones [63] carried

out cold-model experiments to investigate the hydrodynamics of oxide melt of Pr< 10,

using an aqueous solution of glycerol, and pointed out that the wave patterns observed

on the free surface are caused by the interaction between buoyancy-driven convection

and forced convection caused by the crystal rotation, that is, the baroclinic instability

[64,65]. Figure 22.20 compares the wavy temperature patterns on the surface of LiNbO3

melt in a CZ crucible [66] without and with the Marangoni effect, where the radius of the

crucible was 100 mm, the height of the crucible was 100mm, and the radius of the

crystal was 50mm. As the boundary conditions, the crucible sidewall was heated at a

constant heat flux, the bottom was assumed to be adiabatic, and radiative heat loss from

the melt surface to the ambient was considered. Figure 22.20(a) is the three-folded wave

pattern on the surface when the Marangoni effect is neglected. If the Marangoni effect is

taken into account, the wave patterns disappeared because the Marangoni effect en-

hances the inward radial flow, and confines the outward flow driven by the rotating

crystal under the crystal (Figure 22.20(b)). If the crystal rotation rate exceeds 40 rpm, the

border of these two flows is pushed out of the crystal radius as shown in Figure 22.20(c)

Crystal

Crucible

FIGURE 22.19 Spoke pattern on the melt surface with the crystal. (From Ref. [61].)
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for the crystal rotation rate of 41 rpm. Here, the wave and spoke patterns coexist, and the

triangular-shaped pattern on the free melt surface rotates at approximately 1 rpm. The

mechanism for the spoke pattern in Figure 22.20(c) is identical to that in Figure 22.19.

When the crystal rotation rate exceeds a certain critical value, the centrifugal effect of the

rotating crystal suppressed the horizontal Marangoni effect and, therefore, enabled

the spoke pattern to appear. The cause of the wave pattern is considered to be due to the

baroclinic instability. As the crystal rotation rate is further increased, e.g., 45 rpm, such

wave-spoke pattern disappears and the rotation-driven flow becomes dominant.

22.4.2 FZ Crystal Growth System

The flow in a floating-zone (FZ) melt is essentially driven by the Marangoni effect caused

by the surface tension gradients along the melt surface. Although buoyancy is the major

driving force of melt flow in the CZ systems, its effect is less significant in FZ systems

because the volume of the FZ molten zone is rather small due to the shape instability of

the zone. The detailed experimental and numerical investigations of Marangoni con-

vection in the real FZ crystal growth system might be difficult because the geometry of

the zone such as the height and melt/crystal interface shape depends on the solidifi-

cation conditions and is not known a priori. Therefore, many studies on Marangoni

convection in the FZ system have been performed for simple liquid bridges, such as the

“half-zone” or “full-zone” as shown in Figure 22.21 [33].

When the temperature difference DT between the upper and lower disks of a half-

zone liquid bridge is relatively small, an axisymmetric stationary Marangoni flow

appears in the bridge. However, this axisymmetric flow is destabilized and becomes

three-dimensional and oscillatory as DT increases. Figure 22.22 shows the schematic

diagram of flow transitions in half-zone liquid bridges [67]. For low Pr liquids, two-step

flow transitions occur, while the axisymmetric flow directly changes to three-

dimensional oscillatory flows for high Pr liquids. Under much larger DT the flow in

the liquid bridge becomes chaotic and may become turbulent at further larger DT.

In addition, the linear stability analysis [68] suggested that the nature of the instability of

Crucible wallCrystal

Rotation rate = 15 rpm 
Without Marangoni effect

Rotation rate = 15 rpm 
With Marangoni effect

Rotation rate = 41 rpm 
With Marangoni effect

(a) (b) (c)

FIGURE 22.20 Snapshots of surface wave patterns. (From Ref. [66].)
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Marangoni flow in liquid bridges of low Pr fluid is hydrodynamic and hydrothermal in

high Pr liquid bridge. In this section, Marangoni convection in the FZ system only for low

Pr will be discussed.

The existence of oscillatory Marangoni flow (convection) in low Pr liquids was

confirmed for the first time through the FZ silicon crystal growth experiment under

microgravity condition [69], in which the micro striations in the grown crystal were

considered to be caused by the oscillatory Marangoni flows in the molten zone, although

the oscillatory Marangoni flow in the silicon FZ melt and its influence to striation formed

in the crystal have already been discussed by Chang and Wilcox [1]. Thereafter, many

theoretical works on the Marangoni convection in the FZ melts have been carried out

using a half- or full-zone model. Rupp et al. [70] performed three-dimensional time-

dependent numerical simulations for liquid bridges with a half-zone configuration for

GaAs and other liquids, and indicated that the Marangoni flow becomes oscillatory via

two-step flow transitions as shown in Figure 22.22; the first transition occurs at a critical

Marangoni number MaLB
c1 (or a critical Reynolds number ReLBgc1ð¼ MaLB

c1 =PrÞ) from an

axisymmetric steady flow to a three-dimensional steady flow, and then, at a larger

temperature difference, i.e., MaLB
c2 or ReLBgc2, the second transition to a three-dimensional

oscillatory flow takes place. According to such a numerical knowledge, the

Cold disk  

Ring heater

D

L

Hot disk  
TH = TC + ΔT

TC

Half Zone

L

L

D
Cold disk

Cold disk  

Full Zone

(a) (b) FIGURE 22.21 Geometrical models of
the FZ technique and related boundary
conditions. (From Ref. [33].)

FIGURE 22.22 Schematic diagram of
flow transitions in half-zone liquid
bridges. (From Ref. [67].)
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experimentally determined critical Marangoni number [69] under microgravity condi-

tion might be larger than true MaLB
c2 .

Imaishi et al. [71] have carried out a series of numerical simulations to understand the

general feature of oscillatory Marangoni convection in half-zone liquid bridges, for wide

range of Prandtl number (Pr¼ 0, 0.01, 0.02) and aspect ratio AS (¼2L/d¼ 0.6 – 2.2, d and

L: diameter and length of liquid bridge), and obtained a Reg (¼jvg/vTjDTd/2mn) vs As

stability map of Marangoni convection in cylindrical liquid bridges under microgravity

as shown in Figure 22.23. Here, numerals beside keys in the figure represent the modes,

the azimuthal wave number, and the tempo-spatial oscillation behaviors. A numeral in

parenthesis (m) near the ReLBgc1 key represents the azimuthal wave number m of steady

three-dimensional flow. Also, (mþ 1) near the ReLBgc2 key represents an oscillation mode

that is characterized by a superposition of m¼ 1 type oscillating three-dimensional

disturbance over a steady three-dimensional flow pattern of m (in case of

Figure 22.24(a),m¼ 2). (mT) represents a torsional (twisting) oscillation of the pattern of

m in the azimuthal direction (Figure 22.24(b) is (2T)). And, (mR) corresponds to a mere

rotation of the pattern of m around the liquid bridge’s axis. The numerical simulations

for much realistic bridge geometry by Li et al. [72], in which a half-zone liquid bridge of

molten tin was held between two supporting rods of smaller thermal conductivity than

the liquid bridge and under ramped temperature difference, revealed that MaLB
c1 and

MaLB
c2 fall close to, but slightly larger than, those in Figure 22.23.

FIGURE 22.23 Stability map for Marangoni flow in half-zone liquid bridges of low Pr Liquids. Numeral beside each
key represents m and the mode of oscillation. Present work: for Pr ¼ 0: B and • ReLBgc1, : ReLBgc2; for Pr ¼ 0.01

;: ReLBgc1, : ReLBgc2; for Pr ¼ 0.02 A: ReLBgc1, : ReLBgc2. Ref. (*): for Pr ¼ 0 n: ReLBgc1, : ReLBgc2; for Pr ¼ 0.02 : ReLBgc1,
: ReLBgc2. Ref. (**): for Pr ¼ 0 :: ReLBgc1, : ReLBgc2; for Pr ¼ 0.01 : ReLBgc1, : ReLBgc2. Refs. (*) and (**) correspond to

Refs. [15] and [17] used in Imaishi et al. [71], respectively. (From Ref. [71].)
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The above numerical simulations were conducted to investigate Marangoni con-

vection in a liquid bridge with a cylindrical surface. In a real FZ crystal growth system,

however, the free surface of the molten zone is deformed, caused by gravity, liquid

volume, and electromagnetic force. The surface deformation may affect the stability of

the Marangoni-driven melt flow in the liquid bridge [73–75]. According to Lappa’s nu-

merical study [75], in which a full-zone liquid bridge heated by a ring heater, positioned

around the equatorial plane of the bridge, under microgravity was considered, the

azimuthal wave number m is a function of the volume factor S (¼the volume of

the liquid bridge/(pd2L/4)), as well as the aspect ratio AS, as shown in Table 22.1. For the

case AS¼ 1.0, m increases if the volume is decreased with respect to the condition

S¼ 1.0. For AS¼ 1.5, m increases with increasing S. The table also indicates that critical

FIGURE 22.24 Snapshots of velocity distributions on Z¼ 0.7 cut over a half-period of oscillations, where Uz and Uq

are axial and azimuthal components of velocity vectors U, respectively. (a) Oscillations in (2þ 1) mode,
(b) oscillations in (2T) mode. (From Ref. [71].)

Table 22.1 Critical azimuthal wave number and
Marangoni number vs the volume of the liquid zone

AS S m MaLBc1

1.0 0.80 4 48.08
1.0 0.85 3 34.59
1.0 1.0 2 12.41
1.0 1.2 2 6.85
1.0 1.3 2 10.87
1.5 1.0 1 10.15
1.5 1.2 1 1.454
1.5 1.4 2 11.53

(From Ref. [75]).
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Marangoni number MaLB
c1 depends on S, and, in the range investigated, the percent

variation of the critical Marangoni number varies as much as 10 times.

Although numerical simulations of the Marangoni flows in simple half-zone or full-

zone bridges provide the detailed information of hydrodynamics and flow instability

in low Pr liquids, more practical information for real silicon FZ furnace operations, such

as the effect of operation conditions on the melt flow, heat and mass transfer, and the

melt/crystal interface shapes, cannot be obtained by the simplified models. Lan and

Chian [76] have conducted three-dimensional simulations for the FZ growth of silicon

with 8-mm diameter in an ellipsoid mirror furnace under microgravity condition,

considering simultaneously the time-dependent Marangoni flow, heat transfer, and

moving melt/crystal interfaces. The full-zone calculations including the feeding and

growth interfaces indicated that the bifurcation behavior is similar, but the primary

bifurcation was found to be subcritical and the three-dimensional onefold flow mode

was dominant. It was also found that significant growth rate fluctuations and back

melting occurred for a typical growth condition, and that the severe back melting may be

related to the angular waves. For the floating-zone crystal growth with the needle-eye

technique to produce high-quality silicon single crystals with large diameters

(�100mm), also, a three-dimensional quasi-steady state numerical simulation was

carried out, considering the buoyancy, Marangoni and electromagnetic forces as the

driving forces of the melt flows [77]. Figure 22.25 shows the calculated distributions of

temperature, velocity, and dopant concentration in the molten zone. The maximum

(b)(a)

(c)

(d)

FIGURE 22.25 Temperature, velocity, and dopant concentration fields in the FZ melt. (From [77].) (a) 3D view of the
EM model for the FZ-growth system, (b) temperature field in the melt, (c) velocity field in the melt, (d) dopant
concentration field in the melt.
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velocity appears at the free surface near the melting interface due to a steep temperature

gradient and, consequently, a strong Marangoni force at this location. The calculated

three-dimensional dopant concentration field succeeded to explain the variations of

resistivity in a longitudinal cut of the grown crystal.

Along with these numerical simulations, many experimental studies on the

Marangoni flows in the FZ crystal growth system have been carried out. Cröll et al. [78]

have determined experimentally the second critical Marangoni number MaLB
c2 for oscil-

latory convection in a silicon FZ furnace. P-doped silicon rods of 10mm in diameter,

whose surface was coated with thin film of SiO2 with an annular opening distance

L¼ 0.5–3mm, were zone melted and recrystallized in a double-ellipsoid mirror furnace

under microgravity condition as shown in Figure 22.26. The critical Marangoni number

for the onset of oscillatory flow was determined as MaLB
c2 (¼jvg/vTjDTL/mk), where DT is

the temperature difference over the slot when striation-free crystal is grown there. The

results suggested that MaLB
c2 is approximately 200 for ASz 0.3.

Time-dependent Marangoni convection in the FZ molten zone, and the consequent

growth rate fluctuations and dopant striation formations in the crystal, could be

controlled or suppressed by applying static magnetic fields [79–81], where the Lorentz

force acting on the flow components perpendicular to the magnetic field can damp the

flow in electrically conducting liquids. Dold et al. [80] carried out silicon floating-zone

experiments using P- and Sb-doped crystals of 8-mm diameter and zones of 10–12mm

length in a mirror furnace under static axial magnetic fields with the strength up to

500mT. Although the crystals grown without magnetic field showed irregular micro-

scopic striation patterns implying a broad frequency range of the melt convection,

nearly striation-free crystals could be obtained above 240mT, as shown in

Figure 22.27. However, it is found from the figure that, at the same time, radial un-

steadiness of the dopant concentration, which can be explained by remaining

Marangoni flow near the free melt surface and a quiescent melt core, appears. This

radial inhomogeneity was forced to the edge of the crystal as the magnetic fields

increased.

In addition, according to the dependence of surface tension on the oxygen partial

pressure in the atmosphere as mentioned in Section 22.2.1, the Marangoni flow in

molten silicon during the FZ crystal growth can be also affected by the oxygen partial

pressure [82,83]. More information on FZ and related convection features can be also

obtained from Chapter 7 in Vol. IIA.

22.4.3 Bridgman, Edge-defined Film-fed, and Other
Crystal Growth Systems

In this section, the Marangoni flow in the crystal growth systems with the different

configurations from the CZ and FZ crystal growth processes, such as the Bridgman,

edge-defined film-fed growth (EFG), and micro-pulling down crystal growth processes,

will be discussed.
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22.4.3.1 Horizontal Bridgman
In Section 22.3.1, the Marangoni flow in a liquid layer was discussed. When the lower

temperature TC in Figure 22.6 coincides with the melting point temperature Tm, the

figure corresponds to the configuration of the horizontal Bridgman (HB) crystal growth

with an open boat. Because of the presence of a relatively large free melt surface at HB,

FIGURE 22.26 Sequence of striation formation during floating-zone growth of Si with a partially free melt sur-
face. (From Ref. [78].)
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the properties of the crystals, such as the melt/crystal interface shape and dopant

concentration in the crystals, and, consequently, the qualities of the grown crystals,

might be affected by the Marangoni flow very intensively.

Lan et al. [84] observed the flow patterns in the melt, heating profiles, and melt/

crystal interface shape during the crystal growth of NaNO3 using an HB furnace, where

the crucible was made of a half of a Pyrex glass tube. The inner diameter (ID) and outer

diameter (OD) of the body part were 2.8 and 3.2 cm, respectively, and the length was

12 cm, while the seeding part had ID¼ 0.8 cm, OD¼ 1.2 cm, and length¼ 1.5 cm. In

addition, they carried out three-dimensional numerical simulations for the same system

as that in experiments to understand the flow and heat transfer in the HB system in

detail. Figure 22.28 shows the typical experimental and numerical results of a snapshot

at given melt surface area for flow patterns and isotherms at the midplane of the melt.

Clearly, the velocity at the surface appears to be higher due to the Marangoni effect, and

two flow cells are induced at both ends of the melt, although the coexisting buoyancy

force enhances the Marangoni convection. Due to the vigorous convection, temperature

was quite uniform in the bulk melt, and the thermal gradients were restricted in front of

the melt/crystal interface, inducing a major flow cell there. From the distortion of the

isotherms, it is found that the hot melt at the top surface is pushed toward the melt/

crystal interface. Since molten NaNO3 is a relatively high Prmaterial, the convective heat

FIGURE 22.27 Radial dopant segregation in dependence on the magnetic field strength and radial distribution of
dopant concentration. (From Ref. [80].)
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transfer is dominant in the melt, and, consequently, the interface shape is significantly

affected by the flow and becomes highly concave. The top view of the simulated inter-

face is also very concave, because the divergent flow near the interface due to the

Marangoni force further sharpens the interface shape near the crucible and deteriorates

the growth. Similar simulations were also performed for the HB growth of GaAs crystals

from its low Pr melt [85].

For the HB growth system of crystals with mixed compositions, such as GexSi1�x and

GaSb-InSb systems, the effect of solutocapillary convection must be considered as well

as the thermocapillary convection. According to Cröll et al. [86], such mixed convection

is explained below. The following are, of course, applicable for other growth systems,

such as the CZ or FZ crystal growth. Considering both temperature and concentration

gradients in z-direction along the HB free melt surface, Eqn (22.2) gives the following

equation for the surface tension gradient near the melt/crystal interface of a growing

crystal:

vg

vz
¼ vg

vT

vT

vz
þ vg

vC

vC

vz
: (22.26)

If vg/vCs 0 and the segregation coefficient ks 1, the segregation during crystal growth

causes a concentration gradient and, consequently, a surface tension gradient along the

melt-free surface close to the melt/crystal interface. Thermocapillary convection does

not change as long as the temperature gradient along the surface is maintained, whereas

solutocapillary convection changes through the buildup or reduction of solute in front of

the interface. Here, assuming that the growth process is in a steady state and the growth

rate is at the limit of constitutional supercooling, i.e., the concentration gradient vC/vz

(a)

(b)

(c)

(d)
FIGURE 22.28 (a) Schematic diagram of experimental setup for HB crystal growth, (b) observed melt flow pattern,
(c) calculated melt flow pattern, and (d) calculated isotherms in the furnace. (From Ref. [84].)
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can be substituted by(dCL/dT)$(vT/vz) with the liquidus slope dT/dCL, Eqn (22.26) is

rewritten by Eqn (22.27):

vg

vz
¼

�
dCL

dT

vg

vC
þ vg

vT

�
vT

vz
: (22.27)

The direction and intensity of the surface tension-driven convection is governed

by the contribution of vg/vT for the thermocapillary-driven part versus that of

(dCL/dT)$(vg/vC) for the solutocapillary-driven part. In principle, although four different

combinations are possible, only the following two cases are of practical importance

because vg/vT is usually negative:

vg/vT< 0, (dCL/dT)$(vg/vC)< 0: normal thermo- and solutocapillary forces,

vg/vT< 0, (dCL/dT)$(vg/vC)> 0: normal thermo- and inverse solutocapillary forces,

where normal force directs toward the melt/crystal interface and inverse force directs

away from the interface. Opposing forces, as in Case 2, can cause additional instabilities.

In addition to purely hydrodynamic flow instabilities that influence the crystal

composition through oscillations of the temperature field and boundary layer thickness,

there is also a possible instability from the mutual coupling between the flow and the

segregation induced by crystal growth itself. Solutocapillary convection must be

considered especially for mixed crystals like GexSi1�x, crystals grown from non-

stoichiometric melts or from solutions.

Cröll et al. [86] carried out the directional solidification experiments of GexSi1�x

mixtures of different compositions between 3% and 9% Si under microgravity condition

during a parabolic flight campaign, where the samples of 2–3mm in depth poured in a

SiC-coated graphite crucible (inside dimensions 15� 30mm2) were heated by a double-

ellipsoid mirror furnace whose two lamps were focused onto one end of the crucible.

Figure 22.29 shows the three different experimental stages with a schematic view of the

convective flow and the position of tracers put to visualize the flow direction of the

solutocapillary flows: (a) the sample is completely melted by equally heating from both

sides, and the cold spot is in the crucible center leading to two opposing thermocapillary

convective rolls, (b) completely molten sample is reduced heating from the right side,

and consequently the cold spot moves near the crucible wall, leading to a much reduced

thermocapillary convective roll on the right, and (c) solidification starts from the right

side, and solutocapillary flow caused by the concentration gradient along the surface due

to segregation pushes the tracers away from the melt/crystal interface, where sol-

utocapillary convection opposes thermocapillary convection in the GexSi1-x system since

Si, having the higher surface tension, is preferentially incorporated into the crystal

during growth. In microgravity experiments, solutocapillary flow with initial flow rates in

excess of 5.5 cm/s at the onset of crystallization was measured. A slight dependence of

the flow velocity on the initial Si content has been found. Experiments on the ground

showed the same effect but with smaller speeds; this difference was explained by the

additional action of solutal-buoyancy convection. Arafune et al. [87] have also carried
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out the HB growth experiments of InSb crystals to investigate the effect of solutocapillary

convection on the melt/crystal interface shape, in addition to the effects of temperature

gradient, cooling rate, and Sb composition of the initial melt.

In contrast, at the vertical Bridgman (VB) method, the seed crystal, growing crystal,

and melt are arranged about each other in an adjusted container, and thus the melt and

crystal completely contact the inner wall of the container during the growth process.

Such contact between crystal and dissimilar container material may cause mechanical

stress and chemical contamination. As a consequence, defects are generated at the

periphery of the growing crystal. Marangoni convection mostly does not occur because

of a small free-melt surface on top only. (Note, here only the classical Bridgman

geometries with diameters of some cm are considered. Of course, at vertical directional

solidification of very large silicon ingots for photovoltaics, the Marangoni convection

plays again a certain role; see Chapter 10 in Vol. IIA). To relax the contact problem with

container wall nowadays the detached nonwetting Bridgman mode is under investiga-

tion, at which a crystal solidifies from its melt without contacting the container wall as

shown in Figure 22.30(a). Such arrangement remembers the meniscus-defined crystal

growth, such as CZ, but being favored due to the much lower thermal stresses caused by

characteristic small thermal gradients. However, here the Marangoni convection must

be considered, which is induced at the free meniscus-like melt surface between interface

and container wall as shown in Figure 22.30(b). Of course, this effect is only weak

because of the small temperature variations along the small meniscus, and might be

neglected [88,89].

22.4.3.2 Other Methods
In the EFG method using the die with one or more capillary channels, a melt meniscus is

formed on the die rising by capillary action. A seed crystal is put in contact with the melt

meniscus and pulled up so that the single crystal with a cross-section controlled by the

die geometry can grow. In the EFG method, since the ratio of the surface area to the

volume of molten zone is relatively large, Marangoni convection must dominate the flow

in the molten zone. It has been reported that the gaseous inclusions and their locations

(a) (b) (c)

FIGURE 22.29 Three different experiment stages with a schematic view of the convective flow and the tracer
position. (From Ref. [86].)
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in the rod sapphire crystals [90,91] or the dopant distributions in single crystal fibers of

Nd:YAG and Nd:LiNbO3 [92] were affected by the Marangoni flow in the melt meniscus.

In the micro-pulling down process whose ratio of free surface to volume of the

melt is large, Marangoni convection might also dominate the flow in the melt

[93–95]. Figure 22.31 shows the numerical results of temperature and flow fields in

the micro-pulling down crystal growth furnace [95], where the sapphire fiber crystal

FIGURE 22.30 (a) Schematic diagram of detached Bridgman growth with a pressure regulator, (b) isotherms (on
the left) in the furnace and streamlines in the melt (on the right). (From Ref. [89].)

(a)

(b)

FIGURE 22.31 Temperature (on the left) and stream function (on the right) distributions: (a) in the entire furnace
for micro-pulling down crystal growth process and (b) in the molten zone. (From Ref. [95].)
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is grown at a pulling rate of 0.6 mm/s from the iridium crucible with 46-mm length

and 16-mm diameter. From the figure (b), the Marangoni convection appears in the

molten zone, and the melt flows from hot to cold regions (from the crucible to

the crystal near the triple point of the melt/crystal/gas phase) and penetrates into

the capillary from the meniscus. A weak buoyancy convection roll is also generated

above the Marangoni convection as shown in Figure 22.31(b).

22.5 Concluding Remarks
In crystal growth methods from the melt with free melt surfaces, preferentially such as

CZ or FZ, the always existing temperature gradients along the surfaces induce surface-

tension variations that generate thermocapillary or Marangoni convection. When

mixed compositions (or fluxes and solutions) are presented, the solutocapillary con-

vection occurs additionally to the thermocapillary convection. Since melt convection

affects heat and mass transport to the growing crystal and also the heat penetration

mode within the crystal itself, the spatial, structural and chemical homogeneity, i.e., the

distributions of stress, impurity and dopant, in the crystal depend on melt convection

mode. As a result, microdefects such as melt/crystal interface oscillations, striations

within the growing crystals, and crack formation, even in oxide crystals, appear. Thus, it

is of importance to analyze and know the contribution of the Marangoni convection in

combination with buoyancy-driven and forced convections.

In this chapter, first, the values of surface tension and its temperature coefficients of

molten materials measured by various methods were introduced. As it is well known,

these parameters are one of indispensable thermophysical properties used as input data

in numerical simulations for design and optimization of crystal growth processes. Then,

the characteristics of thermo- and solutocapillary flows, Marangoni–Benard instability

and hydrothermal wave instability have been described. Finally, the role of Marangoni

convection in CZ, FZ, HB, and other growth arrangements were demonstrated.
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23.1 Introduction
Research carried out over many years has clearly demonstrated that the control of melt

convection plays a key role in the optimization of semiconductor bulk crystal growth

processes in order to increase their quality. With increasing crystal dimensions, the

control of melt convection becomes a crucial issue for process optimization. Over time,

two main strategies have been developed for the control of melt convection:

• Mechanical control: mainly by crucible or/and crystal rotation

• The use of magnetic fields in metal and semiconducting melts with a relatively

high electrical conductivity or in the oxides melts with a high-enough ionic

conductivity

These strategies usually go in two directions. The first strategy is damping the

convective perturbations and turbulence, mainly generated by natural convection.

These fluctuations can have a strong influence on the growth rate, interface shape, and

nucleation, which play an important role in the crystal quality. The other strategy is

melt mixing, which is used mainly for the growth of doped crystals in order to ho-

mogenize the dopant distribution; this approach is for the control of the diffusion

boundary layer or to enhance the evaporation of unwanted components (e.g., SiO in

silicon melts).

Recent decades have proven that magnetic fields are a powerful tool to use as an

external force to control the convection in an electrically conducting melt. In the early

1980s, the Czochralski (CZ) method for the industrial growth of silicon crystals devel-

oped faster than the floating zone technique, mainly because applying magnetic fields

allowed the growth of low-oxygen crystals that had similar properties to the floating-

zone grown crystals (Ammon et al. [1]).

Depending on the applications, steady-state magnetic fields (e.g., vertical, transverse,

cusp-shaped) or time-dependent magnetic fields (e.g., rotating, alternating, traveling)

can be used. Sometimes, to compensate for some nonbeneficial effects, a superposition

of different types of magnetic fields can be taken into account.

This chapter aims to provide an up-to-date review of the main contributions in the

application of different types of magnetic fields in the growth process of semiconductor

bulk single crystals. The next section reviews the physical description of the heat and

mass transfer in magnetohydrodynamic flows that are relevant for the crystal growth

processes. Section 23.3 is devoted to the steady magnetic field, whereas Section 23.4

focuses on the nonsteady magnetic fields. Section 23.5 presents combinations of

different types of magnetic fields and electrical currents.

There are also important applications of magnetic field for dielectric materials with

ionic melt characteristics, such as metal-organic chemical vapor deposition of YBCO

films [2], solution growth of CaCO3 and CaSO4 [3], crystallization of Fe3O4 nanoparticles

[4], and protein crystallization [5–7].The author would like to acknowledge other review

works (Series and Hurle [8], Kakimoto [9], Ozoe et al. [10], Rudolph and Kakimoto [11],
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Dold and Benz [12], Bliss [13], and Rudolph [14]) on the applications of magnetic fields

in crystal growth processes. These authors made considerable efforts to synthesize the

research done in the field at their time.

23.2 Selected Fundamentals of
Magnetohydrodynamics

Melt flow plays a key role in all bulk crystal growth methods, having a strong effect on

growth rates, solid–liquid (S-L) interface shape, chemical composition of the crystal, and

defect formation. For electrically conducting melts, magnetic fields are an additional

useful instrument to influence the melt convection. To understand the characteristics of

the melt convection in a magnetic field, one should have a deep understanding of the

physical phenomena that occur in a crystal growth process at the system scale: mag-

netohydrodynamics, heat, and mass transport. Conservation laws of mass, momentum,

and energy, which govern these phenomena, are described by a set of partial differential

equations.

Conservation of momentum and continuity are given by the Navier–Stokes equations

for an incompressible fluid placed in a magnetic field:

r

�
vu!
vt

þ ðu!$VÞu!
�

¼ �Vpþ mV2 u!� rref g
!�

b
�
T � Tref

�þ bs

�
c � cref

��þ F
!

L (23.1)

V $ u!¼ 0 (23.2)

where u! is the velocity vector, p is the pressure, T is the temperature, c is the molar

concentration, t is the time, m is the viscosity, g! is the gravitational vector, and rref is the

density at a reference temperature Tref and reference concentration cref. F
!

L is the

inductive force due to the motion of a conducting liquid in a magnetic field, computed

as the sum of the Lorentz forces acting on all the fluid’s charged particles in a unit

volume.

Conservation of energy is given by:

rCp

�
vT

vt
þ ðu!$VÞT

�
¼ lV2T (23.3)

where Cp is the heat capacity and l is the thermal conductivity.

Conservation of mass is given by:

vc

vt
þ ðu!$VÞc ¼ DV2c (23.4)

where D is the diffusion coefficient of the species.

The equation for the resulting Lorentz force is:

F
!

L ¼ j
!� B

!
(23.5)

where j
!

is the current density and B
!

is the magnetic induction.
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The basic mechanism of magnetohydrodynamics is dynamic: when currents are

induced by a motion of a conducting fluid through a magnetic field, a Lorentz force will

act on the fluid and modify its motion. The motion modifies the field and the field, in

turn, reacts back and modifies the motion. This makes the theory highly nonlinear.

In a classical approximation, the magnetic field is described by the magnetic in-

duction equation:

vB
!
vt

¼ � 1

msel

�
V2 B

!�þ �
V� �

u!� B
!��

(23.6)

together with the Ohm’s law:

j
!¼ sel

�
E
!þ �

u!� B
!��

(23.7)

where sel is the electrical conductivity and E
!

is the intensity of the electrical field.

In the case of steady magnetic fields, a scalar electric potential can be introduced to

describe the electric field:

E
!¼ VF (23.8)

Considering Eqn (23.7) and the continuity equation V j
!¼ 0, a differential equation for

scalar electric potential can be derived:

DF ¼ V
�
u!� B

!�
(23.9)

The nondimensional Lorentz force in the case of steady magnetic fields can be char-

acterized by the Hartmann number, describing the ratio of electromagnetic to viscous

forces:

Ha ¼ BR

ffiffiffiffiffi
s

rn

r
(23.10)

where R is the characteristic length (usually the radius in a cylindrical geometry), r is the

density, and n is the kinematic viscosity.

In the case of nonsteady magnetic fields, under typical conditions for crystal growth

processes, the movement of the melt has only negligible influence on the induced

current j
!
, so that, neglecting u!� B

!
in Eqn (23.7), Eqn (23.6) yields:

vB
!
vt

¼ � 1

msel

�
V2 B

!�
(23.11)

Therefore, in the case of dynamic fields, the Lorentz force is independent of the melt

flow velocity, which makes it easier to avoid instabilities of the convection pattern

compared to some of the static field configurations.

The electric field and current density can be described with the vector potential

ðA!ðB!¼ V� A
!ÞÞ:

E
!¼ �vA

!
vt

; j
!¼ �s

vA
!
vt

(23.12)
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A nonsteady magnetic field applied externally to a melt will change if the electrical

conductivity of the melt is sufficiently high and is able to expel the magnetic field. This

well-known skin effect can be characterized by the skin depth:

d ¼
ffiffiffiffiffiffiffiffiffi
1

msu

s
(23.13)

where m is the magnetic permeability, s is the electrical conductivity, and u is the angular

frequency of the applied magnetic field.

If d>>D (D-characteristic size of the melt), the magnetic field distribution is changed

by the melt, which means that the field penetrates over the melt volume without any

changes. If d<<D, the magnetic field penetrates only slightly into the melt because the

field lines are expelled due to the high electrical conductivity of the melt.

Note that an increase in frequency decreases the skin depth of the magnetic field.

Thus, high frequency concentrates the force into a narrower layer near the ampoule

wall. This effect is important for many semiconducting melts (e.g., Si, Ge) for which d is

in the range of 1–5 cm. However, it is less significant in poorly conducting melts (e.g.,

cadmium zinc telluride), for which d is in the range of 10–50 cm, depending on the

frequency [15].

The driving force of a rotating magnetic field is usually scaled by the nondimensional

Taylor number (sometimes referred as the magnetic Taylor number), which represents

an expression for the ratio of the electromagnetic force to the viscous force:

Ta ¼ suB2R4

2ry2
(23.14)

In the case of a traveling magnetic field (TMF), a dimensionless force number F can be

introduced to characterize the relative influence of the magnetic field on the melt [15]:

F ¼ sukB2R5

4ry2
(23.15)

where k ¼ 2p
lTMF

denotes the wave number of TMF.

In the case of steady magnetic fields, a simplified analysis of the main melt flow

driving mechanisms and forces in the CZ method, as performed by Mui�znieks et al.

[16], showed that the lowest limit of the magnetic induction needed to obtain a sig-

nificant influence of a static magnetic field on the melt flow is just 28 mT. This is

enough to generate a force density of 150 N/m2, which is a characteristic value for a

buoyancy force density in a silicon melt with a 40 K temperature difference.

Experiments performed by Miyazawa [17] revealed that high-intensity magnetic fields

(usually 8–10 times higher than for semiconductor melts) can also have a strong influ-

ence on the flow of oxide melts. It is believed that, in this case, the Lorentz force is

generated by both positive and negative ions, which can occur in the melt instead of free

electrons, as it does in the semiconducting melts.
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23.3 Effects of Steady Magnetic Fields
The first crystal growth experiments in a horizontal boat under magnetic fields were

done by Pfann and Hagelbarger [18]. Ten years later, in 1966, Utech and Flemings [19]

and independently Chedzey and Hurle [20] demonstrated the first successful use of

steady magnetic fields to damp the melt convection and thereby improve the micro-

scopic homogeneity of the crystal in a Bridgman boat for tellurium-doped indium an-

timonide crystal growth. Since then, three types of steady magnetic fields—axial

(vertical) magnetic field (VMF), horizontal (transverse) magnetic field (HMF), and cusp-

shaped magnetic field (CMF)—have received attention in almost all bulk crystal growth

methods for semiconductor materials.

Steady magnetic fields produce no movement in a static melt. They can just influence

an existing melt flow generated by other forces, such as buoyancy, centrifugal,

Marangoni, or solutal. From a technological point of view, one of the main problems in

working with the steady magnetic fields is the generation of high-intensity magnetic

fields (200–500 mT or even higher). To obtain the necessary field strength, special

magnets should be designed—large enough to contain the entire growth chamber and

strong enough to produce the magnetic field over a volume with a diameter sometimes

larger than 1 m. Nowadays, superconducting magnets, which are smaller and consume

much less energy, can be used.

23.3.1 Axial Magnetic Field

The VMF is produced with a magnet (resistive or superconducting) large enough to

contain the growth chamber (Figure 23.1). The Lorentz force generated by the magnetic

field and flow velocity ðF!L ¼ ð v!� B
!Þ � B

!Þ typically damps the melt motion. VMF has

no influence on the vertical (axial) component of the velocity ð v!jjÞ, but breaks the flow

perpendicular to the magnetic field direction ð v!tÞ due to the Lorentz force ðF!LtÞ,
which points opposite to the v!t velocity component (Figure 23.2). Therefore, because

the Lorentz force does not directly oppose gravitational force but suppresses the recir-

culation, local instabilities can occur in the melt. The influence of VMF on the melt flow

was investigated in bulk crystal growth methods such as Czochralski, vertical Bridgman

(VB), horizontal Bridgman (HB), vertical gradient freeze (VGF), and floating zone (FZ). In

the following sections, the details of each of these methods are analyzed.

23.3.1.1 Czochralski Method
Melt convection in the CZ method is one of the most complex convections among the

growth methods from the melt. General descriptions of possible Czochralski flow pat-

terns and instabilities were presented by Müller [21] and Ristocelli and Lumley [22].

Characteristic for the melt convection in the CZ method are high-amplitude temperature

fluctuations in the melt, especially near the S–L interface [23,24]. Therefore, the control

of temperature fluctuations is one of the major issues in the optimization of the CZ

method, which can be addressed by the use of magnetic fields.
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As already mentioned, the main effect of a VMF applied in a CZ configuration will be

to slow down the melt convection. Consequently, all other parameters related to melt

convection can be influenced by the magnetic field. In this section, the influence of the

VMF on the most important growth parameters is presented:

Temperature field and fluctuations. Solid–liquid interface shape and temperature

gradients near the S–L interface are strongly related to the thermal stress and conse-

quently with dislocation formation in the crystal. Temperature gradient (G) in the crystal

plays also an important role (through the V/G parameter and V-pulling rate) in the

growing point defects mechanism [25]. Melt convection is strongly related to the tem-

perature field (both distribution and temperature fluctuations) and S–L interface shape.

Therefore, by manipulating the melt convection, both temperature field and interface

shape can be controlled. Because of its damping effect, VMF will prevent the hot melt

FIGURE 23.2 Principle of flow damping.

FIGURE 23.1 Schematic representation of a vertical magnetic field configuration.
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from traveling from the crucible wall to the center of the melt. Thus, in order to maintain

the same interface deflection, the temperature difference in the melt will increase and

the crucible temperature will be higher [26]. The S–L interface shape in the presence of a

VMF was studied by Virbulis et al. [27] using a complex numerical model; the results

showed good agreement with the experimental results.

The main effect of the melt convection suppression is the decrease of temperature

fluctuations. A VMF of 400 mT was found to almost totally suppress the temperature

fluctuations in a 152-mm diameter CZ silicon melt [28]. The same effect was also found

in a Liquid Encapsulated Czochralski (LEC) GaAs growth by Terashima et al. [29]. They

reported that a magnetic field of 100 mT generated by a superconducting magnet

strongly suppressed the temperature fluctuations.

Dopant distribution. Besides the effect of damping the temperature fluctuations, the

static magnetic fields have an important effect on the boundary layer at the S–L inter-

face, which, according to the Burton–Prime–Slichter (BPS) theory [30], affects the axial

uniformity of the impurities incorporated into the growing crystal. By damping the entire

melt flow, VMF will have as an effect a decrease of melt mixing near the growth interface.

Hence, the diffusion boundary layer will increase and, in accordance with the BPS

theory, the axial uniformity will increase too. Extensive boundary-layer models for

segregation in a CZ growth under VMF were developed by Hurle and Series [31],

Kobayashi [32], and Riley [33]. Experimental studies have been performed to validate the

theoretical results. Thus, Series et al. [34] have demonstrated experimentally that the

effective segregation coefficient (keff) of phosphorus and carbon in silicon approaches

unity as the field increases over 200 mT. The same effect was demonstrated theoretically

by Kobayashi [32]. Ravishankar et al. [35] proved that the effective segregation coefficient

of gallium in silicon increases with the increase of the VMF intensity and that the values

are in very good agreement with the Hurle and Series [31] theory.

The analysis of dopant incorporation in a CZ silicon crystal can indirectly confirm the

effect of inhibition of melt flow in the presence of a VMF. Kim and Smetana [28], using a

high-sensitivity striation etching, have shown that most of the 152-mm diameter crystal

was free of striations for a relatively high magnetic induction of B> 400 mT. Ravishankar

et al. [35] also proved that the benefit of a VMF is the elimination of random striations

associated with natural convection in the melt, which improved the macroscale uni-

formity. However, VMF did not remove the rotational striations that are caused by small

temperature asymmetries of the hot zone.

Performing experiments on oxygen incorporation in silicon by the CZ method with a

VMF, Series [36] and Ravishankar et al. [35] have demonstrated that the axial uniformity

of oxygen increases with an increase of the magnetic field induction, while the radial

uniformity deteriorates. The deterioration of the radial uniformity is due to the damping

of the radial flow, which generates nonmixing cells in the melt near the S–L interface;

thus, the diffusion boundary layer in front of the crystal becomes perturbed radially [8].

The level of oxygen concentration is another critical issue for the quality of the silicon

crystals. The oxygen source is the silica crucible through the following reaction:
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SiO2(s)/ Si(m) þ 2O(m). In the absence of the magnetic field, the oxygen is transported

by the melt convection mainly to the melt–gas interface, where the reaction Si(m) þ
O(m)/ SiO(g) takes place. Evaporation of SiO(g) occurs at the gas–melt interface and

the remaining oxygen gets incorporated into the crystal. Marangoni convection has a

favorable influence on the SiO evaporation.

As we have seen, VMF strongly damps the melt convection and Marangoni flow.

Consequently, less oxygen is transported by convection from the crucible to the free

surface and less SiO will evaporate. Thus, the oxygen concentration near the crucible

wall and in the melt will increase.

Doing experiments in a 4 in diameter puller with a 500-mT superconducting axial

field magnet, Ravishankar et al. [35] demonstrated that the oxygen concentration in-

creases with the magnetic field strength and is much higher in comparison with cases

that have no magnetic field. For a weak magnetic field (<100 mT), when a thermal

dominant regime is still present in the melt, a decrease of oxygen concentration was

demonstrated numerically [37] and experimentally [36,38]. The oxygen distribution is

also affected by the other growth parameters, such as crucible and crystal rotation rates.

Therefore, in order to find the optimum combination of parameters, complex numerical

models are necessary [37,39].

Hofmann et al. [40] and Ozawa et al. [41] have shown that a controlled variation of the

magnetic field during the growth process can produce a homogeneous impurity distri-

bution along the growth axis of a Fe-doped InP crystal grown by LEC.

23.3.1.2 Bridgman Methods and Vertical Gradient Freeze
In VB, HB, and VGF configurations, the melt convection is basically driven by two

different sources: buoyancy and surface tensions. Although the HB technique has side

heating (i.e., the temperature gradient is perpendicular to the gravitational force direc-

tion), a variety of flow structures can occur [42,43]. The effect of a VMF (parallel to the

gravitational force direction) was less investigated in HB than in a transverse one (see

Section 23.3.2). The first experimental work in a HB configuration was performed by

Utech and Flemings [19], who showed that a VMF damps the temperature fluctuations in

the melt and the dopant striations are eliminated in tellurium-doped indium antimonide

crystals. A relatively high intensity of a VMF (up to 1.35 T) has been found to have a

moderate effect on the axial segregation in HB growth of a dilute metallic alloy.

VB/VGF configurations are characterized by the heating of the melt from above in an

axial temperature gradient, which is favorable for a hydrodynamically stable flow. By

numerical simulations, Kim et al. [44] have shown that the radial segregation is set by the

flow structure near the S–L interface, whereas axial segregation is influenced by solute

mixing throughout the melt. The VMF preserves the axisymmetry of the forces in the

melt and thus the radial compositional profiles are expected to remain axisymmetric.

Because of a more stable convection, the potential of a VMF field to suppress the melt

convection in a VB/VGF configuration is higher than for the CZ method. This was

demonstrated by Matthiesen et al. [45], who grew a 1.5-cm germanium crystal using a
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VMF of 3 T. The solute distribution in the crystal was similar to diffusion-controlled

growth, leading to the conclusion that the melt convection was suppressed. Also, for

the VGF growth of GaAs single crystals lightly doped with indium, the application of a

150 mT VMF was enough to suppress the Marangoni flow and to obtain low-defect and

nearly striation-free single crystals [46]. Becla et al. [47] have observed a dramatic

improving influence on radial homogeneity in a VB growth of HgMnTe under a 300-mT

VMF.

Extensive simulation efforts have been made to investigate the effects of VMF in

VB/VGF crystal growth: from two-dimensional models [44,48,49] to more complex three-

dimensional (3D) models [50]. All these models have shown the potential of the VMF to

suppress the buoyancy convection and to achieve a diffusion control limit. Thus, the

axial segregation can be minimized and the radial segregation can be optimized as well.

VMFs were also used in space experiments to suppress the g-jitter effects, as has been

demonstrated by Baumgartl and Müller [51] and Duffar et al. [52].

23.3.1.3 Floating Zone
Because of the small dimensions of the melt, it is expected that the Marangoni con-

vection will play a more important role in the FZ method than in the CZ case. A complex

investigation of these processes, using a 3D numerical model, was performed by

Mühlbauer et al. [53] and Rudevics et al. [54].

Technologically, the most relevant quality parameter of FZ silicon crystals is a ho-

mogeneous resistivity profile, in both the axial and radial directions [1]. The main source

for the inhomogeneous resistivity (dopant) distribution is the time-dependent flow

(mainly dominated by Marangoni convection) in the melt during the growth process

[55]. Therefore, the most important effect of the VMF—the damping of the convection in

the melt—is also of high interest here. The pioneering work of applying a VMF in the FZ

technique was done by De Leon et al. [56] and Robertson and O’Connor [57]. To avoid

the effects generated by the radiofrequency field and the counterrotation employed in

the industrial FZ process, Dold et al. [55] performed experiments in a FZ-mirror

configuration for small-diameter (8 mm) doped silicon crystals; they demonstrated

that a weak magnetic field <500 mT can damp the flow instabilities and the striation

patterns are more regular. However, a deterioration of the radial segregation occurs and

residual striations can be found at the crystal periphery. A possible explanation for this

behavior is that, under a VMF, the melt flow separates into two areas: a static central

region and a thin boundary layer strongly mixed by thermocapillary convection. This

explanation is also supported by numerical modeling [58,59]. It was also observed that,

due to the reduced flow velocity, less heat is transported along the free surface and the

S–L interface; thus, the isotherms became flatter.

By increasing the VMF strength (from 500 mT to a few T), the outer boundary layer is

strongly reduced and the thermocapillary convection can be totally suppressed

(Cröll et al. [60]), leading to a striation-free crystal. Sometimes, however, at high

VMF, oscillatory dopant striations occurred. This effect is due to thermoelectromagnetic
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convection caused by the interaction of thermoelectric currents (generated by the

Seebeck effect) with the magnetic fields [60], which produce a Lorentz force. Because of

the axial orientation of the magnetic field, the generated Lorentz force leads to

an azimuthal flow, which is consistent with the striation patterns observed in experi-

ments [61].

A VMF applied in a needle-eye FZ configuration was investigated by Lie et al. [62].

Using a more complex model that takes into account also the electromagnetic body force

and the Joule heat generated by the alternating electric current density (which is induced

by the needle-eye induction coil), they found that the melt flow is also divided into two

major regions—the outer and the inner core regions. The flow due to electromagnetic

pumping involves a balance between the averaged electromagnetic body force due to the

alternating currents and the constant electromagnetic body force due to the VMF and

the direct azimuthal electric currents. Besides applications in silicon growth, some ex-

periments in the GaAs FZ growth were performed by Herrmann et al. [63], who showed

that a VMF can dampen the Marangoni convection under microgravity conditions.

23.3.2 Transverse Magnetic Field

A transverse (or horizontal) magnetic field, because of its orientation perpendicular on

the gravitational force and on the crystal growth direction, is much easier to produce

using an external system of coils than a VMF (Figure 23.3). In comparison with the VMF,

an HMF destroys the axial symmetry of the melt flow. It strongly dampens the vertical

flow (which is now perpendicular to the field direction) and has no effect on the melt,

which flows mainly along the HMF direction. The HMF is used on a large scale in CZ

applications. There are also some reports on its application in VB, HB, VGF, and FZ

techniques.

FIGURE 23.3 Schematic representation of a
horizontal magnetic field configuration.
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23.3.2.1 Czochralski Method
The first application of an HMF in the CZ method was carried out by Witt et al. [64]. They

reported a strong decrease of the amplitude of temperature fluctuations in CZ growth of

InSb when an HMF of 4000 Oe was applied. In the industrial CZ growth of silicon, HMF

was first used in 1980 [65,66]. In the LEC growth of GaAs, Terashima and Fukuda [67]

were the first to apply an HMF in the growth process. To understand the beneficial

influences of the HMF on the growth process, the main effects of the HMF on the melt

flow will be summarized in the following:

Temperature field and fluctuations. The experiments performed by Hoshi et al. [65]

have shown that an applied HMF of 400 mT in a 5 cm diameter silicon CZ puller can

dampen 10 times the temperature fluctuations in the melt and, consequently, a

dislocation-free boron-doped silicon crystal was grown. A comparison between the in-

fluences of a VMF and an HMF was performed by Ravishankar et al. [35]; they found that,

in a CZ silicon melt, the temperature fluctuations become negligibly small under the

influence of a VMF or HMF of 150 mT. However, the cooling produced, as measured by

the temperature change at the center of the melt, is much higher for the VMF than for

the HMF. Thus, the VMF is effective in suppressing radial flow, whereas HMF favors the

suppression of vertical flows in the melt. In LEC growth of GaAs, Terrashima and Fukuda

[67] also reported a strong decrease of temperature fluctuations (from 18 to 0.1 K) when

an HMF of 125 mT was applied.

Because of its orientation, HMF has a breaking influence on the melt flow and

temperature field. Therefore, without three-dimensional numerical modeling and model

experiments, it is very difficult to describe and understand these influences. All nu-

merical models developed over time [26,68–75] showed that the main buoyant vortex is

suppressed in the vertical cross-section parallel to the HMF (Figure 23.4(c)), whereas this

vortex is very strong in the perpendicular cross-section (Figure 23.4(d)). In the middle

horizontal cross-section (Figure 23.4(b)), the temperature field and the electrical po-

tential are distorted in the direction of the HMF. The distorted direction at the free

surface of the melt (Figure 23.4(a)) is rotated from the HMF direction because of the

crystal rotation. In general, one can imagine the melt flow pattern as two vortex

tubes along the HMF. The electrical potential, which generates a part of the Lorentz

force F
!

L ¼ sð�V4þ v!� B
!Þ � B

!
, is antisymmetrical to the plane parallel to the mag-

netic field.

A complex qualitative explanation of the melt flow pattern was given by Krauze et al.

[76]. They showed that the electric field E
!

vB ¼ v!� B
!

and the potential electric field

E
!

4 ¼ �V4 fully compensate for each other near the walls in the plane perpendicular to

the magnetic field and partially compensate in the area under the crystal (Figure 23.5).

Dopant distribution. Ravishankar et al. [35] demonstrated that the effective segre-

gation coefficient (keff) of phosphorous in a CZ silicon growth remains unchanged and

the microscale dopant uniformity across the crystal improved dramatically in the case of

an HMF of 150 mT in comparison to the VMF. The same result—a decrease of impurity
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FIGURE 23.5 The qualitative explanation of the horizontal direct current magnetic field–induced electric field and
current density distribution (cases with motionless crystal and crucible). From Ref. [76], with permission from Elsevier.

FIGURE 23.4 Temperature distribution and distribution of the scalar electrical potential for an applied horizontal
magnetic field with B¼ 128 mT in a 100 mm silicon Cz configuration. (a) Horizontal cross-section close to the free
surface of the melt. (b) Horizontal cross-section at half of the melt height. (c) Vertical cross-section parallel to the
external field lines. (d) Vertical cross-section perpendicular to the external field lines. The spacing of the isotherms
is 2.2 K. From Ref. [26], with permission from Elsevier.
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fluctuations along the crystal in the presence of a 400-mT HMF—was also obtained by

Iino et al. [77] in a 200-mm CZ silicon growth configuration.

Analyzing the carbon and boron distribution in the LEC growth of GaAs, Terashima

et al. [78] obtained a decrease of their concentration when an HMF field was applied.

This decrease was correlated with a decrease in the amplitude of temperature fluctua-

tions. The axial distribution of carbon was found to be much more uniform in the

presence of an HMF of approximately 130 mT, which suggests an increase in the carbon

segregation coefficient toward unity.

In one of the first theoretical studies on the influence of HMF on the distribution of

the solute in a crystal, Kobayashi [32] demonstrated that the forced convection due to

the rotating crystal is not affected by the magnetic field and that the effective distribution

coefficient will approach, with an increase of the HMF, the value given by the BPS theory

obtained from the value of the equilibrium distribution coefficient as a result of the

suppression of thermal convection. In contrast, a VMF suppresses the forced convection

and generates an effective distribution coefficient close to unity with an increase of the

VMF intensity.

The influence of the HMF on oxygen distribution was analyzed by Ravishankar et al.

[35] and Iino et al. [77]. It was demonstrated that the oxygen concentration decreases

with an increase of the HMF strength to 150 mT and remains almost unchanged for

higher values. This behavior can be a consequence of the melt flow, which prevents

the oxygen-rich melt in the crucible bottom from reaching the S–L interface, as well as of

the Marangoni convection, which is not damped as in the case of VMF and increases the

evaporation loss of SiO.

Numerical models can give a more complex view of the oxygen distribution under an

HMF. Kakimoto and Ozoe [71] have shown the limit of the BPS theory due to the intrinsic

inhomogeneity of oxygen distribution in the melt under HMF. The main reason is the

oxygen evaporation—it generates an inhomogeneous distribution of oxygen on the

surface in contrast with boron and phosphorus, which are distributed almost homoge-

neously at the top of the melt and at the S–L interface. Collet et al. [75] developed a

complex numerical model to analyze the inhomogeneities generated by the real for of

the HMF.

23.3.2.2 Bridgman Methods and Vertical Gradient Freeze
Utech and Flemings [19] found that, similar to VMF, an HMF oriented along the crucible

axis also dampens the temperature fluctuations in the melt and eliminates the dopant

striations in HB growth of tellurium-doped indium antimonide crystals.

By applying an HMF in the VB growth of indium antimonide, Kim [79] showed that

the random temperature fluctuations in the melt turn into periodic oscillations for an

HMF intensity between 92 and 142 mT and are completely suppressed for an HMF above

170 mT. In the last case, a striation-free crystal growth was achieved.

Sen et al. [80] used an HMF in a VB configuration for the growth of indium–gallium

antimonide. They show that an HMF of 400 mT produced a strong decrease in the
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density of grain boundaries and of twin boundaries; they correlated these effects with the

reduction of temperature fluctuations. In the VB growth of HgCdTe under an HMF in the

range of 200–500 mT, Su et al. [81] showed an abrupt decrease in the mole fraction of

CdTe when the magnetic field was applied.

Lan et al. [50] developed a three-dimensional numerical model to study the influence

of an HMF on the flow and segregation in a VB setup for gallium-doped germanium.

They demonstrated that the damping by HMF is more effective than by VMF and that the

axial segregation can be pushed to the diffusion-controlled limit much more easily in the

case of HMF. On the other hand, the radial solute segregation is large and highly

asymmetric due to the nonuniform local dopant mixing caused by the melt flow. In a

further study, Lan and Yeh [82] proposed an ampoule rotation together with the

application of an HMF in order to improve the dopant nonuniformity. Today, HMF is

rarely used in Bridgman or VGF configurations and is less investigated in comparison

with a VMF.

23.3.2.3 Floating Zone
Kimura et al. [83] were the first to study the effects of an HMF on the FZ melting of

gallium-doped silicon. They found that an HMF of 180 mT causes a significant reduction

in fluid motion and the striation pattern is rendered more regular and orderly. In another

study, Robertson and O’Connor [84] showed that a higher HMF of 550 mT has a strong

effect on the growth interface shape, the Ga distribution, and the crystal morphology.

The striation etch pattern reveals a reduction in the concavity of the growth interface

when the HMF is present and the crystal is rotated. For nonrotating crystals, the HMF

breaks the symmetry and the cross-section of the crystal has an elliptical form, with the

major axis aligned along the magnetic field direction. Oscillations in dopant concen-

trations have been observed and the effective segregation coefficient of the gallium was

found to increase in the presence of the HMF as a consequence of the increase of the

diffusion boundary layer thickness.

Similar effects were seen in FZ growth of GaAs (6-mm diameter) [63] with the stria-

tions suppressed under an HMF of 60 mT. In a microgravity GaAs FZ experiment,

Herrmann and Müller [85] employed an HMF configuration to damp the thermocapil-

lary convection. Although the HMF used was nonuniform due to the equipment con-

straints, a significant reduction of the amplitude of the concentration fluctuations was

found.

23.3.3 Cusp-Shaped Magnetic Field

VMF and HMF have both favorable and unfavorable effects on the melt convection in

different crystal growth methods. Although VMF and HMF significantly damp the melt

flow, they have also undesirable effects: VMF degrades the uniformity of the radial

dopant distribution and HMF breaks the geometrical symmetry of the melt flow. A CMF,

which is generated by a pair of Helmholtz coils operated in opposed current mode
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(Figure 23.6), was designed to damp undesirable flows while minimizing the damping of

desirable flows. Such a field configuration uses the advantage of an HMF to preserve a

radial flow in the S–L interface plane while using the advantage of a VMF to dampen the

turbulent convection in a large fraction of the melt. It is axially symmetric and

perpendicular to the whole melt–crucible interface and it decreases the boundary layer

at the crucible wall. In fact, there is a zone under the crystal free of magnetic field, while

the crucible walls are exposed to large field strengths. In comparison to the VMF and

HMF, which have just one control parameter (the field strength), the CMF can be

operated with two control parameters—the strength and the relative position of the CMF

center to the S–L interface.

The maximal intensity of the CMF used in applications is in the range of tens of mT,

in comparison to the intensities of VMF and HMF, which are in the range of hundreds of

mT. The CMF is used mainly in CZ applications. There are also some reports on ap-

plications in the FZ technique.

23.3.3.1 Czochralski Method
The first application of a CMF in a CZ configuration was reported independently by

Hirata and Hoshikawa [86] and Series [87]. They showed the potential of the CMF to

realize localized control of thermal convection at the melt–crucible interface, indepen-

dent of that at the free melt surface. The S–L interface was located in the symmetry plane

between the two coils and was maintained in this position by continuously moving the

FIGURE 23.6 Schematic representation of a cusp
magnetic field configuration.
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crucible upwards to compensate for the decrease of the melt height by the crystal

growth. The main effects of the CMF on the melt flow are summarized in this section.

Temperature field and fluctuations. The mechanism by which the CMF configuration

affects the melt flow was investigated both by numerical modeling and experimental

investigations [27,88–93]. All of these contributions showed that the stabilizing effect on

the flow and temperature field near the crucible wall (where the applied field is the

highest) is stronger than under the crystal. This effect can be clearly seen in Figure 23.7,

where the calculated temperature field for two intensities of the magnetic field at a fixed

time in a vertical section and two horizontal sections are presented. The stabilizing effect

is stronger with the increase of the magnetic field. Experimental measurements and

numerical simulations performed by Hirata and Hoshikawa [89] for the CZ growth of

silicon crystals showed that, in a crucible with a 15 cm diameter, the amplitude of the

temperature fluctuations under the crystal decreases significantly when a CMF field is

applied (from 2.8 K with no magnetic field to 0.5 K). Performing measurements and

numerical simulations in a larger crucible with a diameter of 36 cm, Vizman et al. [91]

found that under the crystal remains a higher amplitude of temperature fluctuations, of

about 10 K, when a CMF is applied. This can be because the zone under the crystal is less

influenced by the magnetic field. The same effect was found numerically by Savolainen

et al. [92] in a 50 cm diameter crucible. Liu et al. [93] carried out a numerical comparison

between HMF and CMF and found that, due to the different damping mechanisms, a

CMF provides a stronger suppression effect of thermal instabilities than an HMF, for the

same magnetic field intensity.

Watanabe et al. [94] investigated the temperature fluctuations under the crystal in a

small crucible (7 cm in diameter) for different positions of the CMF center relative to the

FIGURE 23.7 Isotherms in a vertical section and two horizontal sections placed at the free surface of the melt (top
section) and at half height of the melt (middle section), for two magnetic field intensities. Isotherms step is 1.5 K.
From Ref. [91], with permission from Elsevier.
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S–L interface (outside, surface, and inside; see Figure 23.8). They found a significant

amplitude of temperature fluctuations below the crystal for the outside and surface

CMFs, but almost no fluctuations for the inside CMFs configuration. Contrary to this

result, in a much larger crucible of 50 cm diameter, Savolainen et al. [92] showed by

numerical modeling that there is no significant difference between surface and inside

CMF configurations.

Dopant distribution. Because CMF has a minimum influence on the melt convection

near the S–L interface, Series [87] demonstrated experimentally that the axial phos-

phorus and carbon incorporation in the crystals was similar to the nonmagnetic crystals.

The radial uniformity of the dopants was much higher in comparison with VMF crystals.

Hirata and Hoshikawa [86] found that the nonrotational dopant striations were

reduced by the CMF and rotational striations were not detected, probably due to the

axially symmetric damping of the melt convection. This is superior to the conventional

HMF or VMF, in which nonrotational striations are reduced but rotational striations are

often increased.

Oxygen incorporation is another area where CMF plays a beneficial role. Hirata and

Hoshikawa [95] analyzed the oxygen distribution in the silicon crystals grown by the CZ

method under a CMF and found the following characteristics:

• The axial homogeneity of oxygen concentration is improved by the CMF in com-

parison with no magnetic CZ, similar to that obtained in the HMF case.

• The radial homogeneity improved also in comparison to the case with no magnetic

field, as an effect of the damping of the thermal convection and the centripetal

flow at the free surface.

• Oxygen concentration decreases steadily with the increase of the CMF strength due

to the damping of the convection adjacent to the melt–crucible interface, whereas

those adjacent to the free surface do not change as much. Thus, the crucible disso-

lution (which is the oxygen source) decreases relative to the rate of oxygen evapo-

ration at the melt free surface.

FIGURE 23.8 The CMF configurations: (a) the center of the CMF positioned 20 mm above the melt-free surface
(outside), (b) the center of the CMF positioned at the melt-free surface (surface), and (c) the center of the CMF
positioned 20 mm below the melt-free surface. From Ref. [94], with permission from Elsevier.
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• The oxygen concentration in the crystal can be controlled by the field strength at

constant, high crystal, and crucible rotation rates. This is very different from the

HMF or VMF cases, which require changing the crucible or crystal rotation rates

for oxygen concentration control.

Sim et al. [96] demonstrated that the growth of large single silicon crystals of 200 mm

in diameter with extremely low oxygen concentration and with a radial gradient less than

2% is possible with the CZ method under CMF. The influence of the relative position of

the CMF center to the S–L interface on the oxygen distribution was investigated by

Watanabe et al. [94]. They found that the growth striations, which were related to the

fluctuations of the oxygen concentration, were clearly visible for the outside and surface

CMF configurations but were not observed for the inside configuration (Figure 23.9).

Numerical models have also been developed to understand the oxygen transport in CZ

silicon growth under a CMF [90,97].

23.3.3.2 Floating Zone
No experimental data are available in the literature for the application of a CMF in FZ

growth. Based on numerical modeling, Morthland and Walker [98] suggested that a CMF

can influence the radial distribution of dopants, creating large field strength near the S–L

interface and a small angle between the local field vector and the normal at each point

on the free surface.

Lan [58] showed that, because the coils are quite far from the sample, extremely large

currents are required to generate a sufficient field strength in the melt, comparable with

a VMF. Unexpectedly, the weak flow in the core region affects the dopant redistribution

and results in an even larger radial segregation in comparison with VMF or CZ growth. In

a further study, Lan and Liang [99] investigated a superposition of CMF, a rotation of the

(a)

(b)

(c)

FIGURE 23.9 Growth striations in the grown crystals taken by the X-ray topograph method: (a) for the outside
CMF configuration, (b) for the surface CMF configuration, and (c) for the inside CMF configuration. From
Ref. [94], with permission from Elsevier.
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feed rod, and a counterrotation of the crystal. They found that the mixing in the core

region seems to be better and, as a result, the dopant uniformity is improved.

23.4 Effects of Nonsteady Magnetic Fields
The interest in the application of nonsteady magnetic fields in crystal growth of single

crystals has increased in recent decades, mainly because of their potential to influence

heat and mass transfer through the well-defined flow generated by relatively low

nonsteady induction forces. A simplified analysis performed by Rudolph and Kakimoto

[11] estimated that the required magnetic induction necessary to counteract a buoyancy

force density of 150/Nm3 is Bz
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
150=spfL

p ¼ 1:4 mT for the frequency f¼ 50 Hz and

characteristic length L¼ 0.4 m. This value is almost one order of magnitude lower than

in the case of steady magnetic fields (see Section 23.2). From a technological point of

view, this means smaller size and lower costs for the magnets. The main types of

nonsteady magnetic fields used in crystal growth are alternating magnetic field (AMF),

rotating magnetic field (RMF), and traveling magnetic field (TMF). Sometimes,

nonsteady magnetic fields are used in combination with steady magnetic fields.

An RMF was first used by Pfann and Dorsi [100] in the zone melting process. Mullin

and Hulme [101] were the first to use an AMF in a zone-refining process; they obtained

an enhanced purification rate due to the force melt mixing.

23.4.1 Rotating Magnetic Field

An RMF is basically generated by a three-phase asynchronous electrical engine (sketched

in Figure 23.10) and induces currents in a conducting melt. The wires of the winding

forming three coils are integrated into slots of the iron sheet package. Connecting these

coils to a three-phase power supply yields a rotating transversal magnetic field in the

horizontal plane (Figure 23.10).

FIGURE 23.10 Sketch of the stator of an asynchronous electric engine. Photo from the thesis of P. Dold.
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Applied to a melt, an RMF induces an azimuthal electromagnetic force, which gen-

erates mainly an azimuthal flow. A secondary meridional flow also arises due to the

imbalance of the centrifugal force and the radial pressure gradient in the boundary layer

in the vicinity of the horizontal container walls. This imbalance is known as Ekman

pumping [102], and the rate of this secondary flow is about one order of magnitude

smaller than the primary, azimuthal flow [12].

In a survey on RMF applications in the process of bulk single crystal growth, Gelfgat

[103] distinguished four flow regimes that sequentially occur in the melt under an RMF:

• Small values of an RMF induce a laminar flow regime with a structural symmetry

of the azimuthal and meridional flows.

• A further increase in the field induction generates a stationary nonlinear flow

regime.

• If the RMF induction is higher than a critical value, an oscillating flow regime

occurs in the melt. It is strongly nonlinear and nonstationary.

• A further increase of the RMF induction generates a quasi-stationary stable flow

regime in the melt.

Complex stability analysis of the interaction between the natural convection and RMF

were carried out by Friedrich et al. [104], Kaiser and Benz [105], and Grants and Gerbeth

[106].

Many model experiments have been developed over time in order to get a funda-

mental understanding of the effect of an RMF on the melt flow and to evaluate the

numerical models. In these experiments, different low Prandl number fluids were used:

mercury [102,107], gallium [108–110], or InGaSn [111]. Dold and Benz [109] and

Friedrich et al. [104] investigated the stable and the unstable Benard configuration and

showed that RMF can be used to significantly dampen the temperature fluctuations

caused by time-dependent, buoyancy-driven forces. A more complete review on these

experiments and on other RMF applications can be found in Ref. [12]. The effect of an

RMF on the growth process was studied in bulk crystal growth methods, such as VB, HB,

VGF, CZ, and FZ, as discussed in the following sections.

23.4.1.1 Czochralski Method
The first application of an RMF in a CZ configuration was reported by Shaskow and

Shushlebina [112]. They showed that the convective temperature fluctuations in the melt

were reduced and the dopant inhomogeneities decreased when an RMF was applied.

Later, just a few real growth experiments were reported in literature. Hoshikawa et al.

[113] have grown a 100 mm diameter boron-doped silicon crystal with a CZ puller, where

the graphite heaters were connected to a three-phase current source. Their results show

that a low-oxygen-content silicon crystal can be obtained when the rotation of the

crucible, the seed crystal, and the melt rotation imposed by RMF are in the same di-

rection. Zhou and Huang [114] and Spitzer [115] numerically investigated a similar

configuration and qualitatively obtained the same effect. Kakimoto [116] demonstrated
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that the secondary flow in a meridional plane enhances heat and impurity transfer from

the crucible wall to the S–L interface.

Another growth experiment was performed by Brückner and Schwerdtfeger [117].

They developed a modified Czochralski technique to pull single crystals without me-

chanical rotation of the crystal and of the crucible by bringing forth the controlled

convection in the melt solely by RMF. Crystals of copper, germanium, and silicon were

grown successfully with this technique.

Grants and Gerbeth [118] experimentally studied the phenomenon of temperature

field stabilization by an RMF in a simplified physical low-temperature model of a

medium-size Czochralski facility, with a 140 mm diameter crucible filled with gallium

melt. The stabilization occurs as the result of a flow transition from a large-scale

buoyancy driven to a small-scale magnetically driven turbulence. The amplitude of

temperature fluctuations at the side wall was suppressed by a factor of five immediately

after the flow transition and decreased further as the strength of the RMF increased. The

fluctuation damping was even more pronounced in the core of the flow, where a factor of

50 may be reached. They also found that the stabilizing effect disappears in a high-

frequency RMF. Based on these results and using a scale-up evaluation, Grants and

Gerbeth [118] estimated that an RMF with an amplitude of 0.95 mT at 50 Hz frequency is

sufficient for a significant suppression of the temperature fluctuations in an LEC GaAs

crucible with a diameter of 300 mm.

23.4.1.2 Bridgman Methods and Vertical Gradient Freeze
RMF was successfully applied for the first time in gallium-doped germanium crystal

growth experiments by Dold and Benz [119] in the VB technique and by Friedrich et al.

[120] in the VGF technique. Both groups reported a change in the S–L interface curva-

ture, from concave to a slight W-shape when an RMF is applied, due to the secondary

convective motion. The axial macrosegregation did not seem to be influenced by the

RMF because of a totally mixed regime. Friedrich et al. [120] also observed an increase of

the radial dopant homogeneity. This behavior can be understood as an effect of the

increased flow velocity in the vicinity of the interface, which led to a better mixing of the

melt. Applying an RMF of 2 mT/50 Hz, Dold and Benz [119] found that the dopant

striations due to the buoyancy convection are strongly reduced.

Si-doped GaAs crystal of 50 mm in diameter under an RMF were grown by Pätzold

et al. [121]. Under the forced flow, a significant reduction of the bending of the concave

interface was obtained and a W-shaped interface was observed at an aspect ratio of

approximately 1.5. Lyubimova et al. [122] performed numerical modeling for VB-grown

GaAs and also showed that higher magnetic field intensity results in the S–L interface

shape change from concave to W-shaped.

RMF influence on the VB growth of gallium-doped germanium crystals was investi-

gated by Volz et al. [123]. The RMF also has a marked effect on the interface shape in this

case, changing it from concave to nearly flat as the RMF strength is increased. It was also

shown that time-dependent flow instabilities occur when the critical magnetic Taylor
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number is exceeded; this can be observed by noting the appearance of striations in the

grown crystals (Figure 23.11). In a similar experiment, Bellmann et al. [124] found that

the accumulation of the Ga solute near the center of the melt during growth under

natural buoyancy is reduced by the electromagnetically induced flow.

Using numerical simulations to study the VGF growth of 2-in InP crystals, Schwesig

et al. [125] suggested that an RMF offers no possibility to minimize the strong concave

curvature of the interface very close to the crucible wall. By means of numerical

modeling, Wang et al. [126] found that, in VGF submerged heater growth, RMF seems to

be not as efficient as a combination of an axial magnetic field and an electrical current.

Bellmann et al. [127] performed a global numerical study of Ga segregation in the VGF

growth of Ga-doped Ge under the influence of an RMF. Galindo et al. [128] built a low-

temperature flow experiment using a GaInSn alloy and a numerical model to study the

complex fluctuation flow patterns in a combined VGF-type buoyancy and RMF flow.

23.4.1.3 Floating Zone and Traveling Heater Method
Because of the high velocity in the melt of approximately 15 cm/s [105], a higher in-

tensity of the RMF is needed in the FZ process to counteract the Marangoni convection

compared to the buoyancy convection in VB/VGF. Using an RMF field of B¼ 7.5 mT/

50 Hz, Dold et al. [129] obtained an FZ silicon crystal of 14 mm in diameter with sub-

stantially reduced dopant inhomogeneities. Their main results were as follows:

• The intensity of the dopant nonuniformities is strongly reduced by the RMF.

• The fluctuations of the dopant concentration are reduced under the influence of

the RMF.

• Axial macrosegregation decreased upon application of the magnetic field.

• A symmetrization of the S–L interface shape was observed in the RMF growth and

the interface curvature is slightly flatter.

The effect of the intensity reduction of the dopant striations, which are caused by

time-dependent Marangoni convection with increasing RMF, was also observed by

Fischer et al. [110] in FZ-GaAs. Higher diameter equipment, relevant for industrial Si-FZ,

FIGURE 23.11 Transition from unstable to stable
flow in VB growth of Ga-doped Ge for a critical
Taylor number of 6� 104. From Ref. [123], with
permission from Elsevier.
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have not been experimentally investigated in literature. Raming et al. [130] numerically

investigated an Si-FZ configuration of 100 mm diameter and suggest that an RMF can

lead to just a slightly improved (more homogeneous) macroscopic radial resistivity

profile, whereas microscopic axial resistivity oscillations will increase. Liu et al. [131]

have applied RMF in the FZ growth of oxide crystals (Bi12SiO20) and reported that an

applied RMF of 25 mT/50 Hz is efficient enough to control the oxide melt flow during the

growth process, and the quality of as-grown BSO single crystals is obviously improved.

This effect was explained as being generated by the Lorentz force, which is created by an

interaction between the magnetic field and electric current in the melt due to the ionic

electrical conductivity of the oxide melt.

A linear stability analysis for the thermocapillary convection in the floating zone pro-

cess with an RMF was performed by Walker et al. [132]. Other numerical investigations of

the melt flow in the FZ were performed by Ma et al. [133] and Yao et al. [134].

Beneficial effects of RMF were also observed in the traveling heater method growth of

CdTe and (Hg, Cd)Te crystals by Salk et al. [135] and Senchenkov et al. [136], who

performed RMF experiments in an ampoule designed for the PHOTON 7 mission, both

in gravity and microgravity conditions. It was observed that RMF generates a stable

steady flow in the Te-zone, improving the radial and axial distribution of the Te

inclusions.

23.4.2 Alternating Magnetic Field

From a technical point of view, an AMF can be achieved more simply than an RMF or a

TMF, by only a single coil. Only a few reports can be found in the literature on the

application of AMF in crystal growth processes, much less and not as systematic as in the

case of RMF or TMF.

The first low-temperature model experiment relevant for a CZ configuration was

developed by Wetzel et al. [137]. They used eutectic InGaSn as a model melt in a 20-in

standard CZ crucible. The equipment was supplied with two types of AMF inductors: a

bottom AMF and a side AMF (see Figure 23.12). A numerical approach was validated

against the experimental results and used in the flow analysis. It was found that the AMF

generated by the side inductor causes a two-vortex structure in the outer melt region, but

it leaves the inner region underneath the crystal almost unaffected. Because of the

increased mixing, a lowered temperature and a widening of the isotherms in the outer

region toward the crucible wall were observed. In the case of the AMF generated by the

bottom inductor, a flow cell was observed in the outer region near the crucible wall,

which was rotating opposite to the original buoyancy-driven convection. As in the case

with an AMF side inductor, there was a significant decrease in the temperatures in the

outer melt region. The same behavior was obtained numerically by Virbulis et al. [27] in a

real silicon CZ puller for a 200 mm crystal and 24-in crucible.

Mercier and Nishizawa [138] numerically studied the influence of the AMF on the

solution growth of SiC from silicon melts. Due to a higher temperature difference in the
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melt, the buoyancy force density is almost seven times higher than in a classical CZ.

Therefore, even a higher Lorentz force generated by an AMF cannot totally control the

melt convection. However, at high Lorentz force density, a bottom inductor, located

below the melt, was seen to generate a more efficient pattern for the enhancement of the

carbon transport from the dissolution area to the crystal growth front in comparison to a

side inductor.

For an FZ configuration, Raming et al. [130] demonstrated by numerical modeling

that an additional low-frequency AMF can lead to a more forced convection in the

molten zone, therefore resulting in better mixing of the dopant concentration field. This

leads to a more homogeneous macroscopic radial resistivity profile, whereas axial

microscopic resistivity oscillations may increase too.

A more systematic study was carried out to investigate the influence of an AMF on the

VB growth of (Ga, In)Sb by numerical modeling [139,140] and growth experiments [141].

From transient numerical analysis, it was found that the axial and radial segregation can

be maintained at lower values during the whole growth process if the magnetic field

intensity is progressively increased during the solidification. In this case, the interface

deflection was also maintained at reasonably constant values. In the growth experiment

[141], a polycrystalline, crack-free, and nondestabilized (Ga,In)Sb ingot was obtained

under a 2 mT AMF. The results indicated that the S–L interface deflection decreases with

the increase of AMF and that the radial segregation was almost constant along the ingot,

which confirm efficient mixing of the melt near the S–L interface. In a later study, Mitric

FIGURE 23.12 Laboratory CZ setup: main parts and dimensions. From Ref. [137], with permission from Elsevier.
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and Duffar [142] proposed a theoretical model to estimate the optimal parameters of the

AMF to overcome the solutal effect. Based on the analytical estimations, a magnetic field

of 3 mT and 5000 Hz has been found to be optimal for efficient mixing. Although the

AMF seems to be very efficient for effective mixing (as it is also in metallurgy), more

growth experiments are necessary to prove if AMF is favorable for crystal growth.

23.4.3 Traveling Magnetic Field

Lately, melt flow control by means of TMF has been one of the most active research

directions in the optimization of crystal growth processes from melt. The TMF coil

system consists of a number of coils, which are arranged vertically one over the other

(Figure 23.13). The coil system is fed by an electrical current characterized by amplitude,

frequency, and phase shift. The resulting magnetic field travels either upward or

downward. The magnetic induction B can be described as a wave model with wavelength

l¼ 2p/k¼ nh (with k being the wave number, n being the number of coils, and h being

the distance between coils). A conventional TMF arrangement consists of three coils in a

delta connection. More variability can be achieved when the coils are coupled in a star

connection. In this case, each coil can be supplied separately, and frequency and phase

shift can be varied over a wide range [14].

FIGURE 23.13 The principle of a traveling
magnetic field using three axially parallel coils.
Bz and Br are the axial and radial magnetic field
components, respectively. l¼ 2p/k¼ nh is the
magnetic wavelength, where n is the number of
coils, h is the distance between coils; and k is the
wave number. From Ref. [14], with permission
from Elsevier.
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The advantage of a TMF is the creation of a Lorentz force, which acts as a body force

in the direction of gravity and directly induces a meridional flow. The generated Lorentz

force can be adjusted not only to counteract the buoyancy force but also to create

conditions similar to varying levels of gravity. Because of the melt aspect ratio variation

(due to the solidification), the critical magnetic Taylor number, indicating the transition

from stationary to time-dependent flows, also varies. Normally, the critical magnetic

Taylor number increases with a decrease in the aspect ratio.

The first theoretical and experimental studies on TMF were reported by Gelfgat et al.

[143] and Ramachandran et al. [144]. Complex stability analysis of the thermally strati-

fied melt flow under TMF has been carried out by Grants and Gerbeth [15], Gelfgat [145],

and Grants et al. [146].

The design of magnet configuration is one of the most important issues to make the

control of melt flow by magnetic fields attractive for industrial applications. Usually, the

magnets are positioned outside the growth chamber; therefore, they should produce a

much higher induction force than the one actually needed for convection control. A

significant economical effect can be achieved when the magnetic field generator is

placed close to the melt. A promising idea for industrial applications is to couple the

generation of heat and the magnetic field in a so-called internal heater-magnet module.

Such a configuration was first used by Hoshikawa et al. [113] to produce an RMF in a CZ

silicon growth experiment.

A novel special configuration of a heater-magnet module based on a hole-cylindrical

body with an upwards-winding slit for the generation of TMF was proposed by

Rudolph [14] and Klein et al. [147] (Figure 23.14). This idea was successfully imple-

mented in different types of industrial-scale crystal growth configurations: LEC growth

of 3-in GaAs crystals [148], VGF growth of 4-in Ge crystals [149], and G5 multicrystalline

Si crystallizer of 640 kg Si-ingots [150].

FIGURE 23.14 Layouts of three graphite heaters for LEC growth of semiconductor compounds without (a) and
with TMF (b and c). The nearly identical dimensions facilitate the replacement in one and the same puller vessel.
(a) Conventional “picket fence” (meander) heater fed by three-phase current in delta connection. (b and c)
Magnet-heater modules with staircase-shaped current path, subdivided in three sections for TMF generation by
feeding with three-phase current of given phase shift in delta (b) and star connection (c). From Ref. [14], with
permission from Elsevier.

Chapter 23 • Flow Control by Magnetic Fields during Crystal Growth from Melt 935



In the following sections, details of the use and the effect of TMF are discussed for the

different crystal growth methods from melt.

23.4.3.1 Czochralski Method
The first attempt to use a TMF in a CZ method was made by Wetzel [151] in 2001. Since

then, the influence of a TMF on CZ growth was studied mainly through numerical

modeling and model experiments. One of the few reports on experimental results in the

CZ growth of large silicon crystals was made by Tomzig et al. [152]. They showed that a

nearly ideal uniform oxygen distribution along the grown crystals can be obtained, even

better than under RMF and AMF conditions (see Figure 23.15).

Temperature fluctuations in a CZ-like configuration were studied both numerically

and experimentally by Krauze et al. [76] in a model experiment in which an InGaSn

eutectic with a 10.5 �C melting point was used. It was demonstrated that the corre-

sponding electromagnetic force distributions do not depend on the velocity distributions

in the melt and cause an intense and well-defined melt flow. Temperature fluctuations

in the outer crucible region and radial temperature difference in the melt decrease with

an increase of magnetic field intensity. This effect is stronger for TMF-down in com-

parison with TMF-up. In a later paper, Krauze et al. [153] presented and validated an

improved numerical model based on an LES turbulence model.

More complex numerical models were used to study the influence of a TMF gener-

ated by a magnet-heater module. Klein et al. [147] performed numerical simulations in

an LEC configuration with a 4-kg GaAs melt. They showed that TMF generated by a

magnet-heater module significantly reduces the temperature oscillations with low

FIGURE 23.15 Axial oxygen concentration of 300-mm crystals grown with different magnetic fields: (a) AC: 6 mT,
(b) TMF: 5 mT, (c) TMFþ: 5 mT, (d) Combined field: cusp 20 mT/AC 6 mT, (e) Cusp 20 mT, (f) Cusp 40 mT. From
Ref. [152], with permission of Elsevier.
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frequency, contrary to a configuration with an external coil, where only a small positive

effect could be shown [154]. The asymmetry effects induced by the magnet-heater

design were investigated by Kasjanow et al. [155]. It was concluded that, for an LEC

setup, these effects can be effectively graduated by crucible and crystal rotations. The

first semi-insulating GaAs crystal grown by the LEC method using a TMF generated in a

magnet-heater module was reported by Rudolph et al. [148].

The following correlations between as-grown crystal qualities and TMF parameters

have been observed:

• A slight reduction of the peripheral interface concavity at low field frequencies

• A damping of nonsteady convection perturbations by stabilizing the stream statio-

narity within the melt, especially when high field frequencies are applied

• A lowering of the dislocation density by radial temperature leveling with a decrease

of thermal stress, especially at low field frequency

• Enhanced transport of oxygen and boron releasing from boric oxide layer by

TMF-induced high-speed vortices toward growing crystal, which increases the O

and B incorporation but reduces the As content

For photovoltaic applications, Rudolph et al. [156] proposed a new pulling technology

in a CZ puller for the growth of silicon crystals with both quadratic cross-sections and

relatively low as-grown oxygen content. A stable low radial temperature gradient in the

melt, in the range of 1–2 K/cm, was obtained by applying a special double TMF mode

generated in a graphite magnet-heater ensemble consisting of three side coils around the

crucible and two consecutive spirals below the crucible bottom. As a result, a silicon

single crystal with a near-quadratic cross-section of 91� 91 mm2 and length up to

100 mm was obtained. Miller et al. [157] performed 3D simulations of the melt flow in

the configuration described above; they showed that the TMF as used in the experiments

causes a strong vortex with a heat transport from the crucible’s bottom to the crystal.

This heat transport stabilizes the low-temperature gradient along the free surface and

the stable growth of the silicon crystal with {110} facets becomes possible.

23.4.3.2 Bridgman Methods and Vertical Gradient Freeze
Taking into account two criteria for the optimization of VGF growth process—a nearly

flat S–L interface and a minimization of the von Mises stress—Schwesig et al. [125]

demonstrated by numerical analysis that a downward-oriented TMF has a beneficial

influence on the quality of a 2-in InP crystal in contrast to an upward-oriented TMF. In

the case of TMF-down, the deflection of the S–L interface as well as the maximum flow

velocity is decreasing at small values of magnetic induction (<5 mT). At higher values of

magnetic induction, the maximum flow velocity is increasing again and a W-shaped

interface is observed. Time-dependent flow occurs at about 8 mT for all investigated

aspect ratios. The von Mises stress at the S–L interface decreases significantly with

increasing magnetic induction. Similar results were obtained by Lyubimova et al. [122]

for GaAs and Yesilyurt et al. [158] for Ge crystals grown by the VB method.
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A model experiment close to the conditions used for VGF crystal growth was devel-

oped by Lantzsch et al. [159]. The melt flow was analyzed in dependence on a dimen-

sionless shielding parameter, defined as S¼ 2pm0sfR
2 (with s being electrical

conductivity, f being frequency, and R being the radius). For S> 10, the flow velocity was

shown to decrease significantly, whereas almost no influence was found for a smaller

shielding parameter. A more detailed analysis of this flow sensitivity is presented in

Galindo et al. [160] and Niemietz et al. [161].

By numerical modeling, Frank-Rotsch et al. [162] studied the influence of a TMF

generated by a magnet-heater module on the interface shape in an industrial-size VGF

growth of a 4-in Ge crystal. It was found that a favorable interface with a slightly convex

part in the central region was obtained by applying a downward-directed TMF with a

drastically reduced frequency of 20 Hz. The optimal parameters predicted by numerical

simulation were used to optimize a real growth experiment. As a result, for the first time,

4-in Ge single crystals were grown using the VGF technique in a TMF generated in a

heater-magnet module [149]. Striations were also minimized by effective damping of the

convection-driven temperature fluctuations.

Dropka et al. [163] numerically demonstrated that, due to the larger skin depths of the

materials with lower electrical conductivity, a much larger current amplitude or a much

higher frequency are necessary to generate a Lorentz force of desired intensity and

distribution. A rigorous numerical model developed by Yeckel and Derby [164] has

shown that TMF is only slightly effective at controlling the interface shape in an

industrial-scale VGF of cadmium zinc telluride growth. This is because buoyancy

overwhelms the Lorentz force throughout the melt for typical currents and frequencies

of existing TMF systems.

Based on numerical modeling, Dropka and Frank-Rotsch [165] proposed a novel

electromagnetic stirring approach using pulse-downward TMF generated by a magnet-

heater module for a complete suppression of the instability in temperature distribution

caused by asymmetry in furnace design. A downward TMF in an accelerated VGF growth

of 4-in GaAs was used to improve the interface deflection toward a convex morphology

during the fast growth [166].

23.4.3.3 Directional Solidification
The quality of the silicon ingot obtained by the directional solidification (DS) method is

strongly dependent on the growth parameters that control the melt flow and interface

shape. An active control of the melt flow is possible using magnetic fields and TMF is a

strong candidate. This gives the crystal grower additional process parameters, such as

the inductor current and the direction of the TMF. A deep understanding of the influence

of the growth and process parameters on the crystallization interface is crucial for the

optimization of the ingot quality. To understand the basic features of the melt flow in a

DS-like configuration under a TMF, Dadzis et al. [167] developed a low-temperature

model experiment and 3D time-dependent flow simulations. They reported that in a

10� 10 cm2 crucible with GaInSn isothermal melt, an applied TMF generates a typical
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toroidal flow structure with some extension into the melt corners. It was also shown that

the flow structure is sensitive to the TMF geometry, melt height, and melt axis shift. A

horizontal vortex was found to dominate the central part of the melt for smaller melt

heights. In a later study, Dadzis et al. [168] investigated the same configuration but

imposed an axial temperature gradient. It was reported that transitions from the flow

regime dominated by the Lorentz force (high velocity and melt mixing) to the regime

where the Lorentz force is balanced by the buoyancy forces (low velocity and melt

mixing) may occur; these may have a critical characteristic in which the flow velocity

drops and the temperature difference increases rapidly.

Dropka et al. [169], using 3D modeling, studied the influence of the TMF generated by

a magnet-heater module on the silicon melt flow in an industrial-size crucible of

70� 70� 20 cm3. It was shown that different field configurations (TMF-up or

TMF-down) have a significant influence on the flow structure, and they can both damp

and enhance the mixing (Figure 23.16). In a later study, Dropka et al. [170] investigated

the mixing efficiency of a double-frequency TMF, generated within a magnet-heater

module around a rectangular container with molten silicon. The double-frequency

electromagnetic stirring is performed with a summary TMF composed of two oppo-

sitely directed longitudinally traveling fields with different strengths, frequencies, and

FIGURE 23.16 Velocity streamlines at different cross-sections in the melt: without TMF (top), TMF down (middle),
and TMF up (bottom). Streamlines are the representation of the velocity field projected on the plane. From
Ref. [169], with permission from Elsevier.
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phase shifts. Such variations produce variable skin depths and horizontal velocity pro-

files. It was demonstrated numerically that, in comparison to the buoyancy-driven

natural convection and single-frequency TMF, at double-frequency TMF mode the

flow in the bulk volume is intensified without the generation of hazardous velocities in

the peripheral region. This is beneficial for the melt mixing and general process purity.

The same numerical model was used by Dropka et al. [171] to evaluate the efficiency of a

novel electromagnetic stirring approach using a carousel magnetic field generated by a

bottom magnet-heater module consisting of several spiral coils arranged horizontally

around the vertical axis. It was found that, in comparison to the conventional sidewise

electromagnetic stirring, the flow maximum is shifted from the peripheral region toward

the melt bulk, increasing the stirring within the central region and thus decreasing the

diffusion boundary thickness more effectively and uniformly.

Multicrystalline silicon (22� 22� 13 cm3) grown under a TMF field generated by a

magnet-heater module has been reported by Kießling et al. [172] (Figure 23.17(a)). It was

demonstrated that TMFs can be used to influence the melt convection, reduce the

thickness of the diffusion boundary layer, and adjust the shape and morphology of the

S–L growth interface. The influence of the TMF orientation on the S–L interface shape

was also analyzed. It was found that a TMF-up configuration generates a concave cur-

vature of the S–L interface, whereas a TMF-down configuration generates a convex one

FIGURE 23.17 (a) Sketch of the DS growth arrangement for Si, showing top and bottom heaters and four coils of
the side heater to produce TMFs. (b) Images of the S–L interface revealed from striation morphology analysis by
lateral photo-voltage scanning on vertical cuts shows a concave curvature at the rim as a result of an applied
TMF-up and a convex shape as a result of an applied TMF-down. After Ref. [172], with permission from Elsevier.
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(Figure 23.17(b)). The same qualitative results were obtained in numerical simulations

performed by Dadzis et al. [173] and Vizman et al. [174].

Kudla et al. [150] reported the successful growth of a G5 multicrystalline silicon

(640 kg) in an industrial-scale crystallizer equipped with a magnet-heater module for the

TMF generation. Effective melt mixing and precise control of the interface shape have

been achieved using TMF, which resulted in a very homogeneous infrared (IR) trans-

mission without second-phase inclusions in most of the solidified volume. Dislocation

densities were relatively low and bunching was only rarely observed, resulting in overall

high carrier lifetimes.

23.5 Combined Action of Various Types of Magnetic
Fields and Electric Currents

Sometimes, more types of actions should be taken in the process of melt control to

optimize the quality of the grown crystals, such as a reduction of temperature fluctua-

tions combined with better mixing. A combination of a steady magnetic field (to damp

the flow) and a nonsteady magnetic field (to impose a forced convection) could be

imagined to fulfill such a task and to offer a larger variety of control parameters for the

contactless optimization of heat and mass transfer.

The first application of the combined action of VMF and RMF was reported by

Yamashita et al. [175] to lower the oxygen concentration in Czochralski silicon. In a

theoretical study, Mößner and Gerbeth [176] analyzed the stability thresholds of RMF

and buoyancy-driven flows, also by additionally superimposing a VMF. Because of the

stabilizing effect of the VMF, the critical magnetic Taylor number (from where the flow

became instable) was found to increase strongly when VMF is superimposed on the

RMF. A similar combination between RMF and VMF was studied by means of numerical

simulations by Yildiz and Dost [177] in the liquid-phase diffusion growth process of

12 mm SiGe single crystals. Under the effect of the combined magnetic fields (0.3 T VMF

and 5 mT/10 Hz RMF), the growth process became diffusion dominant and the S–L

interface was almost flat.

The stability analysis of a Rayleigh-Benard flow under the combined action of an RMF

and CMF in a galliummelt was carried out by Grants et al. [178]. It was demonstrated that

theCMF just sharpened the transition diagram in termsof thefluctuation amplitude,while

the transition in terms of the structure change was not influenced too much by the CMF.

Galindo et al. [179] numerically investigated the influence of the combined action of

an AMF field and VMF or CMF on the melt flow in a 4-in Si-CZ growth process. It was

shown that the VMF and CMF damp the flow and, at the same time, the main action of

the AMF was to generate a reversed flow direction at the melt free surface (from the

crystal to the crucible) and to improve the oxygen distribution. A better overall damping

effect was found for the CMF because it provided no preferred direction to the flow field.

Tomzig et al. [152] reported the successful growth of 300 mm silicon crystals by the

CZ method under the combined action of AMF and CMF. They showed that the oxygen
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content can be very effectively adjusted between the highest (in the case of AMF) and the

lowest (in the case of CMF) oxygen level (Figure 23.15). The increase of the oxygen in the

growing crystal in the case of AMF was explained due to the direct transport of the SiO

from the hot wall to the S–L interface without SiO reduction due to evaporation. The

experiments had additionally shown that the application of AMF reduces the crucible

wall temperature, which is favorable for the silica crucible lifetime, with strong impli-

cations for cost reduction.

A special method for the melt control in CZ systems was proposed by Watanabe et al.

[180]. The so-called electromagnetic Czochralski method (EMCZ) combines a VMF and a

static electric current passing through the melt from the growing crystal to an electrode

attached to the melt surface (Figure 23.18). Because the main path of the electrical

current is directed in the radial direction, the electromagnetic force ðF!¼ I
!� B

!Þ is

therefore generated in the azimuthal direction; consequently, the melt is rotated.

Silicon crystals with 30 mm diameters were grown using the EMCZ method by

Watanabe et al. [181]. A low crystal rotation (w1 rpm) and no crucible rotation were

considered. Melt rotation rates from 0 to more than 105 rpm were obtained with

I¼ 0–8 A and B¼ 0–0.1 T. A continuous change in the oxygen concentration and the

homogenization of the oxygen distribution along the radial direction were obtained due

to the reduction of the diffusion layer, both at the melt–crucible interface and at the

crystal–melt interface, by forced flow caused by the electromagnetic force. The influence

of the electrode design (the number of electrodes and position) was numerically

investigated by Kakimoto et al. [182] in the same configuration.

Watanabe et al. [181] reported the growth of a 200 mm silicon crystal by the EMCZ

method. Two configurations were used—electric current þ VMF and electric

current þ CMF—with the symmetry plane placed under the S–L interface (inside

configuration). The crystals grown with CMF-EMCZ method have a higher oxygen

concentration and a more homogeneous oxygen distribution than the crystals grown by

VMF-EMCZ. This result means that, for large-diameter crystals, the melt rotation under

VMF was not effectively mixing the oxygen in the melt and that the VMF was strong

FIGURE 23.18 The principle of the EMCZ method. From Ref. [180], with permission from Elsevier.
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enough to reduce the melt flow just below the S–L interface. On the contrary, CMF has a

lower influence on the flow below the S–L interface and seems to be a better option for

large-diameter crystals. Numerical simulations performed by Vizman et al. [183] showed

that the S–L interface shape of 200-mm diameter Si crystals is greatly modified to a

concave shape as a result of the temperature distribution at the interface by the

controlled melt flow induced by electromagnetic force. The interface deflection was

higher for the EMCZ configuration with CMF than with VMF. Point defect behavior in Si

crystals grown by EMCZ method was investigated by Kim et al. [184]. The results indicate

that in comparison to a simple CMF-CZ configuration, in the case of a CMF-EMCZ

configuration the increased heat transfer due to electromagnetic force makes the

interface concave and the pulling speed at which OSF (oxygen-induced stacking fault) is

formed in the crystal increases.

Based on numerical modeling, Vizman and Tanasie [185] proposed a combination of

electric current and VMF for melt stirring in a directional solidification method of

multicrystalline silicon. They have shown that an electric current (2–10 A) that passed

through two electrodes placed at the melt surface and a VMF of 10 mT can efficiently stir

a melt with a size of 68� 68� 68 cm3. Melt flow configuration was found to depend

strongly on the position of the electrodes on the melt surface; thus, it changes from a

two-vortex type for a symmetrical configuration (with the electrodes placed symmetric

from the central point) to a one-vortex type for the asymmetric configuration (with one

electrode placed at the center point; see Figure 23.19).

23.6 Conclusions and Outlook
The discussions presented in this chapter have shown that magnetic fields offer the

crystal grower a large variety of control possibilities for contactless optimization of heat

and mass transfer processes from growth equipments. There is already a huge research

FIGURE 23.19 Particle tracking with no magnetic fields (a), for a symmetric configuration (b), and for an
asymmetric configuration (c). I¼ 10 A; B¼ 10 mT. Particle tracking plots are shown in a zone 10 cm above the S–L
interface. From Ref. [185], with permission from Elsevier.
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base in this field, a large body of literature, and an important number of applications in

crystal growth industry. A short summary of the beneficial and detrimental effects of the

application of magnetic fields in crystal growth processes is presented in Table 23.1.

Because of their versatility and lower costs for the magnets, nonsteady magnetic

fields have been intensively studied in recent years. With development of the experi-

ments on laboratory scale and more realistic computer models, industrial crystal growth

applications of magnetic fields will become more based on a detailed analysis rather

than intuition. In the coming years, the research suggesting new magnetic field designs

Table 23.1 Summary of the Effects of Magnetic Field Applications in Crystal Growth
Processes

Type of
Magnetic
Field Beneficial Effects Detrimental Effects

VMF 1. Damp thermal convection
2. Eliminate temperature fluctuations
3. Increase effective segregation coefficient
4. Eliminate growth-striae (dopant bands)

in the crystal
5. Increase axial uniformity of oxygen (CZ-Si)
6. Increase radial uniformity of dopants (VB)

1. Local instabilities can occur in the melt
2. Increase temperature difference in the

melt (CZ-Si)
3. Increase the level of oxygen and deteriorate

its radial uniformity (CZ-Si)
4. Deteriorate radial uniformity of dopants (FZ)

HMF 1. Damp vertical flow
2. Eliminate temperature fluctuations
3. Eliminate growth-striae (dopant bands)

in the crystal
4. Decrease the level of oxygen (CZ-Si)

1. Destroy the axial symmetry of the melt flow
2. Deteriorate the symmetry of dopant

distribution (VB)
3. Elliptical form of the crystal in FZ with

no crystal rotation
CMF 1. Damp thermal convection

2. Eliminate temperature fluctuations
3. Smaller magnetic field intensity

(in comparison with VMF and HMF)
4. Reduce nonrotational dopant striations (CZ)
5. Increase axial and radial uniformity of

oxygen (CZ-Si)
6. Decrease the level of oxygen (CZ-Si)

1. Higher amplitude of temperature
fluctuations near the S–L interface
possible

RMF 1. Generate stable steady azimuthal flow
2. Eliminate temperature fluctuations
3. Decrease dopant inhomogeneities
4. Reduce dopant striations to a high

degree (VB)

1. Weak meridional mixing
2. W-interface shape possible (VB)

TMF 1. Lorentz force in the direction of gravity
2. Generate a meridional flow
3. Eliminate temperature fluctuations
4. Uniform oxygen distribution (CZ-Si)
5. Lowering the dislocation density (LEC-GaAs)
6. Coils placed close to the melt

1. Limited effect in the central region of
large-scale melts due to the skin effect

AMF 1. Efficient mixing in the melt
2. Lower axial and radial segregation

(VB-(Ga,In)Sb)

1. No influence on the melt flow underneath
the crystal for large CZ melt
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or beneficial modifications to the existing configurations will likely be concretized in

industrial applications. This success will depend on the degree of fulfillment of the

industry’s cardinal demands, such as increased process output, improved crystal quality,

and reduced costs.
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[76] Krauze A, Mui�znieks A, Mühlbauer A, Wetzel Th, von Ammon W. J Cryst Growth 2004;262:157.

[77] Iino E, Takano K, Kimura M, Yamagishi H. Mater Sci Eng B 1996;36:142.

[78] Terashima K, Nishio J, Okada A, Washizuka S, Watanabe M. J Cryst Growth 1986;79:463.

[79] Kim KM. J Electrochem Soc 1982;129:427.

[80] Sen S, Lefever RA, Wilcox WR. J Cryst Growth 1978;43:526.

[81] Su C-H, Lehoczky SL, Szofran FR. J Cryst Growth 1991;109:385.

[82] Lan CW, Yeh BC. J Cryst Growth 2004;266:200.

[83] Kimura H, Harvey MF, O’Connor DJ, Robertson GD, Valley GC. J Cryst Growth 1983;62:523.

[84] Robertson Jr GD, O’Connor DJ. J Cryst Growth 1986;76:100.

[85] Herrmann FM, Müller G. J Cryst Growth 1995;156:350.

[86] Hirata H, Hoshikawa K. J Cryst Growth 1989;96:747.

[87] Series RW. J Cryst Growth 1989;97:92.

[88] Hicks TW, Organ AE, Riley N. J Cryst Growth 1989;94:213.

[89] Hirata H, Hoshikawa K. J Cryst Growth 1992;125:181.

[90] Kakimoto K, Eguchi M, Ozoe H. J Cryst Growth 1997;180:442.
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[150] Kudla Ch, Blumenau AT, Büllesfeld F, Dropka N, Frank-Rotsch Ch, Kießling F, et al. J Cryst Growth
2013;365:54.

[151] Wetzel Th. Fortschritt-Berichte. VDI Reihe 9, No. 328. Dusseldorf: VDI Verlag; 2001.

[152] Tomzig E, Virbulis J, Ammon WV, Gelfgat Y, Gorbunov L. Mater Sci Semicond Process 2003;5:
347.

[153] Krauze A, J�ekabsons N, Mui�znieks A, Sabanskis A, L�acis U. J Cryst Growth 2010;312:3225.

[154] Lechner Ch, Klein O, Druet P-E. J Cryst Growth 2007;303:161.

[155] Kasjanow H, Nacke B, Eichler St, Jockel D, Frank-Rotsch Ch, Lange P, et al. J Cryst Growth 2008;
310:1540.

[156] Rudolph P, Czupalla M, Lux B, Kirscht F, Frank-Rotsch Ch, Miller W, et al. J Cryst Growth 2011;318:
249.

[157] Miller W, Frank-Rotsch Ch, Rudolph P. J Cryst Growth 2011;318:244.

[158] Yesilyurt S, Motakef S, Grugel R, Mazuruk K. J Cryst Growth 2004;263:80.

[159] Lantzsch R, Galindo V, Grants I, Zhang C, Pätzold O, Gerbeth G, et al. J Cryst Growth 2007;305:249.

[160] Galindo V, Grants I, Lantzsch R, Pätzold O, Gerbeth G. J Cryst Growth 2007;303:258.

[161] Niemietz K, Galindo V, Pätzold O, Gerbeth G, Stelter M. J Cryst Growth 2011;318:150.

[162] Frank-Rotsch Ch, Jockel D, Ziem M, Rudolph P. J Cryst Growth 2008;310:1505.

[163] Dropka N, Frank-Rotsch Ch, Miller W, Rudolph P. J Cryst Growth 2012;338:208.

[164] Yeckel A, Derby JJ. J Cryst Growth 2013;364:133.

[165] Dropka N, Frank-Rotsch Ch. J Cryst Growth 2014;386:146.

[166] Dropka N, Frank-Rotsch Ch. J Cryst Growth 2013;367:1.

[167] Dadzis K, Ehrig J, Niemietz K, Pätzold O, Wunderwald U, Friedrich J. J Cryst Growth 2011;333:7.

[168] Dadzis K, Niemietz K, Pätzold O, Wunderwald U, Friedrich J. J Cryst Growth 2013;372:145.

[169] Dropka N, Miller W, Menzel R, Rehse U. J Cryst Growth 2010;312:1407.
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24.1 Introduction
Despite the progress made in recent decades in the various epitaxial growth techniques,

bulk crystals are still used actively in numerous electronic and photonic applications, as

well as passively as epitaxial substrates, for example [1–3]. In these bulk growth activities,

although the basic growth mechanisms have been explained, there is still a growing need

to improve the size and quality of crystals while reducing production costs. Rudolph and

Kakimoto [4] have outlined various means of controlling the uniformity and stability of

crystal growth from the melt by complementing internal parameters (e.g., temperature

field, pressure, growth velocity) by external influences (e.g., mechanical, electrical, and

mechanical fields). Stirring during crystal growth can often be essential to enhance so-

lute transport through the growth fluid, to homogenize the solute concentration in the

fluid and solid, and to reduce the thickness of the solute diffusion boundary layer (in

order to prevent constitutional supercooling and hence the morphological instability of

the crystal). Why are the properties of the crystal not markedly affected by the periodic

disturbances applied to growth fluids? The answer lies in a comparison of the time scales

involved. Movement of solute species in melt growth is normally on the order of hun-

dreds of centimeters per second. With growth rates in the region of 10�2 cm/s and

induced fluctuations in the region of centimeters per second, solute movement domi-

nates. In addition, if the characteristic ratio of D/d2 (with D being the diffusion coeffi-

cient and d the boundary layer thickness) is less than the frequency of any hydrodynamic

changes and their related temperature oscillations, then mass diffusivity cannot follow

the thermal changes.

Consideration of fluctuation effects in directional crystallization showed [5] that, after

a single disturbance at the growth interface, the steady-state composition is reached

within a time:

tz2d2
�
D;

where d is the boundary layer thickness and D is the diffusion coefficient. Taking typical

values of d¼ 10�4 m and D¼ 10�8 m2/s, we obtain a time on the order of 1 s. This means

that the solutal transient of the growing interface is quite slow, and the interface acts as a

“low-pass filter” [6] preventing the influence of growth rate perturbations or temperature

oscillations with certain frequencies. The frequency limit from the above estimation is

approximately 1 Hz. The same value can also be obtained from the analysis presented in

Ref. [7]. According to estimates in [8], the critical value could be approximately 10 Hz.

Below this limit (a few hertz), any fluctuations are dangerous. On the contrary, higher-

frequency perturbations, including those typical for AVC values, should be damped.

Table 24.1 shows a summary of both steady and unsteady force fields that have been

applied to crystal growth systems over the years. Although other areas will be covered in

various chapters throughout this handbook, this chapter focuses on nonsteady me-

chanical means of affecting crystal growth, including the accelerated crucible rotation

technique (ACRT) and various forms of vibration. After a short section covering other
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mechanical means of melt mixing, the subsequent three main sections will discuss the

topics of ACRT, axial vibrational control (AVC), and other vibration techniques.

Oscillatory techniques offer the means to control melt transport conditions in non-

electroconductive melts that cannot be controlled using magnetic fields (see Chapter 23

in Volume IIB). That is, they have an effect on any fluid and open up possibilities to

govern the crystal growth of not only semiconductors but also dielectrics, salts, etc.

24.2 Constant-Speed Rotation in Melts
A study of the relative importance of the rotation rate and thermal stability was con-

ducted by Rossby [9]. By plotting the Rayleigh number (Ra¼ gaDTh3(nk)�1, where g is

the gravitational constant, a is the volume expansion coefficient, DT is the temperature

difference, h is the melt height, n is the melt viscosity, and k¼ lCp
�1r�1, where l is the

heat conductivity and Cp is the heat capacity) against the Taylor number

(Ta¼ 4u2h4(n)�2, where u is the rotation rate). Two regions can be identified on such a

plot characterized by stable laminar and irregular turbulent flow, respectively. Typical

values are Ra¼ 105 at Ta¼ 107 and Ra¼ 106 at Ta¼ 109. These criteria set practical limits

on the rotation rates and melt depths of certain important growth systems, particularly

as scale-up is considered.

Constant-speed rotation of either the crystal or crucible, or both, have been used for

many years in all of the major bulk crystal growth techniques, such as Czochralski,

Bridgman, vertical gradient freeze, and high- and low-temperature solution techniques

[1,4]. Crystal characteristics that are influenced by constant-speed rotation include

uniformity in both the radial and axial directions, segregation of matrix elements (in

ternary compounds), striations (growth-induced inhomogeneities parallel to the growth

interface), and secondary phases, to name only a few. Striations have several underlying

causes, such as temperature fluctuations due to convective oscillations or nonsymmetry,

hydrodynamic variations, and surface macrosteps (see the review by Scheel [10]). In each

material system, a particular cause of striations is often found; for example, in

Czochralski-grown silicon, striations are linked to the crystal rotation rate (see Chapter 2

in Volume IIA). Various means have been attempted to reduce striations, such as growth

Table 24.1 External Parameters that Influence Melt Flow Dynamics

Force Field Mechanical (g) Thermal (T) Electrical (E) Magnetic (B)

Steady RCC, mg, multi-g TFR DC SMF
Nonsteady ACRT, AVC, CVS, USV TFR AC RMF, TMF, AMF

Note: RCC, rotation of crucible and/or crystal; mg, microgravity; multi-g¼ centrifugation, TFR, thermal field rotation; E, electric field;

B, magnetic induction; DC, direct current; AC, accelerated current; ACRT, accelerated crucible technique; AVC, axial vibrational con-

trol; CVS, coupled vibrational stirring; USV, ultrasonic vibration; SMF, steady magnetic field; RMF, rotating magnetic field; TMF, trav-

eling magnetic field; AMF, alternating (pulsed) magnetic field.

Adapted from Rudolph and Kakimoto [4].
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under microgravity conditions [11] or centrifugation [12]. Eidelman et al. [13], used

forced convection, via counterrotating crystals and crucibles, in small melt volumes in

Czochralski growth to produce 700 mm/550 kg halide scintillator crystals. Scheel [10]

described more than six types of melt flow below a Czochralski crystal that need to be

considered or overcome to control melt mixing. Double crucibles can alleviate some of

these problems, albeit with some practical difficulties. Scheel proposed an alternative of

a solid ring located coaxial with and below the crystal to separate the flows from the melt

fraction inside the ring and produce a quasi-stationary region below the crystal.

Ostrogorsky and Muller [14] suggested a submerged heater in vertical Bridgman, where a

thin melt and stabilizing the temperature gradient should minimize striations. By

applying rotation to the baffle in this technique, Dutta and Ostrogorsky [15] were able to

improve compositional homogeneity and reduce chemical stresses in grown In1�xGaxSb

crystals.

Study of the rotation of the crystal or a special rotating stirrer in crystallization from

melt has attracted renewed attention regarding the large volumes of metal alloy and

semiconductor melts, such as silicon melt. Electromagnetic control of melt flow can

have a limited effect on heat and mass transfer in the central area of large-scale Si ingots

grown from the melt due to skin-depth issues [16,17]. Numerical studies of directional

solidification of multicrystalline silicon with use of a rotating stirrer in the melt have

been performed by Dumitrica et al. [18]. They demonstrated the promise of mechanical

stirring to control the melt convection in directional solidification of large-scale silicon

ingots; in particular, a strong increase of both melt convection and solid–liquid interface

deflection was found.

Thermal field rotation is a newmethod of governing heat and mass transfer in a liquid

phase, as proposed by Kokh and coworkers [19–22]. They organized a traveling heat wave

propagating along the crucible wall by alternate switching of the vertical heating ele-

ments located around the crucible. As a result, the rotation of a nonuniform and cycli-

cally changing heat field appeared on the crucible wall, producing the contactless

generation of azimuthal flows in the melt. The outside impact decreased the role of the

centrifugal force in melt motion, smoothed away the convection instability, and elimi-

nated completely the melt disturbance as a result of the absence of mechanical rotation

of the crystal/crucible. The authors found that changing the heating from an axisym-

metric to a nonsymmetric, nonstationary configuration resulted in an increase in the

convective flow and thus led to an increase of the melt uniformity because the

convective cell occupies almost the entire melt domain. Curie’s symmetry principle

must play a significant role in crystal growth technology assisted with heat field rotation.

Thus, by setting up a certain symmetry of the external thermal field in accordance with

Curie’s principle, one may expect the attainment of possible symmetrization of the

convective flows in the system. The governing heat and mass transfer by rotation of the

heat field was successfully realized by the authors in Czochralski, Bridgman, top-seeded

solution growth, Kyropoulos, and some other growth techniques.
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24.3 Accelerated Crucible Rotation Technique
24.3.1 Introduction and Theory

ACRT has been used extensively in the past to help melt homogenization in high-

temperature solution growth of garnets and to improve crystal size by reducing the

boundary layer thickness, as well as to prevent unwanted second-phase material from

forming. In this section, we present a further example of the use of ACRT—that of

cadmium mercury telluride (CMT, CdxHg1�xTe), which is still the pre-eminent infrared

material, despite the difficulties associated with its production and subsequent pro-

cessing. By varying the x value, the material can be made to cover all of the important

infrared (IR) ranges of interest (i.e., 1–3, 3–5, and 8–14 mm). Bridgman growth takes place

in simple two-zone furnaces, with the pure elements contained in thick-walled, high-

purity silica ampoules. The thick ampoule walls are needed to contain the high (up to

w70 atm) mercury vapor pressures within the ampoules. It was found to be necessary to

purify both the mercury and the tellurium on site before use to obtain the required

electrical properties. There is marked segregation of the matrix elements in standard

Bridgman growth that is both a disadvantage and an advantage [23]. Its disadvantage is

that the yield of material in terms of composition for the most commonly required re-

gions is low. The advantage is that all regions of interest can be produced in the same

crystal, to some extent. A further advantage is that segregation of impurities also occurs,

which leads to low background donor levels in Bridgman material. The other main

disadvantages of the standard Bridgman technique are that the material is nonuniform

in composition in the radial direction and the growth direction, resulting in low yields,

and there are numerous grain and subgrain boundaries.

Limits on controlling melt mixing in the Bridgman process necessitated a means of

stirring melts contained in sealed, pressurized ampoules. The ACRT of Scheel [24] was

used because it had been seen to increase the size of crystals, eliminate unwanted

phases, and increase stable growth rates in high-temperature solution growth of a range

of crystals. The first reported use of ACRT in CMT Bridgman growth was given by Capper

and Gosney [25]. These effects were developed and discussed in more detail in later

papers (see Refs [26–28] for reviews) and are outlined here.

The following three processes are fast by comparison with buoyancy-driven con-

vection and occur on acceleration/deceleration:

1. Transient Couette flow, which occurs on rapid deceleration (spin-down), particu-

larly in tall containers. Liquid adjacent to the container walls decelerates faster

than liquid in the bulk and centrifugal forces drive the inner portions of liquid to-

ward the wall. Horizontal vortices form in counterrotating pairs. This only occurs

beyond a critical rotation rate, given by a value of 270 for the dimensionless

Reynolds number:

Re ¼ R2DUcs
�
h (24.1)
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where DUc is the step change in rotation rate (rpm), such that DUc� 2p/60 rad/s; R is

the container radius (cm); s is the fluid density (g/cm3); and h is the dynamic vis-

cosity of fluid (g/cm/s).

2. Spiral shearing flow, which occurs on both spin-down and spin-up, and is again

caused by fluid at the walls changing its velocity faster than liquid in the bulk. It is

characterized by the thickness, d, of a layer close to the wall where the rotation

rate is half its initial value, and by s1, the time taken by the central part of the fluid

to reduce to this level:

d ¼ RðEUotÞ0:5zðht=sÞ0:5 (24.2)

s1 ¼ 0:1ðEUoÞ�1z0:1sR2=h (24.3)

where t is the time after the container stops rotating (s), Uo is the maximum rotation

rate (rpm), and E is the Ekman number (h/UoR
2s). Spin-up/spin-down times should

be <s1 to maximize stirring.

The number of spiral arms is given by:

N ¼ UosR
2
�
16ph (24.4)

with separation,

Dr ¼ 4ph=sUor (24.5)

where r is the radius of the point in question. Dr should be kept at 0.01–0.1 cm to

ensure diffusion can act as the mixing process.

3. Ekman flow, which occurs above a solid boundary placed perpendicular to the axis

of rotation. During spin-up, fluid adjacent to the boundary is forced to the side

walls and returns diffusely and more slowly through the bulk, with the reverse

occurring on spin-down.

The Ekman layer thickness is given by:

dE ¼ ðh=UosÞ0:5 (24.6)

with a maximum radial fluid velocity of:

V ¼ UoR (24.7)

and a maximum vertical fluid velocity of:

W ¼ ðhUo=sÞ0:5 (24.8)

The flow decreases within a time:

sE ¼ Rðs=hUoÞ0:5 (24.9)

Figure 24.1 shows the ACRT rotation sequence used and Figure 24.2 depicts the

various flows as seen in water simulation trials using a flat-based ampoule to simulate a

crystal–melt interface [26]. All three predicted flow patterns were seen and showed

qualitative agreement with the parameters given in Eqns (24.2)–(24.9). The most

vigorous stirring arose due to Ekman flow for distances of wR to 2R from the container

base (Ekman volume), particularly when a flat-based container was used.
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Brice et al. [28] summarized the models developed for flows induced by ACRT by

identifying three distinct flow regimes as the acceleration/deceleration rate increases.

For small accelerations, axially symmetric fluid flows increase the symmetry of heat and

mass flows. Moderate accelerations produce axial and radial fluid flows at the base of

the column (R to 2R) that stir the fluid in this region only. Large accelerations give rise

to unstable asymmetric flows. The system is characterized by the Reynolds number.

Table 24.2 lists the critical Reynolds numbers and the corresponding rotation rates for

FIGURE 24.2 Flows in a flat-based
container during (a) spin-up and (b) spin-
down. Reprinted from Capper et al. [26],
copyright (1988) reproduced with permis-
sion from The Minerals, Metals and
Materials Society.

FIGURE 24.1 ACRT rotation sequence.
Reprinted from Capper et al. [26], copy-
right (1988) reproduced with permission
from the Minerals, Metals and Materials
Society.
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the values of R (0.65 cm) and h/s (0.006 cm2/s) typical of CMT melts. These values of

Rec are superimposed onto the interface depth (from crystal quenching studies) versus

the rotation plot of Figure 24.3 [30], together with other diameters typical of later CMT

growth (20, 50, and 75 mm) and CdTe growth (50 and 75 mm). For points (a) and (b),

Ekman flow is delayed because the ampoule base is not perpendicular to the rotation

axis in the conical-based ampoules used for growth. Once Ekman flow is fully estab-

lished, the interface depth decreases to a minimum. Couette instabilities are predicted

to occur at point (c) and were seen in the simulations, although they do not affect the

interface depth because they only occur in the upper regions of the liquid not near to

the solid–liquid interface. As the Reynolds number increases further, Ekman flow will

become unstable at point (d), and the interface depth consequently increases. Too

Table 24.2 Critical Reynolds number (Rec) and Corresponding Critical Rotation Rates
for ACRT in 13-, 20-, 50-, and 75-mm Diameter Ampoules

Event Rec

Critical rotation rates (rpm)

13 mm 20 mm 50 mm 75 mm

Ekman flow starts 15 �2 w1 0.1 0.05
Ekman flow fully developed 70 10 4 0.6 0.25
Couette flow unstable 270 38 16 2.4 1.1
Ekman flow unstable 500 69 30 4.5 2.1

v¼ h/s¼ 0.006, kinematic viscosity in cm2/s.

Adapted from Capper et al. [29,30] with permission from Elsevier.

FIGURE 24.3 Interface depths in quenched crystals versus maximum ACRT rotation rates for 13-mm diameter crys-
tals, with rotation values for 20-mm crystals superimposed at the top. Adapted from Capper et al. [30], copyright
(1988) reproduced with permission from Elsevier Science.
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much melt mixing can be introduced by certain ACRT conditions, which leads to

deterioration in crystal properties.

Table 24.3 details the various ACRT parameters and the desired magnitudes of these to

ensure a high level of controlled melt mixing. Bidirectional rotation is employed and

rapid acceleration/deceleration (in 1–2 s) is easily achieved at any rotation rate. The

Ekman layer thickness dE, from earlier flux growth, should be <0.05 cm, which necessi-

tates rotation rates >20 rpm. Horizontal and vertical flow velocities, V andW, are>> R/sE
for all rotation rates, ensuring that the Ekman volume passes through the Ekman layer at

each ACRT cycle. Rotation rates of >20 rpm will ensure that Dr is within the preferred

range of 0.1–0.01 cm to homogenize the fluid body by diffusion. Both run (at maximum

rate) and stop times, sr and ss, can be set to values close to the Ekman time, sE, to ensure

mixing occurs for as long as possible and that decaying Ekman flow is minimized.

24.3.2 CMT Growth

The major effect of ACRT is to stir the melt during growth and produce flatter solid–-

liquid interfaces. In turn, the radial and axial compositional uniformity of the material

are improved, normally by a factor of at least ten-fold, and the grain and subgrain

densities are reduced somewhat. The increase in uniformity enables larger-diameter

material to be produced (up from 13 to 50 mm in our case). Assessment of the mate-

rial includes wavelength mapping of both radially cut slices and axially cut planks; the

latter gives useful information on the shape and change in the solid–liquid interface as

growth proceeds. Images taken with an IR camera and a blackbody source revealed

features in slices, such as cracks, inclusions of second phase, and swirl patterns; the

origin of the latter is as yet unknown. We are currently routinely growing 20-mm

diameter, 200-mm long crystals of w0.5 kg weight with good uniformity of composi-

tion and good electrical properties for first-generation photoconductive IR detector

programs that require low carrier concentration n-type material. Compositions pro-

duced range from x ofw0.93 (w0.91 mm) through to x¼ 0.0 (i.e., HgTe)—the latter in the

tail ends of the crystals.

Table 24.3 ACRT Parameters

Parameter Figure/Equation Aim

1. Acceleration/deceleration time, sa, sd Figure 24.1 sa, sd<< sE (to maximise use of Ekman flow)
2. Ekman time, sE Equation (24.9) sE>> sa, sd
3. Ekman layer thickness, dE Equation (24.6) dE< 0.05 cm
4. Vertical/horizontal fluid velocities, W, V Equations (24.7)

and (24.8)
VsE, WsE> R (to pass Ekman volume through
Ekman layer)

5. Separation of spiral arms, Dr Equation (24.5) Dr< 0.1–0.001 cm (to enable
homogenization via diffusion)

6. Run/stop times, sa, sd Figure 24.1 sa, sd<< sE (to maximize use of Ekman flow)
7. Reynolds number, Re Equation (24.1) Re< 500 (for stable Ekman flow)

Reprinted from Capper et al. [23], with permission from Elsevier.
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Application of ACRT opened up a large number of possible parameter combinations

[23,29,31–34]. Quenching studies of crystals grown under a wide variety of conditions

showed interface depths of z1 mm for x¼ 0.12 and 0.19 start crystals, unlike the values

of 1 and 4 mm, respectively, seen in equivalent standard Bridgman crystals. Increasing

the maximum rotation rate produced the interface depths shown in Figure 24.3. The

preferred region in which to operate is clearly 25<Uo< 60 rpm for a 13-mm diameter

crystal. As growth rate increased, interface depth changed much less than in Bridgman

growth, suggesting that faster stable growth rates are possible with ACRT. From the

simulation studies, it was apparent that a small stagnant region occurred in the tip of a

conical-based ampoule. Quenching studies in flat-based ampoules revealed not only a

flat interface but also that the slow-grown material, produced prior to quenching, was

single crystal. These studies demonstrated the power of Ekman stirring and the

importance of initiating the growth of a single crystal grain.

In the early days of ACRT development, various rotation sequences and start com-

positions were investigated using 13-mm diameter crystals and x uniformity and crystal

structure determined [23]. After comparing results, x¼ 0.19 was chosen as the preferred

start composition. For these crystals grown with short run and stop times (8 and 1 s),

there was a region (several centimeters long) of x¼ 0.21 material with axial and radial x

uniformity of �0.002. A similar Bridgman crystal would produce <0.8 cm of similar x

material with considerably larger radial x variations; that is, ACRT gives a five- to ten-fold

increase in potentially usable material. See Figure 24.4 for a schematic of the Bridgman

grower used [35].

24.3.3 High-x CMT Material

This section focuses on the work undertaken to produce near-IR material, for which

higher starting x values are used. The assessment of the near-IR material has included

wavelength mapping of radially cut slices and images taken with an IR camera to reveal

features in slices, cracks, and inclusions of second-phase and swirl patterns; the origin of

the latter is unknown. This work is being undertaken to improve our basic understanding

of the properties of CMT in the near-IR region and to investigate the suitability of the

material for use in various IR optical applications.

Figure 24.5(a) shows the pseudobinary phase diagram of the HgTe-CdTe system (Yu

and Brebrick [36]). This demonstrates the fundamental problem in the near-equilibrium

growth of CMT by melt growth methods, i.e., the wide separation between the liquidus

and the solidus. However, this is actually a benefit when we are trying to produce higher

x material. Because the starting x is increased, the first-to-freeze material also increases

in x, although not at quite the same rate due to the relative curvatures of the liquidus and

solidus. The initial goal was to produce material of x w0.7, corresponding to w1.3- to

1.4-mm cut-off wavelength. Figure 24.5(a) shows that this necessitates using starting x

values of 0.33–0.35. Figure 24.5(b) shows the pressure–temperature phase diagram for

various x values [36]. The region above the Po
Hg line is essentially Hg vapor, with solid of
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the indicated x values existing in the loops on the lower right and liquid to the left of the

loops. This amply demonstrates how the maximum growth temperature and hence the

Hg vapor pressure increases as x increases.

The loading procedure for these high-x crystals was as for the earlier crystals. We have

had to develop the seal-off procedure to reduce the possibility of explosions due to the

high pressures. This entailed ensuring that the wall thickness remained at the 7-mm

value of the ampoule body and ensuring that there were no re-entrant angles in the

seal-off area. By making the internal surface of the seal-off smooth, we have greatly

reduced the occurrence of explosions and have successfully grown at temperatures

>950 �C—approximately 130 �C above “standard” growth temperatures used before in

this system.

Start compositions of x¼ 0.19–0.8 have been used and the melts were homogenized

by melting/rocking as for standard charges. The growth process remained essentially

unchanged for these high-x crystals [32,37]. Slices were cut (at >1-mm thickness) from

the resulting crystals using a diamond peripheral-wheel cutting machine and then

FIGURE 24.4 Bridgman/ACRT growth apparatus. Reprinted from Capper et al. [35], copyright (1979) reproduced
with permission from Elsevier Science.
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polished and assessed for x uniformity with infrared transmission (IRT) measurements,

as well as the mid-IR camera system.

Figure 24.1 shows the ACRT sequence that was also used for these high-x crystals.

Standard bidirectional rotation is still employed with rapid acceleration/deceleration (in

1–2 s). From considerations of the simple model (Table 24.2), it was seen that maximum

rotation rates for these 20-mm diameter crystals should be between 4 and 30 rpm. Also

for these crystals, short run and stop times (8 and 1 s, respectively) were used as for

standard crystals. To maximize the Ekman stirring—that is, to increase the vertical and

horizontal flow velocities (to values of > R/sE)—we chose to use 25 rpm as the maximum

rate. This rotation rate also ensures that the spiral separation is w0.03 cm at its

maximum value, which ensures full mixing by diffusion between the spiral arms (see

Eqn (24.5)).

Another assessment tool that is used for these high-x crystals is that of IR imaging. By

placing a blackbody on one side of the slice (polished on both sides tow1 mm thickness)

and a midwave camera system (CEDIP) on the other, images can be taken that reveal

IR-absorbing defects. (This camera system uses an OSPREY detector manufactured at

Selex ES from liquid phase epitaxial [LPE] material). This is a rapid, noncontact

assessment method that can be used for all slices with cut-off wavelengths less than that

of the camera system’s detector.

Highly uniform, extremely high-x value material has been produced using these

techniques. Figure 24.6 shows the uniformity map and IR transmission image of the

shortest-wavelength 20-mm slice grown to date.

A second aim of this work was to scale-up growth using ACRT to maintain x uni-

formity. Several 40-, 50-, and 70-mm diameter crystals have been grown. Figure 24.7

FIGURE 24.5 (a) Pseudobinary phase diagram for HgTe-CdTe system (L¼ liquid, S¼ solid). (b)
Pressure–temperature diagram for CMT. Reprinted from Yu and Brebrick [36], copyright (1994) reproduced with
permission from IEE.
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shows slices from 20-, 40-, 50-, and 70-mm diameter crystals. The 70-mm crystal is the

largest diameter CMT crystal grown anywhere, to this author’s knowledge. In tandem

with increasing diameter, the weight of crystals was also increased to maintain the

number of usable slices. The largest weight currently used for 50-mm diameter crystals is

w2 kg. The highest x value seen in these 50-mm crystals (from a 30% start) isw1.5 mm (x

w0.67). Figure 24.8 shows the wavelength uniformity of this slice, together with the IR

image of the adjacent slice, where a central area (w36� 36 mm in size) can be seen to be

clear of defects or grain boundaries. Figure 24.8 also shows the overall size of this 50-mm

diameter crystal.

In the preferred case of short cycle times, outlined above, Gray et al. [38], have

confirmed the observations in our quenched crystals that no striations should be

present.

Liu et al. [39], have modeled the ACRT process in small-diameter CMT with a rotation

sequence very similar to that described above. They showed that the optimum conditions

FIGURE 24.6 Radial distribution of wavelength (in mm at room temperature—0.91 mmh x w0.93) in 20-mm diam-
eter slice. Courtesy of Selex ES.

FIGURE 24.7 Comparison of 20-, 40-, 50- and 70-mm CMT slices. Courtesy of Selex ES.
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for flows, temperature, solute distribution, and interface depth werew45 rpmwith a total

time ofw36 s, which are very close to the values of 40 rpmandw33 smentioned above. Jie

[40] alsomodeled this system and found that the interface position shifted by up to 80 mm

during growth with an axial temperature gradient of 10 K/cm, which has implications for

the compositional control. Increasing growth rate caused this shift to occur more rapidly,

but by the sameoverall extent, whennoACRTwasused; however,withACRT, this interface

shift occurred independently of the growth rate and eventually reached w100 mm in the

last-to-freeze region. Thus, there was a need to vary the lowering rate during the growth

process to keep the actual growth rate constant.

Bloedner and Gille [41] used ACRT in traveling heater method (THM) growth of

16-mm diameter CMT using various sequences. They were able to achieve marked

improvement in growth rate, with no increase in second-phase precipitates or evidence

of striations (more details on ACRT THM are given in Chapter 12 of Volume IIA).

24.3.4 ACRT in the Growth of CdTe/Cd1�xZnxTe

The first use of ACRT in the growth of CdTe was by Wald and Bell [42]. The growth of

larger-diameter, 50-mm material with ACRT was described by Capper et al. [43]. This

FIGURE 24.8 Radial distribution of wavelength (in mm at room temperature) in 50-mm diameter high-x slice from
30% start. Courtesy of Selex ES.

964 HANDBOOK OF CRYSTAL GROWTH



size was chosen to produce suitable grain sizes for 20� 30 mm liquid-phase epitaxy

substrate production for the subsequent growth of CMT layers. It was anticipated from

earlier work on ACRT growth of CMT [23] that larger grain sizes would be produced. On

studying the parameter values in Table 24.3 for the larger-diameter case (i.e., 50-mm),

two distinct ACRT combinations of parameters were recognized: the combinations that

maximize flows (items 1–6 in Table 24.3) and the combination that maintains stable

Ekman flow (item 7 in Table 24.3). With R¼ 25 mm, combinations of 40 rpm with 15 s

run/stop times and 4 rpm with 50 s run/stop times corresponded to the two regimes.

Experimentally, it was found that crystals grown under the first regime consisted of

many grains, yielding no usable substrates. This strongly suggested that stable Ekman

flow was required to produce large grains. To confirm whether rotation rates <5 rpm

were absolutely necessary, a crystal was grown with 10 rpm and 12 run/stop times. A

weighing error caused this crystal to produce polycrystalline growth, but an interesting

feature was seen on the top of the crystal, where the segregated liquid cadmium was

quenched during ACRT stirring. Figure 24.9 shows what appear to be spirals on the acid-

etched top surface. The spiral separation was w0.1 cm near the periphery, increasing to

w0.5 cm near the center, as predicted from Eqn (24.5), and the number of spiral arms

was in qualitative agreement with Eqn (24.4). This provided the first direct evidence that

such ACRT flows exist in these high-temperature melts. When crystals were grown using

4 rpm with 50 s run/stop times, a single grain was seen to run the entire length of the

7-cm crystal, albeit with some edge grains, too. This suggests that ACRT did indeed

increase the overall grain structure (see Figure 24.10).

Figure 24.10 shows the result of using a necked ampoule base in ACRT growth. It was

concluded by comparison with other crystals that the constriction reduces the number

of grains propagating through to the full-diameter region. At this point, Ekman flow

dominates and, if stable, should minimize the nucleation of secondary grains.

FIGURE 24.9 “Sprials” caused by ACRT on frozen Cd on top of CdTe crystal. Reprinted from Capper et al. [43],
copyright (1993) reproduced with permission from Elsevier.
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Figure 24.10 shows that this is successful because grain A is present over w75% of the

area. The cut in the central section shows that grain A occupies w75% of the crystal

volume. Several twins propagate through the length of the crystal, but these lie roughly

parallel to the growth axis. This results in the largest single crystal (111) slices being

potentially w65� 50 mm in size. As the aim of the work was generally to produce

30� 20 mm slices; this crystal was cut in half to maximize the potential number of

substrates. Obviously both sections could, and indeed did, produce 30� 20 mm slices.

Several slices from this crystal produced two 30� 20 mm substrates. This is only

achievable in 50-mm diameter crystals if the (111) twins lie nearly parallel to the growth

axis. Sliding-boat Te-rich LPE growth (see Chapter 10 in Ref. [3]) requires regular,

rectangular, or square, substrates, so having the (111) direction parallel to the growth

axis is an obvious advantage.

Application of ACRT was also found to reduce the level of second-phase Te pre-

cipitates, strain (as measured by X-ray diffraction curve widths), and etch pit densities in

CdTe (these were also equivalent to the then-current literature values). Chemical anal-

ysis of the Zn distribution in CdTe/Cd1�xZnxTe (CZT) crystals showed that ACRT moved

the segregation coefficient much closer to unity, meaning that more of the ACRT crystal

had a Zn level for lattice matching to the CMT to be grown on it (see Figure 24.11). The

near maximum transmission value, at 750/cm, showed that the impurity levels in these

ACRT crystals was also extremely low due to the enhanced segregation caused by ACRT

melt mixing. Finally, substrates from some of these ACRT crystals were used to produce

LPE layers of CMT with acceptable properties for use in IR detector manufacturing.

FIGURE 24.10 Grain map of CdTe crystal using ACRT and a constriction in the first-to-freeze region. Reprinted
from Capper et al. [43], copyright (1993) reproduced with permission from Elsevier.
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Wang et al. [44] studied the effects of ACRT on impurity behavior in vertical

Bridgman-grown CZT. Segregation coefficients of several impurities were determined;

however, because the one ACRT crystal was more heavily doped, no meaningful com-

parisons with non-ACRT crystals could be made. Wang et al. [45], studied the effects of

ACRT and seeding in 60-mm diameter CZT crystals. They found that seeding clearly

improved crystallinity and dislocation densities compared with ACRT growth but that

ACRT improved the Zn distribution; that is, it reduced the segregation coefficient closer

to unity and produced a similar improvement in impurity (In) behavior, mirroring that

seen by Capper et al. [43]. However, this study [45] only compared one seeded crystal

with one ACRT crystal, grown under otherwise identical conditions.

Jie et al. [46] used ACRT in their growth of 5-mm diameter Hg1�xMnxTe and modeled

the Mn distribution. The segregation coefficient was found to vary with axial position.

24.3.5 ACRT in Group-IV Growth

There have been several reports of the extension of ACRT to the growth of group-IV

elements and compounds. Bairava Ganesh et al. [47,48] used ACRT to induce stria-

tions in mc-Si used for photovoltaics to determine the growth rate during unidirectional

solidification. A growth rate of w0.4 mm/min was found in 50-mm sized samples. It was

noted that the carbon concentration was more homogeneously distributed with ACRT

and there was also a reduction in the number of impurity precipitates. Belleman et al.

[49] used transient simulation of mc-Si with ACRT over a 10-h growth time. For 12.5-cm

diameter, 10-cm high crystals, a rotation rate of w1 rpm and an Ekman time of 600 s

were used. It was found that ACRT increased the radial segregation of impurities, which

perhaps is not too surprising at such low rotation rates and for such large samples.

ACRT becomes even important for crucible-free floating zone (FZ) growth of oxygen-

free large-diameter (200 mm) silicon crystals [50,51]. To overcome the difficulty of

growth front break out in the radial direction, especially at large diameters, the growing

crystal is periodically rotated through a sequence of rotation angles. The direction of

FIGURE 24.11 Segregation of Zn in non-
ACRT and ACRT crystals of CdZnTe.
Reprinted from Capper et al. [23], copy-
right (1994) reproduced with permission
from Elsevier.
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rotation is changed, after each rotation, by a rotation angle belonging to the sequence. As

a result, the diameter constancy is controlled markedly.

Kusunoki et al. [52] used ACRT in their Si-Ti solvent growth of SiC for use as sub-

strates for the LPE growth of SiC layers. ACRT allowed growth rates to be increased up to

200 mm/h, enabling growth of 5-mm thick substrates. This is another example of ACRT

as an “enabling” technique to produce something normal melt growth cannot readily

produce to further progress production of a key material, in this case SiC. The resultant

LPE layers had high quality, low impurity levels, and good electrical properties.

Seki et al. [53] employed ACRT in their top-seeded solution growth of SiC for high-

power electronics applications. In 12-mm diameter crystals, a 30-rpm rotation rate

was used to produce the desired 3C polytype for higher electron mobilities, at the

expense of the undesirable 6H polytype.

24.3.6 ACRT in Other Material Systems

Several other materials systems have seen benefits from the addition of ACRT to the

growth process. Distanov et al. [54] used unidirectional ACRT, with maximum rotation

rates between 20 and 60 rpm, to grow good-quality Ag3AsS3. These crystals were used in

nonlinear optics applications.

Lui et al. [55] found that ACRT suppressed constitutional supercooling in the growth

of succinonitrile in acetone at room temperature, and hence morphological instabilities.

Near the interface, the forced convection from ACRT was seen to be dominant. This

same group [56] used both simulations and visualization techniques to look at the effects

of various ACRT sequences. They found that the trapezoidal sequence is best because it

maintains a controlled amount of melt mixing throughout the ACRT cycle, in agreement

with the conclusions outlined in Section 24.3.2.

Uda et al. [57] used ACRT to grow 50-mm diameter crystals of langasite (La3Ga5SiO14)

for piezoelectric applications. Employing rotation rates of 0–25 rpm reduced the

occurrence of undesirable secondary phases of lanthanum gallate and gallium oxide.

Kim et al. [58] and Dutta [59] used ACRT to increase melt stirring in their growth of

antimony-based quaternary compounds because it is easily adapted for larger sizes and

for sealed crucibles. They also noted that ACRT can be used in shallow melts where

baffles/stirrers are not easily incorporated. To reduce constitutional supercooling, they

needed to reduce the growth, but this proved to be uneconomical; hence, ACRT was

used to increase the growth rate, by a factor of three in this case. In their (Ga,In)Sb

ternary system, ACRT was also found to reduce crystal cracking.

24.4 Axial Vibration Control
The vibrational technique AVC applies axial low-frequency (tens of hertz) and small-

amplitude (tens to hundreds of micrometers) vibration to the growth system [60,61].

The technique of applying vibration is realized either by vibration of the growing crystal
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or by oscillation of a special submerged inert body/baffle, which is located near the

crystal–melt interface and oscillates, inducing vibrational convection flows. Applying the

vibration to the growth container/ampoule was experimentally and theoretically

investigated for the Bridgman technique [62,63] and for the vertical zone-melting pro-

cess [64,65].

The first studies of the influence of axial low-frequency vibrations on crystal growth

from the melt appeared in the 1950s and 1960s [66–70]. Since that time, a number of

papers on this subject have been published. The positive effects were found to occur to a

different extent for a wide region of intensity/amplitude and frequency of vibration. The

influence of vibrations on crystal growth in the ultrasonic (from tens of kHz to several

MHz), acoustic (usually tens to hundreds of Hz), and even subsonic ranges (from 0.5 to

5 Hz) has been investigated. The displacement amplitudes are usually confined to

several micrometers for ultrasound [71] and reach 10–25 mm in experiments on the

influence of infrasound [72,73]. A detailed list of published papers can be found in re-

views [74,75]. Data on the favorable influence of vibrations on various crystal properties

have been obtained. However, those pioneering studies of vibrations were nonsystem-

atic and casual: one author published usually no more than one or two papers. This

situation is understandable and explicable because the mechanisms were unknown and

really efficient use of axial vibration in crystal growth was very difficult to perform.

24.4.1 Physical Nature of the Phenomenon

The application of axial low-frequency vibration to the submerged body produces stable

symmetric vibrational flows in the bulk liquid. This was shown by the primary numerical

modeling of this phenomenon carried out by Avdonin et al. [76] and Zharikov et al. [77],

both in 1989. The body with a dihedral rectangular edge executed linear harmonic vi-

brations in a stationary infinite liquid. The solution reveals the existence of a stationary

average flow characterized by two areas of circulation, with opposite direction of motion

flowing from the vibrating body edge (Figure 24.12). The average flow induced by os-

cillations of a solid body immersed in a liquid arises due to nonlinear effects. The

physical nature of this phenomenon lies in the formation of a nonstationary boundary

layer near the body surface and its periodic break-off, which causes the stationary

movement in the liquid.

According to numerical simulation of vibration in the Czochralski process performed

by Lyubimov et al. [79], the average AVC flow represented by two toroidal vortices of

comparable intensity and specific directions could transform along with an increase of

the vibration frequency into regular Schlichting flow when an external vortex occupies

most of the flow area. The critical frequency for flow transition from AVC-type to

Schlichting flow depends on the radius of curvature of the vibrating body edge: the

smaller the radius, the larger the critical frequency. Lyubimov et al. [79] demonstrated

this correlation by the corresponding diagram for some fixed value of vibration ampli-

tude. A numerical study [80] has shown that, in the case of a vibrating disk located under
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a solid–liquid interface (see below), the vibrational efficiency is determined not only by

the sharpness of the oscillating disk edge but also by the ratio of an edge radius to a

cylindrical disk thickness. Another mechanism leading to similar transformation of the

flow pattern is given by Zharikov [81]. This is connected with the penetration depth of

the solid–liquid interface regarding the position of the free surface of the liquid.

For a comparison of the various vibration regimes, the nondimensional vibrational

Reynolds number is used:

Rev ¼ 2pfAR

v
(24.10)

An alternative is its variation, the pulsating Reynolds number:

Rep ¼ 2pfA2

v
(24.11)

Another parameter characterizing the vibration regimes is vibrational acceleration,

which is useful for analysis of parametric dependences and comparison of experimental

data related to the same material within a series of experiments:

Ia ¼ ð2pf Þ2A �
m
�
s2
�

(24.12)

In Eqns (24.10)–(24.12), f is the vibration frequency, A is the vibrational amplitude, n is

the kinematic viscosity, and R is the vibrating body radius.

Bulk fluid flows of vibrational convection initiated by oscillations with low-frequency

and small-scale amplitude is a specific type of stationary flow in the fluid. It differs from

known fluid flow, which is evident from a comparison with acoustic flows [82] and

Schlichting flow [83]. The phenomenon of vibrational convection cannot be explained by

FIGURE 24.12 Fluid motion under vibration of a dihedral rectangular edge. Adapted from Zharikov et al. [78].
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the theory of acoustic flow because the characteristic dimension of the vortices in such

currents is similar to or greater than the wavelength of the sound [82]. In contrast, the

typical wavelengths for the vibrations under study are about 10 m, whereas the char-

acteristic dimensions of the circulation, as a rule, are three orders of magnitude less.

Steady-state convective flow generated by vibrations is established at lower amplitudes

than the Schlichting flow. The appearance of small-scale vortices near the edge of the

vibrating body is a significant difference from ordinary flows within the boundary layer.

The influence of low-frequency and small-amplitude axial vibration on crystal growth

from a liquid phase is not confined to formation of bulk flows shown in Figure 24.12.

Various new effects of vibration were discovered during the subsequent studies

[74,75,80,81], as discussed in the following sections. Although the effects were observed

in the case of particular vibration-assisted growth configurations, there are reasons to

believe that these effects have a common character.

24.4.2 Effects of AVC on Crystal Growth from the Melt

Axial vibrational control allows one to efficiently govern the heat and mass transfer as

well as the growth kinetics during crystallization from the melt. The introduction of axial

vibration with frequency of tens to hundreds of hertz and amplitude up to hundreds of

micrometers into a liquid phase provides the growth of high-quality crystals with high

growth rates, under the control of stoichiometry and dopant distribution. AVC can

noticeably alter both the composition and dopant segregation/distribution in the crystal.

Such behavior was shown for both the Czochralski and Bridgman methods. AVC pro-

vides leveling of both dopant concentration and stoichiometry along and across the

crystal [84–87]. The AVC-assisted Bridgman method under controlled pressure tech-

nique allowed the growth of CdTe and PbTe crystals with the required nonstoichiometry,

which was constant along the crystal length [86,88,89].

The numerical modeling performed by Fedyushkin et al. [90,91], Fedyushkin and

Bourago [92], and Avetisov et al. [93] has shown that vibrations can reduce the thickness

of boundary layers at solid–liquid interfaces [90,91], which is of critical importance when

growing single crystals. Using vibrational agitation of the melt, one can change the value

of the temperature gradient at the interface—that is, one can change the kinetics and

rate of crystal growth. The boundary layer thickness depends on the amplitude, the

frequency, and the Prandtl (Pr) number of the melt. The melts with large Pr numbers,

such as oxides and salts, are controlled by low-frequency vibration very efficiently. The

influence on melts with small Prandtl numbers will be essential with an increase of the

amplitude and the frequency of vibration (with increase of the vibrational Reynolds

number Rev).

A change of the hydrodynamic situation and temperature conditions near the

interface provides the possibility to control the shape of crystallization front. Simulations

demonstrated that the shape of the crystal–melt interface is strongly dependent on

vibrational parameters [93]. Experimentally, the flattening of the solid–liquid interface
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was obtained for growth of NaNO3 crystals by both AVC-assisted Czochralski [74,80,94]

and Bridgman [86] methods.

In a series of papers, Avetisov et al. [80,86,88,94–96] demonstrated that the Bridgman

and Czochralski configurations significantly improved structural perfection of crystals

(decrease of dislocation density, crystal mosaicity, and point-defect concentration)

grown under AVC conditions compared to nonvibrational crystals. This is connected

mostly with changes at the solid–liquid interface and nearby arising due to the vibra-

tional influence. There are the changes of boundary layers thickness and temperature

gradients values, as well as changes of the melt structure near the interface such as

destruction of clusters, initiation of reconstructive processes, etc.

Crystal growth under axial vibration results in a substantial increase of the maximum

allowable growth rate. It was shown [86] that the growth rate of NaNO3 crystals grown by

the Bridgman method under vibration of a submerged baffle with frequency 50 Hz and

amplitude 0.2 mm could be increased from 2 mm/h to 10 mm/h without loss of crystal

quality. Along with increasing of the vibration amplitude at fixed frequency (50 Hz), the

dislocation density in NaNO3 crystals grown by the AVC-assisted Bridgman technique

decreased down to unit values (Figure 24.13(b)).

The AVC-grown crystals by the Czochralski method were characterized as dislocation

free at pulling rates less than 10 mm/h and vibrational frequency higher than 10 Hz

(Figure 24.13(a)). The reason for the significant decrease of dislocation density and

substantial enhancement of growth rate along with maintenance of crystal quality could

be attributed to a reduction of the diffusion layer thickness at the crystallization front

and an increase in the diffusion rate, as well as to the influence of the vibrational force on

heat and mass transfer at the interface and the influence on precrystallization phe-

nomena, which stimulate the destruction of clusters in the liquid at the boundary layer.

It should be noted that the latter behavior is more pronounced for strongly associated

FIGURE 24.13 Dislocation density in NaNO3 single crystals grown under vibration (a) by Czochralski method (type
II) versus growth rate with amplitude 1 mm and different frequencies (1) 0; (2) 10 Hz; (3) 17 Hz; (4) 25 Hz.
(Adapted from Avetissov et al. [95].) (b) by the Bridgman method versus amplitude at oscillation frequency 50 Hz
(Adapted from Avetissov et al. [86].).

972 HANDBOOK OF CRYSTAL GROWTH



melts of compounds with high ionicity, such as fluorides, oxides, silicates, and some

A2B6 semiconductors.

Reducing of the diffusion layer together with destruction of clusters at the interface

result in an increase of the diffusion speed of melt species and their easier incorporation

into a growing crystal. This leads to enhancement of the growth rate and building of a

more perfect crystal. An additional contribution to the decrease of the dislocation

density could give the energy of vibration itself, which plays a role of external force

stimulating the motion of dislocations and their further annihilation.

Improvements of the structural perfection of crystals grown under the AVC impact

was confirmed for NaNO3 by studies of the Raman spectra and measurements of X-ray

rocking curves [80,95]. In the case of Bi12SiO20 crystals grown under low-frequency vi-

bration by Zhang et al. [97], the extension of the short-wavelength spectral absorption

edge and corresponding narrowing of X-ray rocking curves in a certain range of vibration

amplitudes that appear also as evidence of improvement of crystal perfection was

demonstrated.

There are many documentary pieces of evidence about melt clusterization, poly-

merization processes in the melts, and precrystallization phenomena (see, e.g., Refs

[98–101]). Actually, the energy of motion of an oscillating body, together with induced

heat and mass flows through their impact on boundary layers and bulk melts, could lead

to structural reconstruction of melt, especially close to the crystallization front [78].

Direct measurements of the heat of crystallization of NaNO3 and CdTe melts sub-

jected to agitation by low-frequency vibration using the oscillating baffle submerged in

the melt (AVC-assisted Bridgman configuration) demonstrated [96] up to a 30% increase

compared to the melt without agitation. This can be explained as a real influence of low-

frequency vibration on the microstructure of the melt. The calculation made by the

authors of this paper led them to the conclusion that low-frequency vibration of the solid

baffle can partially destroy the existing clusters in the melt, which is especially the case

for the associated melts, such as oxide, silicate, and borate melts.

24.4.3 Application of AVC in Crystal Growth Methods

AVC can easily be adapted to many methods of crystal growth from a fluid medium (melt

or solution). Application of AVC to different techniques of crystal growth from the melt

was presented elsewhere [81,102]. By now, it is realized with regard to Czochralski, top-

seeded solution growth, vertical Bridgman (VGF), zone melting, and floating zone

methods, which will be discussed in more detail. The most comprehensive work has

been done for AVC-assisted Czochralski (AVC-Cz) and Bridgman (AVC-Br) techniques.

Accordingly, the majority of this section discusses these two important melt growth

methods assisted with controlled vibrational influence.

Of particular interest is the use of controlled low-frequency vibration for crystal

growth experiments in space. For acceleration magnitudes of 10�4 g and less, flows

generated by controlled vibration can be used to suppress undesirable convective effects
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caused by “g-jitter.” The convective heat flow component caused by the controlled vi-

bration can be of the same order of magnitude or larger than the conductive heat-

transfer mode. The first experimental confirmation of AVC promise to control the

fluid flows in space and create the new efficient technologies of crystal growth in

microgravity was done on the Mir space station by Zharikov et al. [103].

AVC-assisted Czochralski I method. In the Czochralski configuration (type I), the

crystal itself plays the role of a vibrating body, which is contacting the surface of melt

and produces intensive vibrational flows in the bulk melt (Figure 24.14(a)). The advan-

tage of this kind of vibrational impact, in comparison to other flow initiation strategies, is

that it exerts a great influence on transport processes in immediate proximity to the

solid–liquid interface. In Figure 24.15, the size of vibrational vortices and flow velocity for

AVC-Cz (type I) are plotted versus the vibration amplitude. It is seen that the size of the

vortex linearly depends on the vibration amplitude (Figure 24.15(a)). The average linear

flow velocity in the vortex strongly increases along with the amplitude of vibration and

also increases with the viscosity of the liquid (Figure 24.15(a)).

Experimental studies of interaction between vibrational and thermal convections in

the Czochralski configuration showed that vibration could efficiently compete with the

natural convection flows because the direction of melt motion in vibrational vortices is

opposite to that of thermal convection. Along with an increase of the vibrational

Reynolds number, the vortices of vibrational convection suppress the thermal convective

flows and spread to the crucible wall, occupying more and more space until the whole

volume of the crucible becomes occupied only by vibrational flow [61].

AVC flows allow efficient suppression of the temperature oscillations at the interface

arising due to irregular thermogravitational convection flow [104]. As was shown by

Avetisov et al. [80], the application of low-frequency vibration to the submerged disk in

the Czochralski configuration type II (see Figure 24.14(b)) produces a decrease in the

thermoconvectional fluctuations of temperature near the solid–liquid interface from 8 K

for conventional Cz to 0.2 K.

The suppression of the thermal convective flows leads to smoothing of compositional

fluctuations in doped crystals [84,90,91]. Experiments on AVC-assisted high-temperature

Czochralski growth of yttrium-scandium-gallium garnet doped by erbium and

FIGURE 24.14 Vibrational flows in AVC-assisted Czochralski method. AVC-Cz type I: vibration of crystal (a). AVC-Cz
type II: vibration of submerged baffle (b). Adapted from Zharikov [102].
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chromium ions Er,Cr:YSGG (melting point 1910 �C) showed [84] noticeable weakening of

striations.

The simultaneous interplay of the vibration, thermal convection, and rotation for

the Czochralski configuration was investigated by numerical calculations [92] for the

case of opposite rotations of the crystal and the crucible. It was shown that interaction

of these three factors leads to the appearance of flows with a complex structure con-

sisting of two domains. For the particular parameters of calculations (A¼ 100 mm,

f¼ 50 Hz, Gr¼ 214,610, Pr¼ 5.43), it was found that the flow structure in the external

domain is caused by the thermal convection; in the internal domain, the flow pattern is

formed by both the vibration and rotation. Conflict between the vibration and the

rotation takes place. The preliminary results of these calculations suggest that this

conflict could lead to homogeneity alterations of the temperature field. Further para-

metric investigation of this triple interaction is necessary to get a proper view of the

complex phenomenon.

Intensive axial low-frequency vibration applied to a vibrating body in the Czochralski

configuration produces not only bulk flow but also complex surface flow (Figure 24.16).

It is polyharmonic motion that includes two different but closely related flows [106]. The

first of these is a standing surface wave that expands from the vibrating crystal to the

crucible wall. The other type of flow superimposed on this wave appears as large

vortices, similar to cells—the dimension of which is several times greater than the length

of the surface wave. In Figure 24.16(a), one can see only surface vertical cells; however,

along with an increase of vibrational Reynolds number Rev in addition to them, the

standing surface wave appears (Figure 24.16(b)). The wavelength of the standing wave,

the number of vibrational vortices, and the velocity of the liquid motion in them are

controlled by the vibration parameters (see Figure 24.16(c)). For instance, in the case

presented in Figure 24.16(b), the number of surface vortices is eight and the velocity of

surface flow V¼ 2.2 cm/s.

FIGURE 24.15 The size of vibrational vortices (a) and flow velocity (b) for AVC-Cz (type I) upon the vibration
amplitude. Adapted from Zharikov et al. [61].
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The surface vortices could be involved in a slow motion around the crucible axis in a

ring gap between the vibrating crystal and the crucible wall. An additional effect pro-

duces the crucible rotation, which creates a shearing perturbation. This leads to a

reduction of a number of surface vortices by their association into pairs [105].

The numerical calculations of interaction between the low-frequency vibration

(A¼ 100 mm, f¼ 50 Hz) and the Marangoni convection (Mn ¼ 500) showed [92] that the

vibration allows one to weaken the influence of the thermocapillary Marangoni con-

vection in Czochralski crystal growth. The vibration makes the temperature distribution

at the free surface more homogeneous, reducing the thermal gradients along the melt

surface. The growth of crystals in low-temperature gradients is preferable because it

results in a better quality; in addition, it was already successfully demonstrated, for

instance, in the case of sapphire growth by Kyropoulos and HEM (Heat Exchanger

Method) or, in the case of BGO crystals, grown by a low-thermal gradient Czochralski

technique (for a review, see Ref. [102]). On the other hand, if it is necessary to increase

the radial gradients in the system for some reason, it can be done by well-known regular

technological measures, holding the neutralization of the surface-tension-driven flow by

forced surface vibrational flow.

The action of thermocapillary convection on crystal growth processes is generally

considered to be undesirable. It significantly affects the crystal growth for the free-

surface fluids, especially in reduced-gravity environments. However, even under

normal gravity, the thermocapillary effect can be very important in the overall transport

pattern. It is more pronounced for high Prandtl fluids, such as oxide melts; however, the

(a)

(b)

(c)

FIGURE 24.16 Surface flows in Czochralski configuration under vibration of crystal (AVC-Cz type I). Left: (a) and
(b) change of flow pattern as a function of vibrational Reynolds number. Right: (c) number of surface vortices
(rhombohedra) and flow velocity depending on vibrational Reynolds number. From Verezub et al. [105].
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results indicate (e.g., Ref. [107]) that also in low-Pr melts, the thermocapillary impact is

important and may significantly affect the quality of the crystal by influencing the tur-

bulent transport of heat and mass near the growing crystal. Thermocapillary convection

is shown [108] to have an influence on various solidification parameters, such as the

shape of the solid–liquid interface and the solute segregation. It was demonstrated for

both Czochralski and float zone processes that thermocapillary convection becomes

unstable (oscillatory) at high enough Marangoni numbers, which gives rise to temper-

ature oscillation in the melt [109,110], thus generating impurity striations in growing

crystal. Therefore, it is necessary to take into consideration a contribution of Marangoni

tension in directional solidification processes [111]. A review of various numerical and

experimental studies of the surface-tension-driven flow in crystal growth melts can be

found in Refs [112,113].

The action of thermocapillary convection on crystal growth and the transition to

unsteady behavior is hard to control [114]. In particular, the observations of Azami et al.

[115] indicate that the surface flow, and its instability pattern, of the CZ melt cannot be

fully suppressed by a magnetic field. Hence, the phenomenon of the complex surface

flow formation due to axial low-frequency vibration gives a unique opportunity to

control/compensate for undesirable surface flows caused by both thermocapillary and

thermoconcentration Marangoni convections [106].

AVC-assisted Czochralski-II method. Another scheme of AVC introduction in the

Czochralski configuration has been proposed [95]. According to this scheme, the forced

flows in the melt are generated by axial oscillations of a disk submerged under the crystal

(see Figure 24.14). The vibrational flows are directed from the disc toward the crystal and

the bottom of crucible. In the area between the disc and crystal, the direction of forced

vibroconvective flows is opposite to the direction of thermoconvection flows and facil-

itates melt mixing in the entire volume of the crucible.

The experiments carried out according to the new version of AVC-assisted

Czochralski were performed by growth of NaNO3 crystals and NaNO3-LiNO3 solid

solutions, as well as by physical modeling using water–glycerin mixtures with vis-

cosities from 1 to 100 cP [80,87,93–95,116]. It was found that this new scheme allows

stable symmetrical vibrational bulk flows to be obtained within the entire range of

viscosities.

The vibrating disk is fabricated from the same inert material as the crucible. For

instance, in physical modeling experiments with water–glycerin solutions, the quartz

glass was used for both disk and crucible fabrication. The same material was used

during the growth of nitrate crystals of different compositions. For growth of larger

NaNO3 and NaNO3-LiNO3 crystals from 1000-cm3 crucibles, the disk was fabricated

from alumina, which made it possible to prepare more sophisticated baffle configu-

rations [116].

AVC-assisted Bridgman method. The insertion of a submerged body, which is located

in the melt near the solid–liquid interface and subjected to low-frequency vibration,

induces macroscopic vibrational convection flows, as in the Czochralski case
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(Figure 24.17). For growth of PbTe [85] and CdTe [89] by the Bridgman technique from

evacuated closed ampoules, the specific unit for the excitation of low-frequency vibra-

tion was constructed [88]. It contains a system of external permanent magnets, providing

a free suspension of the internal permanent magnet as well as the electromagnet, which

provided vibrations of the latter magnet with a specified frequency and amplitude. In

this case, both the reactor and baffle were made from graphite.

Flow from the vibrating baffle down to a crystal causes efficient stirring in the melt,

produces a displacement of the crystal–melt interface, and changes its shape.

Manipulation of the amplitude–frequency input can be used to obtain a practically flat

crystal–melt interface.

Numerical simulation of CdTe growth by the axial vibration control technique in the

Bridgman configuration [89] showed that switching on the disk oscillation causes an

increase in the temperature gradient between the disk and the crystal–melt interface.

The flow velocity also increases by one order of magnitude compared to the non-

vibrating regime.

Physical modeling on water–glycerin mixtures showed [117] that an increase of the

vibrational intensity (Rev) as well as the diameter of the vibrating disk resulted in more

intensive vibrational flow. The change in diameter of the vibrating baffle considerably

altered the flow pattern in the melt [118]. The normalized difference between the cross-

sectional area of the ampoule and the cross-sectional area of the vibrator is used as a

geometrical parameter:

Sk ¼ D2

d2
� 1 (24.13)

where D is the internal diameter of the ampoule and d is the diameter of the

vibrating body.

FIGURE 24.17 Vibrational flows in AVC-assisted Bridgman/VGF method. Adapted from Zharikov [102].
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The application of vibrating disks of different shapes in the AVC-assisted Bridgman

method have been investigated by physical modeling of transparent model liquids [117]

and by numerical simulation [89]. In the case of vibration of the whole ampoule in the

Bridgman method, the mechanism of the resultant vibrational convection differs from

vibration of a body with sharp edges in a fluid. The closed-ampoule translational vi-

bration under isothermal conditions does not result in any flow. The liquid in this case

behaves as a rigid body. The vibrations of an ampoule with a free liquid surface can

produce rather intensive flows, but usually they are limited by the surface and cannot

exert much influence directly on the crystallization front.

In the presence of an axial temperature gradient when the fluid density is

nonuniform, fluid motion known as thermovibrational convection may ensue.

However, the magnitude of this motion strongly depends on the orientation of the

vibrational direction with respect to the local density gradients. Fedoseyev and

Alexander [119] showed that the inclined oriented direction of vibration in relation to

the ampoule axis enhances the intensity of convection flows. It was shown that axial

vibration of the ampoule is the least efficient and the maximum observed effect cor-

responds to an angle of 90�.
Several papers discuss low-frequency vibration axially applied to the ampoule in

vertical Bridgman growth [62,97,120,121]. No notable effect of vibration on micro-

structure, compositional profile, interface shape, etc. was found by Caram et al. [121] or

Yuan et al. [62] for such a configuration of experiment. Feigelson and Borshchevsky

[120], who grew CdTe crystals, and Zhang et al. [97], who studied the growth of Bi12SiO20,

have shown that low-frequency axial vibration applied to the growth ampoule could

produce a perceptible effect. These papers demonstrated the improvement of crystal

perfection by a decrease in dislocation density [120] and by control of X-ray rocking

curves and short-wavelength spectral absorption edge of the grown crystals [97].

AVC-assisted floating zone method. The controlled vibration induces a flow that

streams away from the vibrating end wall along the zone surface, returning through the

bulk [122]. Because this flow has a direction opposite to the adjacent thermocapillary

flow in the floating zone, it can compensate for this undesirable convection. As a result,

the vibration end of the solid–liquid interface becomes flatter, indicating the presence of

more uniform axial temperature gradients and flat isotherms near the interface.

Several authors have investigated the use of axial vibration in the floating zone

method by experimental studies and by numerical simulation [79,122–125]. It was found

that vibration produced a notable influence on the heat transport and on the interface

curvature. Grugel et al. [123] and Shen et al. [122] observed a flattening of the interface

accompanied by a reduction of radial temperature gradients, as well as a change in the

eutectic microstructure of NaNO3-Ba(NO3)2 upon application of the vibration.

AVC-assisted zone melting method. Oscillations in this method were applied to the

ampoule (container) in both the vertical [64] and horizontal [126] versions. The mecha-

nisms of initiation and development of vibrational flow in this method are more

complicated than in the case of ampoule vibration in the Bridgman method or in the case
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of the AVC-assisted floating zone method due to the larger number of boundaries where

the density is changing, which may create the complicated interplay of the forced flows.

In the horizontal version, an additional contribution makes the free surface of liquid.

Experiments on the growth of NaNO3 crystals by a horizontal zone melting process

[126] showed that vibration considerably suppresses the temperature oscillations in the

melt and allows the shape of the solid–liquid interface to be governed and made flatter.

Strutynska [64] found that vibration significantly affected the hydrodynamics, heat and

mass transfer, the distribution of impurities, and kinetics of growth of the investigated

Bi2Te3-based thermoelectric materials. Owing to the vibration effect on the melt, the

distribution of impurities becomes more uniform, and the radial and axial homogene-

ities of materials are increased. According to measurements, the material homogeneity

with regard to Seebeck coefficient improved by a factor of 2—and in respect to electric

conductivity, by a factor of 3.

The effects of axial vibration on the heat flow, the growth rate, and the interface

shapes have been studied numerically for vertical zone melting [65]. It was found that

the low-frequency axial vibration can be effective for the control of melt flows and the

growth interface. Nevertheless, to prevent crystal growth from periodic remelting, the

author recommends frequencies higher than 10 Hz.

24.4.4 Crystal Materials Grown by the AVC Technique

Up to now the AVC-assisted crystal growth by Czochralski method has been realized for

NaNP3, NaNP3–LiNP3 solid-solutions [61,95], and some complex oxides with garnet

structure (particularly Er,Cr:Y3Sc2Ga3O12), as discussed above. Pankrath et al. [127] re-

ported the successful growth of K(Ta1�xNbx)O3 solid solutions with composition

0.30< x< 1, by applying the AVC technique with a vibration frequency of 50 Hz and an

amplitude of 0.5 mm to the Czochralski configuration using the top-seed-solution

growth method. These vibration parameters were considered optimal, allowing the

striation-free K(Ta1�xNbx)O3 samples to be obtained.

AVC-assisted crystal growth by the Bridgman method has been realized for both low

melting point and high melting point dielectric and semiconductor materials

[86,88,97,128,129]. In particular, the AVC-Br technique was adapted for growth of

NaNO3, AgBr, AgBrCl, Bi12SiO20, PbTe, and CdTe crystals and the corresponding

equipment for crystal growth was fabricated, including an AVC-assisted computer-

controlled transparent furnace for growth of low melting point compounds [128] and

a high-temperature sealed furnace for crystallization of decomposing materials [88].

Crystal growth of Bi2Te3-Bi2Se3 and Bi2Te3-Sb2Te3 solid solutions by an AVC-assisted

vertical zone melting technique has been reported [64]. It was shown that vibration of

the ampoule during the growth contributes to leveling of the crystallization front and

mixing of melt components. Owing to the vibration effect on the melt, the distribution of

impurities became more uniform, and the radial and axial homogeneities of materials

were increased.
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24.5 Other Types of Oscillatory Techniques
24.5.1 Ultrasonic Vibration

Imaging of convection in a Czochralski configuration under ultrasound waves was

studied in model liquids using the crystallizing naphthalene–camphor eutectics [130],

water–glycerol mixture [131] and distilled water [132]. In one study [133], water–glycerol

mixture and acetone were using as model liquids. Ultrasound was introduced into the

model liquid from a piezotransducer through a waveguide from the top [130] or to

the crucible bottom [132–134]. When the melt agitation was organized from the top, the

initiated acoustic flows were directed downwards from the vibrating surface. With bot-

tom insertion of ultrasound, an upward flow formed in the liquid from the center of the

crucible bottom toward the crystal model has been found. Hayakawa et al. [134] intro-

duced ultrasonic vibrations (USV) of 10 kHz and 60 W. The velocity of flows caused by

ultrasonic vibration was very high compared with that of both the forced and thermal

convections due to rotation and buoyancy, respectively. According to Ref. [134], because

the ultrasonic vibrations have a thermal effect, they can reduce the region of a super-

cooled melt. As a result, the shift and reduction of the facet region occurs under the

ultrasonic vibrations.

Kozhemyakin and coworkers [132,133] used the higher-energy ultrasound with

frequencies in the MHz range with an ultrasound intensity up to 0.3 W/cm2, which was

smaller than the cavitation threshold. They found that instead of the fluid flow, the

standing wave forms after a few seconds in the central part of the bulk liquid by the

diameter of waveguide between the crucible bottom and the solid–liquid interface.

The distances between the standing wave antinodes were around 1 mm, which cor-

responded to half the wavelength of the ultrasound. They prevented the motion of

convective flows in the region of standing waves. At the same time, in the periphery of

the liquid, stable rotating vortices exist that stir the peripheral area of liquid. As a result,

nonuniform heat and mass transfer conditions form in the melt.

In the regime of an ultrasonic standing wave, the heat sources are localized in an area

of maximal shift and they are periodically distributed along the axis of the ultrasound

resonator. The crystal growth rate will be modulated, which leads to the formation of

striations in the crystal with a space period equal to half the wavelength of the ultra-

sound. According to Ref. [135], the striations in the central part of Ga0.03In0.97Sb single

crystals vanish when ultrasound at a frequency in the MHz range is applied.

A number of studies were concerned with the influence of ultrasound on the distri-

bution of doping impurities in the crystal growth of compound semiconductors, di-

electrics, and on the crystallization of various metallic alloys [131,136–139]. A reduction

of the diffusion layer thickness, enhancement of the temperature gradient at the inter-

face, and intensification of the zone refinement purification was found by Abramov et al.

[140] when ultrasound (frequency 19.7 kHz, power up to 60 W) was applied to naph-

thalene growth by zone melting.
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Numerical calculation of the influence of ultrasonics on the VGF process applied

centrally from the topside of the crucible [141] demonstrated that using an ultrasonic

frequency of 581 kHz produces Schlichting flow inside the hydrodynamic boundary

layer, which helps to remove the harmful diffusion boundary layer, for instance, as the

authors underlined, during directional solidification of silicon ingots for photovoltaics.

The use of USV in the VGF growth of germanium crystals in addition to a double-

frequency traveling magnetic field [142] showed the increase of the melt mixing

within the diffusion boundary layer by intense Schlichting curling. As a result, the

morphological interface stability can be enhanced and the axial carrier distribution

approached the theoretical curve of complete melt mixing.

A novel approach to application of ultrasound to the Czochralski growth system has

been proposed by Kozhemyakin [143]. In addition to ultrasonic waves introduced in

parallel to the pulling axis from the crucible bottom, ultrasound with another frequency

was entered into the melt perpendicular to the growth direction under the solid–liquid

interface from the sidewall of the crucible. The author emphasizes that all previous

experiments with axially directed ultrasonic waves were unsuccessful in getting

striation-free single crystals. On the contrary, with the introduction of ultrasound in two

orthogonal directions at frequencies differing by factor of 2 (0.71 MHz parallel and

1.44 MHz perpendicular to the pulling axis), the striations in grown InSb crystals with a

convex solid–liquid interface were totally eliminated.

A few papers have been published on the influence of ultrasound on bubble

entrapment by the growing crystals and their optical quality [142,144]. Vyshnevskiy et al.

[139] investigated the bubble formation in sapphire and Ti:sapphire crystals grown by

Czochralski in an ultrasonic field. It was found that the effect of ultrasound on the

bubble entrapment from the melt by the growing crystal depends on the ultrasonic

frequency. The reduction of the rate of bubble entrapment by the growing crystal by a

factor of 2–2.5 was achieved by using ultrasound with frequency 350–400 kHz.

24.5.2 Coupled Vibrational Stirring

Liu et al. [145] developed a method for rapidly stirring liquids called coupled vibrational

stirring (CVS), which appeared to be useful in crystal growth applications; in particular, it

could be applied to the vertical Bridgman growth. CVS involves the application of

orthogonally coupled low-frequency vibrations to the growth ampoule in the x–y plane

and produces strong flows emanating from the free fluid surface. Because CVS flows are

generated at the free surface of the liquid and propagate downward, a velocity gradient

develops, with the fastest flows near the surface. Both the velocity profile and the depth

of flows are highly dependent on fluid viscosity, vibrational frequency, and crucible

diameter [146].

The CVS technique was applied to several real crystal growth systems. In the trans-

parent CsCdCl3 Bridgman melt system [145], the solid–liquid interface position was

found to be a function of the vibrational frequency. Liu et al. [147] showed that
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CVS-induced flows improved the initial grain selection and chemical homogeneity of

Bridgman-grown CdTe crystals, but with some degradation in crystalline quality.

DeMattei and Feigelson [148] examined the effects of CVS on temperature profiles

during the growth of PbBr2. The application of CVS flattened the temperature gradient in

the melt; however, at the same time, the temperature gradient at the interface was

dramatically increased as a result of CVS flows.

Feigelson and Zharikov [149] and Zawilski et al. [150] used three different systems to

investigate the impact of CVS-generated flows in a Bridgman growth environment. In

addition to water/glycerin solutions, which were used as a physical modeling system to

study fluid flow, CVS was applied to two growth systems—namely, sodium nitrate

(NaNO3) and lead magnesium niobate–lead titanate (PMNT) with the general formula

(1�x) PbMgl/3Nb2/3O3—xPbTiO3. Zawilski et al. [150] showed that the crystal–melt

interface position is a function of vibrational frequency and a continuous frequency

ramp is necessary to reduce the growth rate fluctuations. CVS was found to be useful in

manipulating the growth interface shape of NaNO3 at high growth rates. A flatter

interface curvature was obtained at high growth rates (>10 mm/h) in the presence of

CVS flows. In the PMNT system, the use of a continuous vibrational frequency ramp

during growth was shown to produce improved growth control.

24.6 Conclusions and Outlook
This chapter has described several nonsteady mechanical means of stirring melts to

influence the growth of crystals of various types. The two main themes have been forced

stirring by the accelerated crucible rotation technique and various forms of vibrational

control, and the theoretical bases of these two types of stirring have been outlined, as

summarized in Table 24.4. In the former case of stirring by ACRT, major improvements

in compositional uniformity, compositional ranging, size of crystals produced, segre-

gation of both matrix and impurity elements, grain size, and overall crystal quality are

seen in the important II–VI compounds of cadmium mercury telluride and cadmium

zinc telluride used in infrared detectors and optical components and in epitaxial sub-

strates, respectively. More recently, ACRT has also been applied to a range of elemental

(e.g., silicon) and compound materials (e.g., silicon carbide, Ag3AsS3, langasite

(La3Ga5SiO14), and Sb-based quaternaries), with improved properties seen in the ma-

jority of cases.

Another technique of mass-transfer control in crystal growth is axial vibrational

control, which uses the introduction of low-frequency and small-amplitude axial vi-

bration into liquid phase either by a submerged inert solid body or by the crystal itself.

AVC produces a specific type of stationary flow in the fluid that results in a number of

positive effects in crystal growth and affords improved crystal perfection. AVC-assisted

melt crystal growth has now been realized in several growth techniques and for a

number of oxides, salts, and semiconductors. AVC has not as yet been as broadly or

industrially applied as ACRT. Nevertheless, the low-frequency axial vibration technique
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Table 24.4 Crystals Grown by Oscillatory Techniques (Exemplary, Not Exhaustive)

Crystal Growth Technique
Oscillatory
Technique Oscillation Parameters

Effect on Crystal Quality
and Properties References

CMT Vertical Bridgman ACRT Various depending on
crystal diameter

Improved radial and axial
compositional
uniformity, reduced number
of grains, improved
segregation of impurities

[33,34]

CMT THM ACRT Various Increased growth rates [41]
CdTe THM ACRT Various Increased growth rates [42]
CZT Vertical Bridgman ACRT Various depending on

crystal diameter
Reduction in number of grains,
improved segregation of Zn,
reduced Te precipitates,
reduced strain and etch pit
densities

[43]

CZT Vertical Bridgman ACRT Added seeding Reduction in number of grains,
improved segregation of Zn,
reduced etch pit densities

[44]

mc-Si DS ACRT Induced striations for
monitoring purposes

Improved segregation of C,
reduced precipitates

[47,48]

mc-Si DS ACRT Used 1 rpm and 600 s
Ekman time

Improved radial distribution
of impurities

[49]

Si FZ ACRT Improved diameter control [50,51]
SiC Solvent growth ACRT Higher growth rates [52]
SiC Top-seeded

solution growth
ACRT Enabled polytype selection [53]

Ag2AsS3 ACRT 20–60 rpm Improved crystal quality [54]
Succinonitrile ACRT Reduced constitutional

supercooling and hence
morphological instabilities

[55]

La3Ga5SiO14 ACRT 0–25 rpm Reduced unwanted phases [57]
Sb-based
quaternaries

Vertical Bridgman ACRT Various depending
on crystal diameter

Improved growth rates
and reduced crystal cracking

[58,59]

KCl
NaCl
LiF

Czochralski AVC-Cz I f¼ 2–20 Hz • Faceting of lateral surface
of crystals in accordance with
crystallography direction
(roughly square or rectangular shape)

[66]
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CsCdCl3 Vertical Bridgman CVS f¼ 0.8–5 Hz • Interface position shifting
downward with
increased frequency

• Small influence on interface shape

[145]

AgClBr
AgBrI doped by Tl
AgClBrI doped by Tl

Vertical Bridgman AVC-Br f¼ 15–100 Hz
A� 1.5 mm

• Control of interface shape
• Improved crystal quality

[151]

PbBr2 doped by Ag Vertical Bridgman,
VGF

CVS f¼ 7.1 Hz • Increase of growth rate [148]

NaNO3 Czochralski AVC-Cz I
AVC-Cz II

f¼ 10–200 Hz
A¼ 0.01–1.0 mm

• Control of interface shape
• Reduction of dopant striation
• Improved structural uniformity

[77,94]

Vertical Bridgman AVC-Br f¼ 10–100 Hz
A¼ 75 mm–1.2 mm

• Strong reduction in dislocation
density

• Flattening the interface shape
control the impurity distribution

[152]

Vertical Bridgman CVS f¼ 5.5–6.3 Hz • Interface position change with
increased frequency

[146]

NaNO3—18 wt%
Ba(NO3)2
Eutectics

Floating zone Vibration of one
of the supporting
end-walls

f¼ 1.0–1.5 kHz
A¼ 10–20 mm

• Elimination of radial temperature
gradients

• Suppression of thermocapillary
convection

• Flattening interface
• Improved structural uniformity

[122]

Ge Czochralski AVC-Cz I f¼ 2–20 Hz • Faceting of lateral surface of
crystals in accordance with
crystallography direction
(roughly square or
rectangular shape)

[66]

Vertical Bridgman Container vibration f¼ 0.5–200 Hz
A� 5� 10�1go

• No effect registered [153]

VGF USV applied axially
from the top

f (in the kHz-MHz range) • Enhanced morphological interface
stability

• Improved axial carrier distribution

[142]

Si doped by
Sb (2� 1018/cm3)

Floating zone under
microgravity
(Maxus-4 flight)

Vibration of one
of the supporting
end-walls

f¼ 3.95 kHz
A¼ 1.1 mm

• Reduction of dopant striation
• Interface flattening

[154]
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Table 24.4 Crystals Grown by Oscillatory Techniques (Exemplary, Not Exhaustive)—cont’d

Crystal Growth Technique
Oscillatory
Technique Oscillation Parameters

Effect on Crystal Quality
and Properties References

GaAs Vertical Bridgman Container vibration f¼ 100 Hz • Improved crystallinity [155]
Czochralski (LEC) USV applied axially

from the crucible
bottom

f¼ 150 kHz • Reduced striation
• Improved As distribution

[138]

InSb: Te Czochralski AVC-Cz I f¼ 50 Hz • Improved crystallinity [70]
Czochralski USV applied axially

from the crucible
bottom

f¼ 10 kHz
P¼ 150 W

• Improved dopant distribution
• Elimination of facet regions

[156]

Czochralski USV applied axially
from the crucible
bottom

f¼ 0.15–10 MHz • Reduced striations [138]

Czochralski USV applied in two
orthogonal directions:
parallel and
perpendicular
to pulling axis

f1¼ 0.71 MHz (parallel
to pulling axis from
crucible bottom)
f2¼ 1.25; 1.44 and
2.0 MHz
(perpendicular to
pulling axis from
crucible sidewall)

• Striation-free crystals (with 1.44 MHz
US perpendicular to pulling axis)

[143]

InSb–GaSb Czochralski AVC-Cz I f¼ 100 Hz
A¼ 0.1–0.14 mm

• Improved homogeneity
• Enhanced by several times growth rate

[68]

Czochralski USV applied axially
from the crucible
bottom

f¼ 10 kHz
P¼ 150 W

• Improved crystallinity (increased with
increase USV output power)

[157]

Czochralski USV applied axially
from the crucible
bottom

f¼ 0.69–1.44 MHz • Significant decrease of striation
• Increase of carrier mobility

more than 40%

[158]

Vertical Bridgman Container vibration f¼ 20 Hz
A¼ 0.5 mm

• Small change of interface shape
• No radial composition variation

observed

[62]

CdTe Vertical zone
melting

Container vibration f¼ 0.3–3.5 Hz
A¼ 2–5 mm

• Reduced number of grains
• Growth of large single crystals

[157]
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Vertical Bridgman Container vibration f< 1000 Hz
A< 0.1 mm

• Reduced dislocation density [120]

Vertical Bridgman CVS f¼ 5.5 Hz
E¼ 3.2 mm
Tm¼ 8 s

• Improved grain structure
• More uniform free carrier

[147]

Vertical Bridgman AVC-Br f� 150 Hz
A¼ 0.02–1.0 mm

• Maintenance of constant
nonstoichiometry
along the crystal

[89]

Bi-Sb (5 at%) Czochralski USV applied axially
from the crucible
bottom

f¼ 0.15–10 MHz • Reduced striations [138]

Bi2Te3–Bi2Se3
Bi2Te3–Sb2Se3

Zone melting Container vibration f¼ 50–100 Hz
A¼ 100–150 mm

• Improved radial and axial
homogeneity

[64]

Al2O3

Al2O3 doped by Ti3þ

(0.07 wt%)

Czochralski USV applied axially
from the crucible
bottom

f¼ 100–400 kHz
P¼ (2–5)� 104 Pa
I¼ (0.5–2.0)� 10�2 W/cm2

• Reducing the pores density in
crystal by factor 2–2.5 due to
bubbles rejection from growth
interface

[139]

(1�x) PbMg1/3
Nb2/3—x PbTiO3

(PMNT)

Vertical Bridgman CVS f¼ 6.3 Hz
Gradually decreased

• No improvement of crystal quality [150]

K(Ta1�xNbx)O3)
0.30� x� 1

TSGG AVC-Cz I f¼ 50 Hz
A¼ 0.3 mm

• Striation-free crystals [127]

Y3Sc2Ga3O12:Er,Cr Czochralski AVC-Cz I f¼ 50 Hz
A¼ 17–35 mm

• Controlled alteration of interface
shape

• 2-fold reduced striation

[84]

B12SiO20 Vertical Bridgman Container vibration f¼ 50 Hz
A¼ 50–100 mm

• 2-fold decrease in dislocation density
• 10% increase of optical transmission

[159]

Notes: A is amplitude of vibration, ACRT is accelerated crucible rotation technique, AVC is axial vibrational control technique, Br is Bridgman technique, Cz is Czochralski tech-

nique, CVS is coupled vibrational stirring technique, DS is directed solidification, E is axial eccentricity, f is frequency of vibration, FZ is floating zone method, I is intensity of ultra-

sound, LEC is liquid encapsulated Czochralski technique, LF is low frequency, mc is multicrystalline, P is acoustic pressure, Tm is total mixing time, THM is traveling heater method,

TSGG is top-seeded solution growth technique, USV is ultrasonic vibration, VGF is vertical gradient freeze technique.
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and the AVC-assisted melt growth are challenging new ways to grow high-quality

crystals.

Two additional oscillatory techniques were described in this chapter more briefly:

coupled vibrational stirring and ultrasonic action on melt crystal growth. CVS was

applied to the vertical Bridgman growth of several different compounds and found to be

useful in producing efficient stirring of fluids, as well as manipulating the temperature

gradients in the melt and growth interface shape. The application of ultrasonic vibra-

tions to crystallization processes demonstrates a large variety of different effects, and this

has been studied for many years. New findings on the ultrasonic influence of melt crystal

growth promise the efficiency of its application to improve the crystal perfection,

especially by elimination of growth striations.
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25.1 Introduction
Fluid flow during crystal growth generally enhances mass transfer by transporting melt

with high solute concentration near the solid–liquid interface and replacing it with fluid

having a lower bulk-melt concentration. Segregation and component distribution—two

critical aspects for achieving successful crystal growth—are consequently controlled by

melt convection.

Melt flows are governed by a well-known set of nonlinear partial differential

equations, the Navier–Stokes equations, which are rarely solvable by analytic tech-

niques. As a result, classic chemical segregation theories usually consider only limiting

cases of zero melt velocity (diffusive mixing) or “infinite” melt velocity (perfect mixing).

Sixty years ago, the seminal Burton, Prim, and Slichter (BPS) theory was developed to

consider how finite levels of melt convection accompanying crystal growth affect

segregation [1,2]. The influence of convection was captured through an “effective”

segregation coefficient, keff, which was modeled by postulating a supposed “stagnant

solute layer” at the crystal–melt interface of thickness d. The “stagnant” layer thickness,

d, was estimated in BPS theory using an analytical solution of the governing hydro-

dynamic equations developed by Cochran and Levich [3–5], describing forced laminar

convection near a rotating disk.

All effective segregation coefficient models for crystal growth, until recently, were

based on a solute boundary layer thickness, d, developed in laminar flow, thus ignoring

the complicating, but important, effects of turbulence and unavoidable buoyancy-

induced (natural) convection. The Cochran–Levich solution remains as the only equa-

tion for estimating d in wide use today by crystal growers.

The effective segregation coefficient, keff, is controlled by the rate of solute transfer

from the interface, i.e., by the solute flux, j, transported from the advancing crystal–melt

interface. Convection fluxes in general (viz., heat and mass transfer rates) are usually

calculated in engineering by appealing to empirical correlations developed from labo-

ratory experiments, rather than from fundamental theoretical estimates. The use of

empirical correlations is a widely accepted practice in many engineering applications
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and has become necessary for most industrial crystal growth applications, as melt flows

in bulk crystal growth are often turbulent. This statement remains especially true for low

Prandtl number fluids, such as the semiconductor and metallic melts.

In this chapter we focus on reviewing the recently proposed combined convection

(CC) model, which relates the effective segregation coefficient (keff,CC) to the solute

convection flux. The solute flux is calculated using a phenomenological approach, a

method that takes advantage of empirical correlations established for laminar or tur-

bulent flows, combining, as needed, both natural (buoyancy-induced) and forced

(extrinsically driven) convection to represent solute segregation under realistic crystal

growth conditions. This phenomenological approach is well justified, considering the

overall complexity and diversity of melt flows during crystal growth.

More specifically, the chapter focuses on solute segregation encountered in several

industrially important crystal growth processes based on three fundamentally different

configurations: Czochralski (CZ), directional solidification (DS), and zone melting (ZM).

We emphasize the benefits of forced convection relative to natural convection, which is

unavoidable, unsteady, and difficult to control.

25.2 Segregation Coefficients
In monocomponent (unary) systems, and in congruently melting multicomponent sys-

tems, redistribution of components, segregation leading to local changes in composition,

does not occur during freezing. Segregation, or component redistribution, otherwise

always occurs in noncongruent systems. Of particular interest to crystal growers is the

segregation of impurities and dopants1 occurring in melt-grown semiconductor crystals,

which include directional solidification/crystal growth, and purification achieved by

zone refining.

25.2.1 Segregation under Local Equilibrium

Phase diagrams provide the equilibrium concentrations established locally at the

interface in the solid and liquid phases. Their ratio is used to define the equilibrium

segregation coefficient, k0, conventionally defined as,

k0 ¼ Csðx ¼ 0Þ
CLðx ¼ 0Þ ¼

Cs

C0

; (25.1)

where x is the distance away from the interface. CS and C0 are the solute concentrations

in the solid and in the liquid phase measured, respectively, at the crystal–melt interface,

i.e., x¼ 0. The liquidus and solidus lines on the binary phase diagram remain straight for

ideal and dilute solutions, and, if straight, yield a value for k0 that is independent of

concentration and temperature. Otherwise, k0 is defined as the changing ratio of CS to C0

across any solid–liquid tie line.

1Intentionally added impurity atoms to control electronic properties.
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The equilibrium segregation coefficient, k0, is a fundamental thermodynamic prop-

erty of a binary solid–liquid system and not a function of the crystal growth process

parameters or hydrodynamic melt properties; k0 appears in a great number of mathe-

matical macrosegregation expressions involving redistribution of the solute during

crystal growth [6]. Two cases of chemical segregation are encountered, depending on the

binary system: (1) k0< 1, where solutes are rejected at the interface into the melt phase,

and (2) k0> 1, where solutes are preferentially absorbed into the crystalline phase. The

former is more common than the latter, but both situations occur. For brevity of the

mathematical presentations in this chapter, and without loss of generality, we shall

proceed by discussing segregation for the more common case of k0< 1.

25.2.2 Nonequilibrium and the Fourier Number

Full thermodynamic equilibrium during crystal growth is seldom, if ever, attained within

the developing solid. The reason that achieving full equilibrium throughout the solid

phase during crystal growth is so difficult in practice is that atomic diffusion in the solid

is too slow a process to allow extensive homogenization within a growing crystal. The

time needed for homogenization by atomic diffusion in the solid sets a time scale that

can be calculated using the dimensionless Fourier number, defined as

Fo ¼ Dt

L2
;

where L (cm) is a characteristic length, and t (s) is time. In the case of mass transfer,

D(cm2/s) is the diffusion coefficient, or chemical diffusivity. In the case of heat transfer,

Fo¼ at/L2, where thermal diffusivity a(cm2/s) replaces chemical diffusivity, D. The

Fourier number is the dimensionless “characteristic” time for the occurrence of a

diffusion transient over the length scale, L. Thus, the time needed to achieve homoge-

nization by diffusion is, t[ L2/D.

Typical values of diffusion coefficients of dopants and impurities in crystalline silicon

close to its melting point, Tm, are circa D¼ 10�10 cm2/s. Thus, for a 1-cm-long Si crystal,

near 1400 �C, t[ 1010 s, or about 105 days! Even short-range microscopic fluctuations in

the dopant concentration will remain “frozen” in the solid (where Lz 1 mm¼ 10�4 cm)

often due to crystal rotation during growth and unsteady or turbulent melt convection.

At room temperature, near 300 K, dopant diffusivities in Si drop to circa 10�50 cm2/s, a

value so small that for practical purposes is effectively zero. It is assumed in this chapter,

moreover, that diffusion does not occur within the solid over the typical time scales

considered here for crystal growth, and that whatever segregation does occur during

crystal growth remains unaltered in the product phase. Clearly, long-term annealing at

elevated temperature of a crystalline solid can reduce its as-grown segregation level.

25.2.3 Nonequilibrium in the melt

Melt equilibrium at or near a crystal–melt interface is disturbed by segregation. Solute

additions and impurities are usually rejected during crystal growth at the crystal–melt
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interface, or, less frequently, preferentially absorbed into the growing solid. As a result, a

concentration or solute boundary layer having some thickness, d, develops ahead of the

interface. The concentration of impurities, CL(x), within this boundary layer changes

from its initial equilibrium value, CL(0)¼ C0 at the interface, to a lower, or higher, value

CL(d)¼ CL in the bulk melt, depending, of course, on the value of k0 relative to unity.

Figure 25.1 shows the solute fluxes acting at a growing crystal–melt interface. During

steady state solidification at some specified freezing rate, f (cm/s), all solute rejected at

the moving interface must be transported away by lateral melt convection. The mass

transfer, specified by a convective mass transfer coefficient, h, relates the convective flux,

jconv, to the local concentration difference from the equilibrium value, C0. The mass

transfer coefficient, h, for CZ crystal growth, accounts for the net influences of “com-

bined” convection, which include: (1) forced convection, (2) natural convection, and (3)

perpendicular convection.

The actual thickness of the solute layer, d, that develops is controlled by the state of

melt convection. Without the presence of any convection, for a typical crystal growth

rate of f¼ 0.3–3 cm/h, and assuming D¼ 10�4cm2/s, a purely diffusive boundary layer

develops, where the thickness d¼D/fz 0.1 – 1 cm. In the presence of melt convection,

however, d is reduced to d< 0.1 mm.

25.2.4 Effective Segregation Coefficient, keff
In the presence of melt convection, one may still relate the solid to the liquid solute

concentrations by an “effective” segregation coefficient, defined as,

keff ¼ Cs

CL

¼ Csðx ¼ 0Þ
CLðx > dÞ : (25.2)

Thus, CL represents the melt concentration just beyond the outer limit of the solute

boundary layer, CL(x> d). Sufficiently vigorous convection reduces the layer thickness, d,

and, in principle, as the convection intensity becomes “infinitely” strong, a limit is

approached as d/ 0, namely, keff/ k0.

FIGURE 25.1 Lateral convection caries solute way from the interface. Convective flux jconv is calculated using the
film thickness or combined convection (CC) coefficient formulation.
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The governing mathematical statement for conservation of solute atoms in a

convecting melt is the convection–diffusion equation,

vC

vt
þ v!$ V

/

C ¼ DV2C: (25.3)

This general equation couples mass transfer to melt flow, via the fluid velocity vector, v!.

Melt flow itself, however, is governed by a set of hydrodynamic, nonlinear, partial dif-

ferential equations, called the Navier–Stokes equations (N–S). Only a few analytical

“similarity”2 solutions to the N–S equations exist [7]. The following list of important

similarity solutions, and their sources, provides useful insights into interfacial convec-

tion, which lead to all the basic forms of axial and radial segregation that will be

considered later in this chapter. These include:

1. Laminar flow and convection near a rotating disk, by von Karman/Cochran [3,5]

and Levich [4].3

2. Laminar forced flow and convection along flat plates (Blasius and Polhausen [8,9]),

(see Section 25.11.2).

3. Laminar natural convection along a vertical plate (Polhausen and Ostrach solution

[9,10]).

For any other configuration (excepting laminar, one-dimensional flows in pipes and

ducts), one must rely on empirical correlations rather than on exact analytical solutions

to the N–S.

25.3 Limit Theories: “Perfect Mixing” and
“No-Mixing”

Figure 25.2 depicts the concentration of solute after normal freezing (i.e., plane-front

directional solidification) for a system with k0< 1, taken to two important limiting

cases: (1) “perfect mixing” in the melt, and (2) “no mixing” (diffusion only). It is assumed

further that the solute distribution depends only on the axial distance from the interface,

x. Lateral segregation is temporarily ignored but included in remarks in Section 25.11.

25.3.1 Perfect Mixing

G. Gulliver (1921) [11] and E. Scheil (1942) [12] independently solved the mass conser-

vation problem of interfacial segregation under local equilibrium. Both investigators

2In fluid mechanics, a similarity solution is a mathematical solution of the velocity profile within a

boundary layer that is self-similar, i.e., appearing to be identical, save for a uniform size-scale factor, or

magnification. Such self-similar solutions allow a temporary reduction in the number of independent

variables.
3The similarity solution for laminar ow near a rotating disk was obtained by von Karman in 1921 [5]

and Cochran in 1934 [3]. Levich [4] in turn solved for the concentration field in a fluid driven by a rotating

disk, which he coupled to the hydrodynamic velocity field. It provides the foundation of BPS theory and

several subsequent models for the effective distribution coeffcient, keff. (See, for example, Section 25.5.)
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assumed, (1) perfect mixing in the liquid phase to maintain a homogeneous melt, and (2)

no subsequent diffusion in the solid phase. The Gulliver–Scheil solution gives a one-

dimensional segregation curve containing only one system-based parameter, the equi-

librium segregation coefficient, k0, which is available for many binary systems in either

tabular form and/or in graphical form on the equilibrium phase diagrams, or computed

using thermochemical data. The Gulliver–Scheil segregation distribution for perfect

mixing in the melt, as a function of the fraction of the molten charge solidified, fS, is

given by

CS

Ci
L

¼ k0

�
1� fS

�ðk0�1Þ
; (25.4)

where Ci
L is initial dopant concentration in the melt. Independent of the geometry, the

fraction solidified, fS, may be expressed as the volumetric ratio

fS ¼ VS

VS þ VL

:

For the case of parallelepipeds with a charge of length L, fS¼ x/L, where x indicates the

length solidified. Melt equilibrium due to perfect mixing becomes realistically approxi-

mated when crystals are grown at a slow rate from well-stirred melts, e.g., the situation

closely met in CZ growth of large-diameter crystals. The actual concentration profiles

achieved in the solid will depend on details of the melt convection and the freezing rate.

If the growth rate of a crystal is not extremely slow, one must employ an effective

segregation coefficient, where keff becomes a fitting parameter in the Gulliver–Scheil

equation, namely,

CS

Ci
L

¼ keff

�
1� fS

�ðkeff �1Þ
: (25.5)

The effective segregation coefficient can be measured by conducting a normal freezing

experiment and applying Eqn (25.5) to the segregation data. Simple mold geometries

should be used to facilitate measuring the fraction solidified. Note that the measured keff

FIGURE 25.2 Limiting profiles of axial component distribution: dashed line is “perfect mixing.” Full line is
“no mixing.” All actual segregation profiles controlled by convection fall between the limiting profiles.
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includes the complicated influences of melt convection, interface stability, and freezing

speed. Solute concentration, CS, relative to the initial concentration, Ci
L, is measured for

several values of the fraction solidified, fS. Equation (25.5) can be written as [13],

log10

 
CS

Ci
L

!
¼ log10 keff þ

�
keff � 1

�
log10

�
1� fS

�
; (25.6)

and plotted log–log. Both the ordinate intercepts of the lines and their slopes provide

independent estimates for keff.

25.3.2 “No-Mixing,” Diffusion-Controlled Segregation

A suction flow normal to the interface is unavoidable when growing any material from

the melt. Suction flow is a one-dimensional, perpendicular melt motion4 driven by

freezing. This generally weak flow is caused by the crystallization growth rate, f, and the

small mass density difference between the growing crystal and its melt. The perpen-

dicular flow velocity at the interface is

Vperp: ¼ f

�
rS

rL

�
; (25.7)

where f is the crystal growth rate and rS and rL are, respectively, the mass densities of the

solid and liquid phases. Solute is transported by the suction flow toward the interface,

where segregation occurs. As a result, a solute boundary layer develops having some

thickness d.

The key assumptions used are: (1) uniform initial dopant concentration in the melt

Ci
L; (2) constant growth rate, f; and (3) during the initial transient, the remaining melt

length, L, is larger than d. The crystal grown under diffusion-controlled segregation will

develop three distinct regions: (1) initial transient, (2) steady state segregation, and (3)

final transient, see Figure 25.2.

25.3.2.1 Initial Transient
During the initial transient, a crystal’s concentration increases until CS ¼ Ci

L ¼ k0C0.

Tiller et al. [14] derived an approximate solution for the initial transient region by

assuming that the concentration profile at the interface is described by the following

differential equation,

D
d2C

dx2
þ f

dC

dx
¼ 0 (25.8)

The same differential equation is employed in the BPS segregation model published later

the same year. Solution of Eqn (25.8) yields a solute concentration profile in the stagnant

liquid near the interface, of the following exponential form,

4In fluid mechanics, the flow perpendicular to a porous interface is known as “uniform suction flow.”

Its effect is to stabilize the boundary layers by reducing their thickness. (See Schlichting [7].)
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CSðxÞ
Ci

L

¼ k0 þ ð1� k0Þ
h
1� e�k0

xf
D

i
(25.9)

Tiller’s Eqn (25.9), results in about 30% error for profiles measured in Te-doped InSb

(k0¼ 0.5) and in 78% Zn-doped InSb (k0¼ 2.9) [15]. It is hard to justify using Eqn (25.9) in

view of the exact solution, published later by Smith et al. (1955 [16]), who found

CSðc; k0Þ
Ci

L

¼ 1

2

�
1þ erf

ffiffiffi
c

p �
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

F1ðcÞ

þ
�
k0 � 1

2

�
e�4k0ð1�k0Þcerfc

�ð2k0 � 1Þ ffiffiffi
c

p �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

F2ðk0;cÞ

(25.10)

with

ch
xf

4D
;

where x is the axial distance from the starting seed. For:

1. k0z 0.5, F2(k0,c)¼ 0, the transient portion ends at CS=C
i
L ¼ 0:99, or Linitialz 11(D/f).

2. 0.5< k0<N, F2(k0,c)< 0, the transient portion of the crystal decreases.

3. k0> 0.5, F2(k0,c)> 0, the transient portion of the crystal lengthens.

An ideal, uniform, axial, and radial composition can be achieved in practice only for

crystal growth under steady state diffusion-controlled segregation. Binary systems with

0.5< k0<N, and grown at higher growth rates, are especially amenable to diffusion-

controlled growth, because the initial transient remains relatively short, producing a

usefully long homogeneous section of the crystal.

For example, in 2002 during the SUBSA investigation aboard the International Space

Station (ISS), four Te-doped InSb crystals (k0¼ 0.5) [17] and three Zn-doped InSb

crystals (k0¼ 2.9) [18] were grown under microgravity conditions. The growth rate was

f¼ 0.5 (cm/hr). The initial transient length was Ltransient¼ 0.93 cm and 0.7 cm, respec-

tively, for Te and Zn, with the time scale of the initial transients of stransz 1 h. The

diffusion coefficients were determined to be: for Te, D¼ 1.0� 10�4 cm2/s and for Zn,

D¼ 1.2� 10�4 cm2/s. When identical crystal growth was carried out terrestrially, by

contrast, natural convection precluded significant diffusion-limited solute buildup at the

interface, so that the initial transients lasted only several seconds, and their length

became negligible [19].

25.3.2.2 Steady State Segregation
Steady state segregation, where a homogeneous composition is obtained, initiates when

x> Ltrans, so that keff¼ 1. The concentration of solute incorporated into the crystal

exactly equals the initial melt concentration, CS ¼ Ci
L, thus allowing a time-invariant

solute balance and achieving steady state growth.

25.3.2.3 Final Transient
Final transient segregation begins when the solute boundary layer traveling ahead

of the advancing interface approaches the end of the melt. Thus, one finds that
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the final transient is brief, the affected length of crystal is relatively short, and is

approximately equal to the thickness of the steady state solute boundary layer.

Thus,

LfinalzD


f :

Usually batch crystal growth processes are terminated for other reasons before the final

transient occurs.

25.4 Convective Heat and Mass Transfer
Melt convection during crystal growth is complicated by the fact that it combines

advection—the macroscopic transport of solute coupled to fluid motion—with diffusion,

the microscopic random motions of individual atoms or molecules. Convection phe-

nomena are further classified “natural” or “forced,” “laminar” or “turbulent.” Natural

convection is driven by body forces, such as gravity interacting with density gradients

within the melt, and is usually unavoidable under terrestrial crystal growth conditions. In

forced convection, fluid is driven by an external source, e.g., crystal rotation, moving

magnetic fields, or crucible rotation.

Bulk fluid flow enhances mass transfer by carrying the fluid near the interface, which

has a higher solute concentration, C0, and replacing it with fresh fluid having a lower

concentration CL� C0. Convection, as explained earlier, can drastically reduce the time

and distance over which the initial transient occurs during crystal growth. In the pres-

ence of vigorous melt convection, such transients, even for small k0 values, might last

only a few seconds [19]. Quasi-steady state crystal growth occurs when the solute flux

rejected at the interface, jrej.¼ f(C0� CS), is transported away by convective melt motion

and its mass flux, jconv.

25.4.1 Flow Patterns in Crystal Growth

25.4.1.1 One-Dimensional Perpendicular Convection
Perpendicular convection, driven by the growth rate, f, is the only one-dimensional

advective process always occurring during melt growth. It is, of course, unavoidable,

but weak, and has a low associated velocity, usually �30 mm/s. This weak suction flow,

under terrestrial crystal growth conditions, is normally overwhelmed by natural con-

vection, which achieves much higher velocities, typically about 10 mm/s.

Numerical simulations have convincingly demonstrated that some level of natural

convection will always be present, even at gravity levels as small as 10�5g0, where

g0¼ 9.81 (m/s2) is the average gravitational acceleration on earth (see Section 25.8.1).

Numerous melt growth experiments conducted in various orbiting laboratories support

this finding. Thus, a one-dimensional flow model is realistic only under controlled

microgravity conditions, where the buoyancy-driven fluid flow velocity components,

{u,v,w}, are negligible compared to f.
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25.4.1.2 Two- and Three-Dimensional Flow Patterns
The steady state continuity equations for incompressible fluid flow are

vu

vx
þ vv

vy
¼ 0 ðrectangular coordinatesÞ (25.11)

vu

vr
þ u

r
þ vw

vz
¼ 0 ðcylindrical coordinatesÞ (25.12)

These equations state that one-dimensional flows are possible if, and only if, com-

ponents u and v are either constant or zero. One-dimensional flows are observed only in

pipes or ducts, where u¼ const. and v¼ 0. Convection occurring in a melt can never

result in a one-dimensional flow.

Typical flow patterns occurring near a growing crystal growth interface are depicted

in Figure 25.3. Crystal growth configurations for (1) CZ, (2) vertical Bridgman (VB), and

(3) horizontal Bridgman (HB) are shown. Note especially that perpendicular flows carry

rejected impurities toward the interface, whereas lateral flows transport solute along the

interface and eventually back into the bulk melt.

25.4.1.3 Perpendicular Convection
In the z-direction, the flow velocity is vz¼ f þ w. As z/ 0, the term f dominates, because

the velocity component w/ 0. Outside of the solute layer, w[ f.

25.4.1.4 Lateral Convection
Melts typically flow tangentially along the solid–liquid interface and thus transport away

latent heat and rejected solute laterally, as indicated schematically in Figures 25.1 and

25.3 [20]. The melt velocity component along the crystal–melt interface in either the x- or

r-direction is u.

The intrinsic importance of lateral flow on component redistribution is emphasized

in segregation models for keff developed by Yen and Tiller [21] and by Mueller and

Ostrogorsky [20,22]. The key issue stressed in both of these models is that all solute that

is not absorbed into the interface would be transported laterally, not axially. Again, it is

stressed that solutes cannot “escape” axially, by simply diffusing back into the bulk

melt. This situation becomes evident from the limiting case of “no-mixing,” where

component w¼ 0 (see Eqn (25.10)), and since the solute cannot escape, one finds that

keff¼ 1.

25.4.2 Convection Flux, j

A key goal of convection mass transfer theory is to determine the magnitude of the

convection flux, j (cm/s). Despite the complexities and nonlinearity of convection, the

associated mass flux, j, is observed to be proportional to its driving force, which is

proportional to the solute concentration difference. Convection mass fluxes can be

calculated using three approaches: (1) Fick’s first law, (2) static layer thickness, or (3)

convection coefficients.
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25.4.2.1 Fick’s First Law
At the crystal–melt interface, the hydrodynamic no-slip condition5 requires zero

tangential fluid velocity. Thus, at x¼ 0, transport occurs solely by diffusion, so in one

dimension the mass flux is

jh�D
dCL

dx

����
x¼0

(25.13)

FIGURE 25.3 Schematic of flow patterns near the growth interface. (a), (b) axisymmetric flows, and
(c) nonaxisymmetric flows.

5Fluid “sticks” to the solid.
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25.4.2.2 Film Thickness Formulation
If one assumes that diffusion occurs through a fictitious “film” or stagnant layer, the

mass flux may be written as,

jzD

�
C0 � CL

dstatic

�
: (25.14)

Equation (25.14) is an approximation of Fick’s first law, where the gradient, dCL/dxjx ¼ 0,

is replaced by the ratio of concentration difference to layer thickness, dstatic. A fictitious

layer with thickness dstatic lacks a physically realistic foundation, so that the main limi-

tation of Eqn (25.14) is that the nonexistent distance, dstatic, which does not, in principle,

exist, also cannot be calculated. A film-thickness-based formulation becomes mean-

ingful, and useful, provided that the concentration gradient, dCL/dxjx ¼ 0, is known, or

estimated, from the appropriate analytical solution of a hydrodynamic boundary layer

equation. Then, such a gradient-defined layer thickness may be set equal to the con-

centration difference divided by the concentration gradient in the following manner,

dgradh
DC

dCL



dx
��
x¼0

¼ D

�
DC

j

�
: (25.15)

As is shown in Figure 25.4, such a gradient-defined layer thickness, dgrad, may be ob-

tained by extending a tangent at x¼ 0 (dashed line) to the actual concentration profile

normal to the interface [19]. One finds that DC/dgrad¼ dCL/dxjx ¼ 0. Equation (25.15) was,

in fact, employed by Levich to calculate dgrad, which provided the foundational fluid

mechanical aspect of the BPS model. See Eqn (25.25).

For convection driven by a rotating infinite disk, the actual thicknesses of the velocity

and solute boundary layers are, respectively [3,4],

FIGURE 25.4 Actual and gradient thickness of solute boundary layer. h is dimensionless distance from the
interface [7,8]. Note that dz 2.5dgrad.
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dnz4
�n
u

1=2
;

and

d ¼ dnSc
�1=3z4D1=3n1=6u�1=2: (25.16)

25.4.2.3 Mass Transfer Convection Coefficient
Newton’s law of cooling [8,9] defines the convective heat transfer coefficient, hHT, based

on the ratio of the heat flux, q, to the temperature difference, T0� TL, namely,

hHT ¼ q

T0 � TL

where T0 and TL are, respectively, the temperature at the interface, x¼ 0, and within the

bulk liquid. By analogy,6 a comparable mass transfer coefficient can be similarly

defined as,

h ¼ j

C0 � CL

; (25.17)

where j is mass flux. Combining Fick’s first law Eqn (25.13) with Eqn (25.17) defines the

corresponding mass transfer coefficient as

hh
j

C0 � CL

¼ �DdC
dx

��
x¼0

C0 � CL

: (25.18)

An exact value for h is readily obtained if the concentration gradient, dCdx
��
x¼0

, is obtained

from the appropriate analytical fluid flow solution.

25.4.3 Phenomenological Approach and Correlations for Nusselt
Numbers

As noted earlier, Navier–Stokes equations are usually not solvable excepting the cases of

laminar flow along flat plates or rotating disks. Furthermore, the accuracy of such

simplified solutions applied to crystal growth problems is often limited by the very as-

sumptions that made the analytical solutions possible. For example, the Cochran–Levich

solution, valid when the Schmidt number Sc/N, still admits a 17% error when Sc¼ 10

(see Section 25.7.1.2). Therefore, in engineering practice one must adopt phenomeno-

logical approaches and rely instead on empirical rate/flux relationships that are based on

laboratory experiments. The phenomenological mass transfer coefficient, h, is then

determined by measuring the flux j. See again Eqn (25.18).

In order to reduce the number of independent variables, such phenomenological

correlations are always given in dimensionless form. The dimensionless heat and mass

6This analogy is based on the observation that a temperature gradient is the driving potential for heat

transfer, whereas the concentration gradient in a mixture is the driving potential for mass transfer.
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transfer coefficients are called Nusselt numbers [8,9],7 and these quantities can be

calculated from the corresponding ratios of the thermal and diffusive fluxes under both

hydrodynamic and static conditions,

NuHTh
hHTL

k
¼ hHTDT

k
L
DT

¼ qconvection

qdiffusion

;

and

Nuh
hL

D
¼ hDC

D
L
DC

¼ jconvection
jdiffusion

; (25.19)

where k is the thermal conductivity, and L is the characteristic length of the interface.

Thus, the common physical interpretation of a Nusselt number, Nu, in heat and mass

transfer is that it scales the ratio of a convective flux, jconvection, to the corresponding

diffusive flux, jdiffusion, which is the flux expected under identical conditions in the same

fluid held, hypothetically, stagnant.

The main advantage of using a convective-coefficient (i.e., Nusselt number) formu-

lation relative to using the solute layer thickness is that numerous empirical correlations

exist for Nusselt numbers that were developed for various flow configurations, including,

especially, turbulent natural convection in liquid metals.

25.4.4 Classification of Melt Convection

Convection, as mentioned earlier, can be natural or forced, depending on how the flow is

driven. It is well established [8,9] that the ratio of the Grashof number, Gr, to the

Reynolds number squared, Re2, captures the relative strengths of buoyancy-to-inertial

forces acting on an element of fluid,

Gr

Re2
w

�
Buoyancy

Inertia

�
:

where,

Re ¼ VR

n
¼ uR2

n
;

and R is the crystal radius and u is its rotation rate. Buoyancy can arise from gradients in

either temperature, due to thermal expansion, or from gradients in composition, due to

mass density changes with composition. The latter effect is usually more significant than

the former whenever a solute is present of significantly different atomic weight from the

solvent,

Gr ¼ gDr=rL3

n2
¼ gbDTL3

n2
þ gbCDTL

3

n2
:

Here, g¼ 9.81 (m/s2) is the average terrestrial gravitational acceleration, b and bC are the

corresponding temperature and concentration expansion coefficients of the melt, and

n (cm2/s) is the kinematic viscosity of the melt.

7The corresponding dimensionless mass transfer coeffcient is also called the Sherwood number, Sh.
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Three distinguished limits may be considered for natural convection during crystal

growth:

1. Gr/Re2< 0.1, natural convection is negligible.

2. 0.1<Gr/Re2< 10, neither is negligible.

3. Gr/Re2> 10, forced convection is negligible.

Natural convection for melt growth processes conducted terrestrially may only be

ignored in small-diameter CZ melts, crystallizing at high rotational rates.8

25.4.4.1 Forced Convection
Fluid flow, when driven by some external source, allows the Reynolds number of the

flow, Re, to be calculated. Using forced convection it becomes easier to maintain a

crystal growth process at a steady rate, and, moreover, employing forced flow also allows

enhanced heat and/or mass transfer to occur, to achieve faster crystal growth rates.

Techniques that have proven successful for achieving forced-flow crystal growth from

the melt include: crystal rotation, or crucible rotation; accelerated crucible rotation

technique (ACRT) [23]; application of external magnetic fields with conducting melts

[24]; and insertion of oscillating baffles [25]. The Nusselt number, for forced convection

mass transfer, may be expressed as,

Nu ¼ hFCL

D
¼ FðRen; ScmÞ: (25.20)

where n¼ 1/2 for laminar flow and n¼ 0.8 for turbulent flow; m¼ 1/3.

25.4.4.2 Natural Convection
Natural convection is driven by buoyancy forces due to mass density differences Dr,

caused by temperature differences, DT, and or concentration differences, DC. The

Nusselt number, for natural convection mass transfer, may be expressed as,

NuNC ¼ hNCL

D
¼ F

�
Grn; Scm;Prk

�
; (25.21)

where n¼ 1/4 for laminar flow, and n¼ 1/3 for turbulent flow; m¼ 1/3.

25.4.4.3 Convection Driven by Freezing
Perpendicular or suction flows, due to crystallization, may also be classified as “forced

convection,” since the interface velocity, f, is known. Such perpendicular flows on earth

can reduce the solute layer thickness and, as a result, increase the concentration gradient

at the interface; whereas in space experiments, where natural convection tends to be

weak, perpendicular flows control segregation. The Péclet number, expressible as the

product of the Reynolds and Schmidt numbers, is dimensionless interface velocity,

8Burton et al. [1,2] conducted experiments at 57, 144, 575, and 1440 rpm. Hence, natural convection

was negligible.
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Pef ¼ fL

D
¼ Ref $ Sc (25.22)

25.4.4.4 Thermocapillary Convection
Thermocapillary (Marangoni) convection is driven by surface tension gradients.

Thermocapillary convection is unavoidable when free melt surfaces are present during

crystal growth. On earth, with the presence of strong buoyancy forces, thermocapillary

convection is usually less important then either forced or natural convection. The chief

exception occurs where thermocapillary convection can actually dominate the flow state

in microgravity crystal growth and in floating zone crystal growth. Its specific influences

on solute segregation will not be elaborated any further.

25.4.4.5 Mixed Convection
Mixed convection is the term describing various combinations of forced and natural

convection [8,9]. See Section 25.6.2.

25.5 Segregation Theories Based on Solute
Layer Thickness

Next we consider several theories of solute segregation, where the effective segregation

coefficient is a function of the solute boundary layer thickness, i.e., keff¼ F(d). The

following definitions are used in modern crystal growth literature, see Figure 25.4:

1. Physical film thickness.

2. Gradient of tangential film thickness, dgrad, defined by Eqn (25.15). The profile

CL(x) is linear.

3. Fictitious stagnant film thickness, dexp. See BPS theory below.

25.5.1 BPS Theory

A seminal paper concerning solute segregation during melt crystal growth by BPS

appeared in 1953 [1,2]. This theory was the first attempt to introduce melt convection as

a factor influencing solute segregation during unidirectional crystal growth. BPS theory

provides a one-dimensional solute segregation model, which consequently ignores any

associated transport of solute in directions lateral to the crystal–melt interface. As

pointed out earlier in this chapter, such an approach is physically incorrect, as melt

convection is not realistically unidirectional and always moves some of the fluid laterally

along the crystal–melt interface. By restricting convection to one-dimensional steady

state incompressible flow, Eqn (25.3) reduces to

D
d2C

dz2
� Vz

dC

dz
¼ 0: (25.23)
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Here velocity Vz¼w þ f, is just the sum of the normal fluid velocity, w,9 and the

interface speed, f. Next, BPS assumes that within the “stagnant layer,” d, the normal flow

velocity merely matches the interface speed, f. Equation (25.23), subject to that

assumption, becomes identical to Tiller’s expression, Eqn (25.8), the solution to which

yields an exponential concentration profile in the melt adjacent to the advancing

interface,

CLðxÞ � CS

C0 � CS

¼ e�
f
D x: (25.24)

BPS then truncates the full exponential solute concentration profile by introducing a

fictitious stagnant layer thickness, x¼ d, claiming further that CL(d)¼ CL, a condition

introduced into Eqn (25.24), which provides the outer matching condition for the con-

centration field where the stagnant boundary layer ends and the outer perfectly mixed

melt begins. Next, introducing k0¼ CS/C0, BPS obtains its “effective segregation

coefficient,”

keff ¼ CS

CL

¼ k0

k0 þ ð1� k0Þe�D
; (25.25)

expressed by a dimensionless exponent D¼�fdexp/D. The term dexp is the thickness of

the exponentially decaying solute profile, which supposedly develops within the putative

“stagnant film” given by Eqn (25.24). Now the quantity dexp may be determined from

Levich’s similarity solution to the hydrodynamic equations governing convection,

namely,

d
grad
FC ¼ 1:61 D1=3n1=6u�1=2 (25.26)

The subscript FC in Eqn (25.26) denotes that the layer thickness, d
grad
FC , is actually

controlled by forced convection alone. The superscript grad in Eqn (25.26) reminds the

reader that the solute layer thickness, d
grad
FC , is not based on the physical solute con-

centration profile d, given by Eqn (25.16), but rather on the linear profile illustrated in

Figure 25.4.

Why does replacing the exponential profile thickness, dexp, with one determined from

the linear solute layer thickness estimate, d
grad
FC , work so well? The answer to this question

is that Eqn (25.25) is actually applicable only to CZ crystal growth, and specifically where

the dimensionless exponent is small, i.e., where D� 1,10 so that a one-term expansion

remains accurate, and

e�Dz1� D

Therefore, one obtains

keff ¼ k0

k0 þ ð1� k0Þe�D
z

k0

1� ð1� k0ÞD (25.27)

9According to Cochran, w¼ 0.51w3/2n�1/2x2 valid for x <
ffiffiffiffiffiffiffiffiffi
n=w

p
.

10dgrad will be small because of the intense forced convection.
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The above connection was first noted by Lynne Wilson, who remarked, “We feel that

the right answer has been obtained for the wrong reason” [26]. It is interesting to note

that in the classic 1965 book, in the section “Partial Stirring,” J.C. Brice derived the

relation,

keff ¼ k0

1� ð1� k0Þf dgrad

D

;

and proceeds to present the BPS model, see p. 81 in [27]. In conclusion, Eqn (25.26) is a

similarity solution for the solute segregation in CZ crystal growth, the validity for which

is limited by the following five assumptions used in its derivation:

1. Melt flow is characterized as laminar, symmetric, and rotating;

2. The disk (growing crystal face) is infinitely large and impermeable, so d is not a

function of f;

3. The Schmidt number for the melt is large, Sc/N; See Section 25.7.1.

4. Buoyancy forces are negligible compared to forces applied by the crystal face;

5. Solute transfer is one-dimensional.

In conclusion, Eqn (25.26) is applicable only to laminar melt flows occurring in small-

diameter CZ melts where Re2[Gr.

The physical basis for, and the mathematical consistency of, BPS segregation theory

has been challenged since 1970. BPS predictions for the segregation, in fact, could

neither be validated nor refuted, because the diffusion coefficients for solutes D—key

melt parameter—were not known precisely enough (see Section 25.9).

25.5.2 Wilson–Garandet’s Model: Forced Convection Alone

Wilson (1978) [26] and Garandet et al. (1993) [30] recognized the shortcomings of

stagnant layer segregation models. Their model also considers forced convection acting

alone but eliminates the questionable assumption of a stagnant solute layer. Lateral melt

convection along the crystal–melt interface is again ignored, so melt flow again is

assumed to be one-dimensional. The Wilson–Garandet formula for the effective segre-

gation coefficient is the linearized BPS estimate, Eqn (25.27),

keff ¼ k0

1� ð1� k0ÞD : (25.28)

But dimensionless solute layer thickness, D, is instead defined by the following definite

integral,

D ¼ f d

D
¼
ZN
0

exp
��z � Bz3

�
dz; (25.29)

where the constant in the integrand of Eqn (25.29) is defined as, B¼ 0.17f�3u3/2n�1/2D2.

The integration variable, z, designates the perpendicular distance from the interface

[1,3,4]. This model is exact, but again its validity remains limited in scope by the five
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assumptions concerning the similarity solution (listed in Section 25.5.1, BPS theory).

Hence the Wilson–Garandet formula provides a solid estimate for keff, providing that the

CZ crystal is rotating rapidly [31], so natural convection may be ignored.

25.5.3 Models Considering Natural Convection and/or Lateral Melt
Convection

Camel and Favier (1984) [32], chose an order-of-magnitude analysis to extract scaling

laws that delineate longitudinal solute segregation in HB crystal growth. In contrast to

the BPS and Wilson–Garandet forced-convection models, Favier and Camel analyzed the

influences of natural convection on solute segregation. Natural convection, as discussed

earlier in this Chapter, ensures lateral melt flow along an advancing crystal–melt

interface.

Yen and Tiller [21] also pointed out that in BPS0s one-dimensional analysis of only an

axial normal flow component was considered. Neither buoyancy-driven natural con-

vection nor lateral convection was considered, although in many instances it may be the

dominant flow mode. Yen and Tiller instead incorporated the important effects of lateral

melt convection into their solute redistribution analysis by introducing an “effective”

solute source/sink term in the solute transport equation, as

D
d2C

dz2
� Vz

dC

dz
� _q ¼ 0: (25.30)

Ostrogorsky and Mueller [20,22] derived a correlation for the effective segregation

coefficient using integral boundary layer analysis, Figure 25.5. Their segregation model

for keff becomes a function of the actual/physical thickness of the solute layer, d, given by

Eqn (25.16). Natural convection was considered using scaling arguments. This

FIGURE 25.5 Schematic of lateral
convection, from Ostrogorsky and
Mueller [20].
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segregation model provides a criterion for the maximum convective velocity that allows

diffusion-controlled segregation. Interestingly, this criterion suggests that diffusion-

controlled segregation of a binary system with a low value for the equilibrium segre-

gation coefficient (k0� 0.1) might, in fact, not be possible even in an ideal microgravity

environment.

In conclusion, the solute segregation models developed by Camel and Favier (1984)

[32], Yen and Tiller [21], and Ostrogorsky and Mueller [20] include the important melt

flow feature of lateral melt convection. Without the presence of some lateral melt con-

vection, solute transport away from the crystal–melt interface would cease, and keff
would become equal to unity.

25.6 Segregation Model with Nusselt Numbers and
Mixed Convection

The application of forced melt convection during bulk crystal growth proves to be

advantageous from several standpoints. Initially, forced convection was incorporated

only in CZ, using crystal rotation, and similarly in float zone (FZ) processing. As the

advantages of forced melt convection and the disadvantages of natural melt convec-

tion became clearer, novel adaptations involving forced melt flow were implemented

for Bridgman/Vertical Gradient Freeze (VGF) crystal growth. These innovations

included the use of traveling magnetic fields [24] (see Vol. IIb, Chapter 23), forced

mechanical vibrations, and rotating/oscillating immersed baffles [25] (see Vol. IIb,

Chapter 24). The melt convection during crystal growth resulting from the application

of these techniques usually produces a mix of natural and forced convection, and

perpendicular suction flow. Such complex flow states will be referred to as “combined

convection.”

25.6.1 Combined Mass Transfer Coefficient

Mass conservation at steady state in the presence of combined melt convection requires

that the solute flux rejected at the crystal–melt interface, jrej, is transported away into the

bulk melt by a combined convective flux, jCC [33]. See again Figure 25.1. Expressions for

the rejected mass flux and the combined convective flux are, respectively,

jrej: ¼ f
�
C0 � CS


;

and

jCC ¼ hCC

�
C0 � CL

�
;

where hCC is the “combined” mass transfer coefficient. Referring again to Figure 25.1,

solute mass conservation requires their balance, specifically,

f ðC0 � CSÞ ¼ hCCðC0 � CLÞ:

1016 HANDBOOK OF CRYSTAL GROWTH



Rearranging the above mass balance, and substituting the equilibrium segregation

coefficient, k0, yields the relationship for the effective segregation coefficient for

combined melt convection, keff,CC, as [33],

keff ;CC ¼ CS

CL

¼ k0

1� ð1� k0Þ f

hCC

: (25.31)

Equation (25.31) is a statement of mass conservation, and, as such, is exact,

recognizing, of course, that practical applications of Eqn (25.31) require a suitable

correlation linking the crystal growth rate, f, with the combined mass transfer co-

efficient, hCC.

25.6.2 Phenomenological Approach to Determine the Combined Mass
Transfer Coefficient

In order to take advantage of existing empirical correlations for the mass transfer co-

efficient for forced and natural melt convection, hCC is modeled as follows.

1. “Mixed” convection: Based on extensive heat transfer data, it is common practice to

correlate combined or mixed natural and forced convection by the following

formula,

hmix ¼
�
hm
FC � hm

NC

�1=m
: (25.32)

The value of the exponent, m, varies between 3 and 4, depending on the flow configu-

ration. The value m¼ 3 correlates data obtained from vertical surfaces. Values for m that

fall between 3.5 and 4 are used to correlate flow data from horizontal surfaces [8,9]. The

sign within Eqn (25.32) is selected as positive when forced and natural convection

reinforced, i.e., act in the same direction, thereby enhancing the overall mixed flow

state. The sign in Eqn (25.32) is selected as negative when forced and buoyant convec-

tion oppose each other, leading to a weakened mixed flow state. For processes where

Gr [ Re2, e.g., Bridgman crystal growth, one allows hmix¼ hNC. For processes where

Re2[Gr, one chooses hmix¼ hFC.

2. Perpendicular flows can reinforce mixed convection: Perpendicular (suction) flow

f(rS/rL) can reinforce mixed convection, and for situations where f/h> 0.1, it

should not be ignored. As correlations for interfaces with suction flow are not

currently available, it has been suggested to use an effective combined convection

coefficient, hCC, of the following form [33],

hCC ¼ hmix

�
1þ

�
f

hmix

�n�1=n
¼ �hn

mix þ f n
�1=n

; (25.33)

where n is an arbitrary exponent. This mathematical form is selected because Churchill

and Usagi [34] established that such a correlation is remarkably successful in correlating

rates of heat, mass, and momentum transfer. According to reference [35], n¼ 1.4.
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Combining Eqns (25.32) and (25.33) gives the combined convection mass transfer

coefficient as,

hCC ¼
h�
hm
FC � hm

NC

�n=m þ f n
i1=n

(25.34)

Note, once again that typically, hmix[ f. Perpendicular convection becomes important

primarily in reduced gravity situations, where hmix¼ hNC is small.

25.6.3 Effective Segregation Coefficient, keff, as Function of
Combined Nusselt Number

Empirical correlations for mass transport coefficients are conveniently given in terms of

a CC Nusselt number, NuCC. Thus, one can rewrite Eqns (25.31) and (25.34) in terms of

dimensionless parameters,

keff ;CC ¼ k0

1� �1� k0

�
Pef


NuCC

; (25.35)

and

NuCC ¼
h
Nun

mix þ Penf

i1=n
¼
h�
Num

FC �Num
NC

�n=m þ Penf

i1=n
; (25.36)

where Pef¼ fL/D, see Eqn (25.22). NuNC and NuFC are given by empirical correlations

found for pure forced convection and pure natural convection. See below.

25.7 Correlations for Nusselt Numbers
Numerous established correlations are available for natural convection and convection

driven by rotating disks. To our knowledge, there are no correlations relating Nusselt

numbers to the magnetic Taylor number or to other parameters characterizing moving

magnetic fields.

25.7.1 Correlations for Disk-Driven Forced Convection

Many correlations for laminar and turbulent flows are given in the 1963 monograph by

L.A. Dorfman [36], and in the recent monograph Convective Heat and Mass Transfer in

Rotating Disk Systems by Igor V. Shevchuk (2009) [28]. The key correlations for con-

vection occurring in CZ melts are listed in [31].

25.7.1.1 Exact Similarity Solution for Laminar Flow and Sc/N
Levich’s similarity solution for the mass flux is expressed as

j ¼ 0:62D2=3n�1=6u1=2ðC0 � CLÞ: (25.37)
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Levich specified neither the mass transfer convection coefficient, h, nor the Nusselt

number, Nu, both of which are obviously based on the mass flux,

h ¼ 0:62D2=3n�1=6u1=2 ¼ 0:62D

ffiffiffiffi
u

n

r
Sc1=3: (25.38)

and,

NuFC ¼ hR

D
¼ 0:62Re1=2Sc1=3ðSc/NÞ: (25.39)

25.7.1.2 Empirical Correlations, Laminar Flow
Doped semiconductor melts, Si and Ge, have Schmidt numbers in the range

10� Sc� 100 [31]. The Nusselt number correlations for this important range are:

NuFC ¼ 0:485Re1=2Sc0:373
�
5 � Sc � 100

�
; (25.40)

as proposed by Ostrogorsky [31], and

NuFC ¼ 0:62045 $Re1=2Sc1=3

ð1þ 0:298Sc�1=3 þ 0:14514Sc�2=3Þ ð2 � Sc � NÞ; (25.41)

as proposed by Newman [37]. In Figure 25.6, the above forced convection Nusselt

number correlations, NuFC, are plotted as a function of the Schmidt number. The curve

labeled “Exact,” is the numerical solution of the governing equations. Levich’s “exact”

solution Eqn (25.39), which requires Sc/N, shows a 7% error at Sc¼ 100 and a 17%

FIGURE 25.6 Exact numerical solution from [28], and correlations for Nusselt numbers, divided by Re1/2, for
laminar flow versus Schmidt numbers, Sc. Data point is from Chen et al.; see [29].
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disparity at Sc¼ 10 [31]. The correlation Eqn (25.40), indicates less than 1% error, for

10� Sc� 100 and less than 4% error for 5� Sc� 500 [31]. The correlation, Eqn (25.41),

even more impressively provides less than 4% error for the range 2� Sc�N [31].

It is also encouraging to see near perfect agreement with the experimental data point,

obtained using a 24-cm-diameter disk and evaporating naphthalene at a Schmidt

number Sc¼ 2.28.

25.7.1.3 Empirical Correlations, Turbulent Flows
Melt convection in CZ crystal growth is turbulent from the combined action of strong

centrifugal and buoyancy forces. Yet CZ melt flow should be laminar based on the

Reynolds numbers alone, excepting growth of large CZ Si crystals at high rates of rota-

tion. For flat disks, the lamellar–turbulent transition occurs at Rez 8.8� 104, with flow

reaching a fully turbulent state at Rez 3.2� 105 [38]. By contrast, a 20-cm-diameter Si

crystal rotating at 30 RPM has a Reynolds number of Rez 100,000.

Numerous correlations for turbulent flow driven by a rotating disk can be found in

reference [28]. Here we present the two correlations by Dossenbach: (1) for fully tur-

bulent flow, Re> 300,000,

Nuturb ¼ 0:0108Re0:87Sc1=3; (25.42)

and (2) transition from laminar to turbulent flow, valid for Retr< Re< 1.8� 106 (see

Figure 25.7) [28],

FIGURE 25.7 Average Nussel number divided by
Sc1/3 as a function of Re, for turbulent flow,
from [31].
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Nutr ¼ Sc1=3

Re0:5
�
0:62Retr þ 0:0108

�
Re1:37 � Re1:37tr

��
: (25.43)

The transition occurs at Retr¼ 278,000.

25.7.2 Empirical Correlations for Natural Convection

The general form of a Nusselt number correlation for natural convection is given by Eqn

(25.20). The majority of these correlations were developed using heat transfer data,11 but

by analogy also hold for mass transfer, provided that mass transfer does not alter the

fluid velocity. When Sc[ Pr, a heat transfer correlation may be transformed into a mass

transfer correlation by using the following substitution [39,40]:

For Pr


Sc/0;NuHT/Nu; and Gr $Pr/Gr $ Sc $Le1=3 (25.44)

where Le¼ Sc/Pr¼ a/D is the Lewis number. For silicon melts, Pr¼ 0.014, and for silicon

melts doped by B, P, or As, Scz 15 [31]. Thus, for this semiconductor melt Sc[ Pr and

Lez 1070.

Natural convection in large CZ melts is complex, as it depends on the solid–liquid

interface diameter, d, the overall melt geometry, vertical and horizontal thermal gradi-

ents, etc. Here we consider well-established correlations developed for natural convec-

tion in liquid metals and applicable to semiconductor crystal growth.

25.7.2.1 Vertical Walls
A vertical solid–liquid interface, oriented parallel to gravity, is typical of the crystal

growth configuration for both HB growth and horizontal zone refining. This config-

uration is also relevant to CZ crystal growth, because vertical heated crucible walls

drive natural melt convection. Churchill and Chu’s [39] empirical correlation was

tested against experimental heat or mass transfer data. Their correlation may be

expressed as,

NuHT
L ¼ hHTL

l
¼

8><
>:0:825þ 0:387ðGrLPrÞ1=6h

1þ ð0:492=PrÞ9=16
i8=27

9>=
>;

2

:

It is valid for any Prandtl number, Pr, and the range of Rayleigh numbers,

0.1� RaL� 1012. L is the wall length, and RaL¼GrLPr. For the case of mass transfer,

substitution of Eqn (25.44) gives the result,

NuL ¼ hL

D
¼

8><
>:0:825þ 0:387ðGrLScÞ1=6Le1=18h

1þ ð0:492=PrÞ9=16
i8=27

9>=
>;

2

: (25.45)

where Le is Lewis number.

11Convection heat transfer experiments are more precise and easier to conduct than are convection

mass transfer experiments.
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Masliyah and Nguyen’s [41] correlation was developed from mass transfer experi-

ments, using the binary system 2-bromopyridine in water. The Nusselt number corre-

lation they found is

NL ¼ hL

D
¼ 0:258ðGrL $ ScÞ0:289: (25.46)

This correlation was tested for 2� 1012�GrLSc� 1013. For 2-bromopyridine in water,

Pr¼ 6.7, Sc¼ 2500, and Le¼ 373. This system is roughly comparable to the Lewis

number for doped silicon melt, Le¼ Sc/Pr¼ 1070. For comparison, Nusselt versus

Grashof number correlations Eqns (25.45) and (25.46) based on a vertical wall are given

in Figure 25.8, along with the Ostrach’s similarity solution for laminar flow [10] and

Sparrow and Greg’s correlation, see [44].

25.7.2.2 Horizontal Disks
The solid–liquid interface can be modeled as a downward-facing cooled disk for both CZ

and Kyropoulos crystal growth processes, which feature relatively large melt volumes

and small crystals. McDonald and Connolly [43] carried out experiments with a cooled,

horizontal, downward-facing circular plate (d¼ 20 cm) immersed in a tank of liquid

sodium metal. Experiments were carried out over the Grashof number range

6� 108�Gr� 5� 109. Those investigators found the Nusselt number correlation for heat

transfer as

NuHT
d ¼ hHTd

l
¼ 0:262

�
Grd $Pr

2
�0:35

:

FIGURE 25.8 Comparison of mass transfer
correlations for vertical walls. Sc¼ 15 is
typical for impurities in silicon [44].
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The Nusselt number correlation for the case of mass transfer was similarly found to

be [44],

Nud ¼ hd

D
¼ 0:262½Grd $ Sc $Pr�0:35Le0:35=3: (25.47)

Reference [44] illustrates the excellent agreement between the above correlations with

key correlations for heat and mass transfer.

25.7.2.3 Rayleigh–Bénard Convection
Rayleigh-Bénard convection between a cooled interface and the heated crucible bottom

may be used for large-diameter Kyropoulos or CZ crystal growth. The Globe–Dropkin

correlation [45] was tested for the parameter ranges 3� 105�Gr$Pr� 7� 109 and

0.02� Pr� 8750, where for heat transfer,

NuHT
L ¼ hHTL

l
¼ 0:069ðGrL $PrÞ1=3Pr 0:074;

and for mass transfer,

NuL ¼ hL

D
¼ 0:069ðGrL $ ScÞ1=3Le1=9Pr0:074: (25.48)

Reference [44] illustrates the good agreement between the above correlations and several

other well-established correlations for liquid metals.

25.8 Directional Solidification: Segregation without
Forced Convection

Natural convection is almost always unsteady in semiconductor melts. It is turbulent for

Gr> 109. The level of unsteady convection depends both on the melt size and radial

temperature gradients, as well as on the interfaces shape, etc.—all of which continually

change during growth. Unsteady convection yields significant fluctuations in growth rate,

leading to compositional inhomogeneities and misoriented nucleation and growth [24].

Radial inhomogeneity during directional crystal growth is high compared to CZ growth.

Research on this topic focused initially on minimizing natural convection, by application

of axial and transverse magnetic fields, insertion of baffles and other flow restrictors, etc.

Numerical modeling conducted in the 1980s [46,47], however, eventually revealed that the

highest lateral segregation usually occurs when the melt flow velocity is low. Lateral

segregation during HB crystal growth reaches a maximum when the Grashof number

GrHz 103 [46]. See also Section 25.11.2. Reduction of natural convection through the use

static magnets or melt baffles helps to prevent turbulence but does not necessarily yield

significant improvements of either crystalline and chemical perfection of the crystals so

grown. This disappointing fact remains true even for directional solidification conducted

in microgravity. Therefore, research conducted during the past decade focused mainly on

introducing strong, controllable, forced convection rather than attempting to actually

minimize levels of natural convection.
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In conclusion, one finds that natural convection is an unavoidable phenomenon;

moreover, it is virtually impossible to eliminate natural convection entirely, given that

the flow direction and magnitude of its velocity are extremely difficult to control. As a

result, both macroscopic and microscopic component redistributions are notably infe-

rior (less well controlled) when compared to those obtained via the CZ growth process.

In those instances where directional solidification is carried out without forced con-

vection, the effective segregation coefficient simplifies because Numix¼NuNC. Thus,

keff ;NC ¼ k0

1� �1� k0

�
Pef

.h
Nu1:4

NC þ Pe1:4f

i1=1:4 : (25.49)

where Pef¼ fL/D, see Eqn (25.22). The correlation found for NuNC may be selected on the

basis of the orientation of the crystal–melt interface; keff,NC, is expected to vary as the

melt size changes. Thus, Eqn (25.49) provides only a first-order model of the segregation

process.

It appears that future improvements of directional crystal growth will rely more

heavily on schemes that use forced convection-dominated processes, where, Re2>Gr,

rather than reduction of natural convection.

25.8.1 Segregation Under Vanishing Natural Convection (Gr/ 0)

DS experiments carried out in orbital laboratories during the 1970s and 1980s were

focused on achieving diffusion-controlled solute segregation (see Section 25.3.2). In

addition, magnetic fields reaching 3 T were applied in an effort to diminish natural

convection [48].

Diffusion-controlled solute segregation occurs when the advective flux, jadvection, via

bulk melt motion, becomes insignificant compared to the diffusion flux, so their ratio,

jadvection/jdiffusion/ 0. As noted earlier, however, diffusion-controlled solute segregation

acting alone should result in an ideal uniform axial and lateral segregation [49]. To

reduce the distorting influence of natural convection, one must reduce the buoyancy

forces. On orbiting platforms, the quasi-static gravitational acceleration is routinely

reduced by factors of about 10�5 or less. The Grashof number is commensurately

reduced, since Grz gDTL3, as neither the melt’s viscosity, n, nor its thermal expansion

coefficient, b, can be altered. Therefore, the goal of pioneering microgravity experiments

conducted in near-Earth orbit12 was to approach to as a high degree as possible the ideal

diffusion-controlled segregation. At that early time for microgravity experiments, the

“gap” between theory and experiments was attributed to “gravity-induced convection

effects” [49,50]. It was expected that reducing the gravitational acceleration (and the

Grashof number) by a factor of roughly 10�5 or less should also reduce buoyancy forces

to the point that the convective mass flux would be negligible compared to the diffusion

flux.

12As occurred during the Skylab [49] and Apollo-Soyuz missions.
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To the contrary, it actually turned out that nearly every segregation experiment

conducted in orbital (low-gravity) environments was disturbed by convection driven by

buoyancy and/or surface tension (Marangoni) forces. Steady state segregation was

achieved only during the Skylab mission by growing Te-doped InSb [49] and, again more

recently, Te- and Zn-doped InSb [17,18]. Yet, the Ga-doped Ge crystal growth experi-

ments, conducted during the Apollo–Soyuz mission [50], clearly revealed appreciable

convective influences on the measured solute segregation. This unexpected result can be

explained now by using the CC model given by Eqn (25.49).

In microgravity conditions, the most pervasive influence altering a diffusion-limited

segregation pattern arises from accelerations acting parallel to the interface [22], as

would be the terrestrial situation for the HB configuration. See Figure 25.9, where a

horizontal temperature difference, DT, drives convection. The solid–liquid interface is

the vertical cooled wall (see Section 25.7.2.1).

When applying the Nusselt number correlations to extremely low flow velocities, one

should consider the following correction. All such correlations are developed for solid

(impermeable) walls, where for “zero” flow velocity jadvection¼ 0 and Nu¼ 1,

Nuh
jconvection
jdiffusion

¼ jadvection þ jdiffusion
jdiffusion

¼ 1 (25.50)

During crystal growth, however, the crystal–melt interface acts as a porous boundary.

Without the presence of some advection, solute cannot be transported by diffusing

against the perpendicular flow velocity (i.e., jdiffusion¼ 0). Thus, one should use the so-

called “excess” Nusselt number [31], namely, the amount by which the Nusselt num-

ber exceeds unity,

Nuexcess h
jadvection
jdiffusion

¼ jconvection � jdiffusion
jdiffusion

¼ Nu� 1 (25.51)

Using the excess Nusselt number only becomes a significant correction in microgravity

environments, since on Earth, typically NuexcesszNu.

Figure 25.10 shows keff,NC calculated using Eqn (25.49), for Ga-doped Ge crystal

growth experiments, conducted during the Apollo–Soyuz mission [50]. Nuexcess
NC ¼ Nu� 1

was calculated using

1. Churchill and Chu’s Eqn (25.45);

2. Ostrach’s similarity solution [9,10];

3. Masliyah and Nguyen’s Eqn (25.46).

FIGURE 25.9 Schematic of horizontal
Bridgman (HB) process: characteristic
lengths and temperature differences.
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Overall, the agreement found among these correlations is solid for Gr> 104, see

Figure 25.10. Churchill and Chu’s correlation has been tested for GrPr> 0.1 (or Gr> 10

since Prz 0.01). Therefore, it should be accurate down to 10�6g0. Ostrach’s similarity

solution is valid only for laminar “boundary-layer” flow, or typically Gr> 104. For

ground-based experiments, all three correlations give keffz 0.11, whereas Witt et al.

reported keffz 0.099.

At 10�5g0, Eqn (25.49), with Churchill and Chu’s correlation, gives keff,NCz 0.63,

whereas from the segregation profiles reported byWitt et al.13 one calculates keffz 0.6 [50].

Figure 25.11 illustrates the effect of the crystal growth rate. The solute boundary layer

is thinner at high growth rates and, therefore, is less sensitive to convection. For the case

of Ga-doped Ge, grown at 10�6g0, growth rate fz 10 (cm/hr) would yield keffz 0.95. By

contrast, fz 1 (cm/hr) would yield keffz 0.5. Thus, diffusion-controlled segregation

becomes infeasible at low growth rates, under conditions, for example, that are needed

to grow semiconductor alloy crystals.

Figure 25.12 focuses on the significance of the equilibrium segregation coefficient k0.

It shows clearly that diffusion-controlled melt growth on orbital platforms becomes

practical only with systems having moderate to high k0-values (0.5� k0�N). This fact

FIGURE 25.10 keff for 10
�6g0< g< g0

(g0¼ 981 cm/s2) calculated using
Eqn (25.49) for parameters used by Witt
et al. [50]. NuNC was calculated using Eqn
(25.45), Eqn (25.46), and Ostrach’s
similarity solution for laminar flow [8,9].

13The initial dopant concentration in the melt was Ci
L ¼ 1:78� 1019 cm�3. Accordingly, the first to freeze

section had a concentration Csð0Þ ¼ k0C
i
L ¼ 1:55� 1018 cm�3. The highest concentration achieved in the

solid was at 2 cm, where Cs¼ 1.1� 1018 cm�3.
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was not recognized in the 1970s and 1980s, and futile attempts were made to grow Sn-

doped InSb (k0¼ 0.057) [49] or Sb-doped Ge (k0¼ 0.003) [50–52]. In low gravity, systems

with k0¼ 10 to 1000 yield nearly the same keff-values.

25.8.1.1 Diffusion Coefficients Extracted under Minimum Convection
Solute segregation developed under diffusion-controlled conditions provides a suitable

setting for estimating the diffusion coefficients of dopants and impurities in

FIGURE 25.11 keff,NC as a function of growth rate f (cm/h) and gravity level, calculated for parameters used by
Witt et al. [50].

FIGURE 25.12 keff,NC as a function of k0 and gravity level, calculated for parameters used by Witt et al. [50].
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semiconductor melts. Yet published data based on this approach often reveal that

minute levels of unpredictable, unsteady convection “boost” mass transfer, yielding

inflated values of the “effective” diffusion coefficients. Examples of this convective

interference are Ga-doped Ge, the reported values for which are D¼ 1.7� 10�4 cm2/s

(microgravity experiments [50]), D¼ 2.1� 10�4 cm2/s (shear cell data, [53]),

D¼ 1.5� 10�4 cm2/s (3 T axial magnetic field, [48]), and D¼ 1.2� 10�4 cm2/s (5 T axial

magnetic field, [54]).

Dutta and Ostrogorsky [54] provide a table that lists some diffusion coefficients

obtained under diffusion-controlled, or nearly diffusion-controlled, conditions. They

reported D¼ 0.8� 10�4 cm2/s using a submerged heater/baffle—which acted as a flow

restrictor—in a 20-zone Mellen furnace. The advantage of using a submerged baffle

under terrestrial conditions, relative to the microgravity environment, is that buoyancy

forces are steady and point in the direction that opposes convection.

It is interesting to note that the lowest value observed for the diffusion coefficient of

Ga-doped Ge was obtained by analyzing CZ segregation data, as described in Section

25.9 below.

25.8.2 Bottom-seeded VB Growth

Crystal growth using bottom-seeded VB has the melt radially heated and, in cases

where large-diameter crucibles are required, supplemental heat is added from above.

The vertical temperature gradient is stabilizing. However, convection is driven by

horizontal temperature gradients. The velocity field depends on the curvature of the

interface, horizontal and vertical DTs, melt height, crucible material, and other melt

parameters. Given the overall complexity of the melt flow, it is advantageous to study

segregation and component distribution using three-dimensional numerical

modeling techniques, which are capable of including the many interacting parame-

ters that are involved. This is especially true when dealing with molten Si contained

in large square crucibles for photovoltaic applications, where melt sizes can reach

1000 kg.

In VB, both crystalline and chemical perfection are often improved by imposing

forced convection. This approach, using melt flow control, has been well established

through the use of the accelerated crucible rotation technique (ACRT) [23]. Attempts

were also made to apply “dominating” forced convection by introducing vibration (see

Vol. IIB, Chapter 24) or an oscillating submerged baffle [25]. During the past decade,

however, the application of moving magnetic fields (MF) has emerged as the best

practice for imposing forced convection during directional solidification. Examples of

such moving magnetic fields include traveling MF [24], rotating MF [55], alternating MF,

etc. Each of these magnetic field flow-control methods has resulted in a significant

improvement in lateral homogeneity, interface shape and symmetry, and crystalline

perfection. For further details on the use of moving magnetic fields to stimulate forced

convection, see Vol. IIB, Chapter 23, or the excellent review by Rudolph [24].

1028 HANDBOOK OF CRYSTAL GROWTH



25.9 CZ Process: Segregation Controlled by Mixed
Convection

In Section 25.8 we concluded that natural convection tends to be unsteady, difficult to

account for, and thus generally undesirable during crystal growth. Forced convection, by

contrast, typically used in CZ growth, is desirable. We proceed by focusing next on solute

segregation controlled by forced convection.

25.9.1 Segregation under Steady Forced (Negligible Natural)
Convection

The diffusion coefficients of most impurities in semiconductor melts are low, so that

even a minute level of convection can alter the diffusion-mediated distribution of

impurities in the melt. As noted in Section 25.8.1, weak buoyancy-driven flows have

arisen and disturbed numerous microgravity experiments, inflating the apparent

values of the diffusivity. This situation remains true even for those measurements

conducted in fine capillaries and shear cells. Shear cell measurements, in fact, are

usually conducted at a temperature well above the system’s melting point,14 whereas

for the purposes of segregation modeling, one would like instead to know the value for

the diffusion coefficient in the solute boundary layer at a temperature that is close to

the melting point.

Applying a specific amount of laminar forced convection is a good alternative

approach, compared to the more difficult and less reliable options of eliminating

convection in microgravity. For example, in small CZ melts, the velocity field re-

mains steady and easy to account for. Thus, one concludes that the most reliable

approach used to determine the diffusion coefficient is from analysis of the segre-

gation profiles obtained in small CZ systems, provided that melt viscosity is

reasonably well known.

25.9.1.1 Diffusion Coefficients of Impurities in Germanium
In 1953, Burton et al. [1,2] reported CZ growth of germanium crystals at various growth

rates f and rotation rates u. To minimize the influence of natural convection, extremely

high crystal rotation rates were used: 57, 144, 575, and 1440 RPM, corresponding to

Re2/Gr¼ 16, 110, 1600, and 11,000, respectively.

As the diffusion coefficients of Ga and Sb in molten Ge were not known at that time,

Burton et al. [2] applied their segregation data to calculate the apparent diffusivities,

rather than to verify the BPS model. Using incorrect viscosity, v¼ 0.0025 cm2/s, Burton

et al. reported that for gallium, DGa¼ 0.75� 10�4 cm2/s. Kodera [56] used

v¼ 0.0055 cm2/s, and got DGa¼ 1.03� 10�4 cm2/s.

14The data indicate that close to the melting point viscosity significantly increases. Based on the

Stokes–Einstein equation, viscosity varies reciprocally with diffusivity.
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Table 25.1 contains the diffusion coefficients, recalculated using combined

Eqns (25.35), (25.36), (25.40), (25.42), and (25.45) listed below as:

keff ;CC ¼ k0

1� �1� k0

�
Pef

.h
ðNu3:5

FC �Nu3:5
NCÞ1:4=3:5 þ Pe1:4f

i1=1:4 ¼ kmeasured (25.52)

where Pef¼ fR/D and

NuFC ¼ 0:485

�
uR2

n

�� n
D

0:373
laminar flow (25.52.1)

Nuturb ¼ 0:0108

�
uR2

n

�0:87� n
D

1=3
turbulent flow (25.52.2)

NuNC ¼

8><
>:0:825þ 0:387ðGrLScÞ1=6Le1=18h

1þ ð0:492=PrÞ9=16
i8=27

9>=
>;

2

(25.52.3)

kmeasured is the experimentally determined value of keff,CC. Natural convection was

ignored by setting NuNC¼ 0. For Ga-doped Ge, k0¼ 0.087 and n¼ 0.00135 cm2/s. The

crystal radius was R¼ 1 cm.

The diffusion coefficients given in Table 25.1 were calculated by iterating on D, to fit

kmeasured for all growth rates, and rotation rates [31,33]. Assuming laminar flow, the

diffusion coefficient D¼ 0.67� 10�4 cm2/s gave a solid fit to the data, at 57, 144, and 575

RPM. At 1440 RPM, the Reynolds number, Re¼ 1.2� 105, was sufficiently high to assume

turbulent flow, see Section 25.7.1.3. Thus, for 1440 RPM, the correlation Eqn (25.52.2),

gave a good fit to kmeasuredz 0.0915 at f¼ 70 mm/s.

In conclusion, small CZ systems, subject to Re2R[Gr, are suitable for measuring the

diffusion coefficients of impurities because:

• Forced convection can be characterized more precisely than natural convection.

• keff depends only on f, R, u, n, k0, and D. Typically, f, u, and R are known. Thus, if

k0 and n are known, D can be calculated from keff.

• The segregation data reflect realistic diffusion conditions in the solute layer at the

interface, such as temperature, viscosity, and potential association, or clustering, in

compound semiconductors.

Table 25.1 Recommended Values of Diffusion Coefficients in Molten Germanium

Dopant k0 D (cm2/s) Reference for Data Reference for Calculation

B 17 2.7� 10�4 Bridges [58] [33]
Ga 0.087 0.67� 10�4 Burton et al. [2] Equation (25.52)
Sb 0.003 0.5� 10�4 Burton et al. [2] Equation (25.52)

15kmeasuredz k0¼ 0087 indicates nearly perfect mixing, caused by turbulent flow.
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25.9.2 CZ Process with Mixed Convection Re2zGr

Intense mixed convection, with 0:1 � Re2R=Gr � 10; is typical for the CZ process; keff is

close to k0, unless extremely high pulling rates are used. Laminar forced convection,

driven by crystal rotation, yields no lateral segregation. However, natural convection,

crucible rotation, and turbulence all disturb the laminar flow driven by the crystal and

cause lateral and microsegregation.

25.9.2.1 Diffusion Coefficients of Impurities in Silicon
The widely used diffusion coefficients of impurities in molten silicon have all been

obtained from CZ segregation data, published by Turkovskii (1962 [57]) and Kodera

(1963 [56]). Both authors used the BPS model to extract diffusion coefficients, although,

in contrast to Burton et al. [2], their experiments were performed at relatively modest

rotation rates.

The crystal radius R was not reported by Turkovskii or Kodera. This was possible

because the BPS model does not account for crystal/melt size. R is not included in Eqns

(25.25) or (25.26). Infinite rotating crystal and melt are assumed.

Turkovskii grew Al-, P-, and As-doped silicon crystals at 10, 12, and 60 RPM [57]. The

diffusion coefficients obtained at 10 or 12 RPM were consistently higher than the co-

efficients obtained at 60 RPM. For example, for Al-doped Si, D12RPM
Al ¼ 3:26� 10�5cm2=s,

whereas D60RPM
Al ¼ 1:31� 10�5cm2=s.

Kodera [56] grew doped silicon crystals at 5 to 200 RPM. Unfortunately, erroneous

kinematic viscosity, n¼ 0.0106� 10�4 cm2/s, was used in the BPS model, whereas the

established value is n¼ 0.0035� 10�4 cm2/s. Furthermore, a single “RPM-averaged”

diffusion coefficient was reported for each dopant. For example, for phosphorus doping,

DP¼ (5.1� 1.7)� 10�4 cm2/s.

Kodera’s data were revisited, by fitting the BPS model, for each RPM, without aver-

aging [31]. Again, Kodera obtained diffusion coefficients at 5 and 10 RPM that were

consistently higher than his values at higher rotation rates. For example, for phosphorus,

at 5 RPM, D5RPM
P ¼ 9:4� 10�4cm2=s, and at 55 RPM, D55RPM

P ¼ 3:9� 10�4cm2=s. For

details, see Figure 3 in reference [31].

In 1968, Shaskov and Gurevich used the capillary-reservoir method for diffusivity

measurement and reported drastically different D values [42], see Table 25.2.

Assuming R¼ 1.5 cm, 12 RPM corresponds to ReR¼ 942 and Re2R=Grw0:2. Thus, one

must conclude that natural convection increased the apparent transport rate of im-

purities and elevated the apparent diffusivity. The data obtained at 5 to 12 RPM should

not have been used in Eqn (25.26), where the velocity filed and the solute layer thick-

ness d are controlled by the crystal rotation rate u. For Gr[Re2R, d is controlled by the

Grashof and Prandtl numbers (i.e., DT, L, b, g, etc.), and not by the Reynolds number

(i.e., u).

Equation (25.52) was applied to Turkovskii and Kodera’s segregation data, see [31]. As

shown in Figure 25.13, by using just a single value of D, one can fit the kmeasured at
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10 RPM and 60 RPM, for 0< f< 70 mm/s. To illustrate the significance of natural con-

vection at 10 RPM, these calculations were repeated assuming NuNC¼ 0 (full lines).

The calculated D values are listed in Table 25.2 along with the capillary-reservoir

diffusivity measurements by Shaskov and Gurevich [42].

25.9.2.2 CZ Growth of Large Crystals at Low Rotation Rates
In the commercial production of large-diameter electronic grade Si crystals, the crystal

rotation rate is typically less than 15 RPM, which corresponds to a Reynolds number of

ReR¼uR2/vz 105, assuming crystal diameter d¼ 20 cm.

Melt mass varies from 80 to 200 kg, with the corresponding Grashof numbers,

Grw 1010, so that Re2RwGr. Natural convection is driven by (1) hot, vertical, crucible

Table 25.2 Values of Diffusion Coefficients in Molten Silicon Calculated Using
Eqn (25.52)

Dopant

Tetrahedral
Covalent
Radius A k0

D (cm2/s)
Shaskov and Gurevich

D (cm2/s)
Eqn (25.52)

References
for Data

B 0.88 0.8 3.3� 10�4 1.7� 10�4 [56]
P 1.1 0.3 2.7� 10�4 2.1� 10�4 [56,57]
As 1.18 0.35 2.2� 10�4 [56,57]
Ga 1.26 0.008 0.66� 10�4 1.3� 10�4 [56]
Al 1.26 0.002 0.13� 10�4 [57]
Sb 1.36 0.023 1.4� 10�4 0.7� 10�4 [56]
In 1.44 0.0004 0.17� 10�4 see [31]

FIGURE 25.13 Symbols are data reproduced from Kodera, for P-doped Si. Dashed lines are Eqn (25.52) for
“mixed” convection; one value of D (recorded in Table 25.2) fits data at 10 and 60 RPM. Full lines: natural convec-
tion is ignored (NuNC¼ 0). Full and dashed lines overlap for 60 RPM, where Re2[Gr.
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walls and (2) the crystal–melt interface, which acts as a “cooled horizontal disk.” Both

oppose the forced flow driven by the rotating crystal. Furthermore, crucible rotation is

also driving forced convection. The resulting “combined-convection” is so complex that

numerical three-dimensional modeling provides the only reliable approach to optimize

the distribution of impurities in the resulting crystal.

We proceed to reduce the number of parameters by ignoring crucible rotation.

Without crucible rotation, we consider combined crystal- and buoyancy-driven

convection.

Figure 25.14 illustrates the relative importance of forced and natural convection on

keff. Melt height H was kept constant and equal to the crystal diameter, d¼H¼ 20 cm.

Natural convection was modeled as a “cooled horizontal disk” using Eqn (25.47) for

NuNC. The cooler crystal–melt interface induces downward buoyancy forces, opposing

forced convection, hence a minus sign is used in Eqn (25.52). The characteristic tem-

perature difference is DTmax¼ 5 �C. The corresponding Grashof number is Gr¼ 5.8� 108.

Rotation rates of 1, 3, 5, 10, and 30 RPM yield corresponding Re2R=Gr parameters of 0.02,

0.19, 0.53, 2.1, and 19.

The Nusselt numbers for forced convection were then calculated using Eqn (25.40) for

rotation rates of 1–15 RPM. For 30 RPM, Eqn (25.42) was applied to determine NuFC.

The dashed line in Figure 25.14 represents Eqn (25.52), plotted for 0 RPM. The full line

at 1 RPM overlaps with this dashed line, as forced convection is negligible ðRe2Rz0:02GrÞ.
For 1, 3, and 5 RPM, the flow direction is downward, because Grd > Re2R. At 5 RPM,

convection is weakest, and keff is highest, because the centrifugal rotation forces are

nearly balanced by buoyancy.

,

0

eff CCk
k

f (cm/h)

10RPM

30RPM

5RPM

3 RPM1RPM

FIGURE 25.14 Segregation controlled by
combined convection (CC), forced, natural, and
perpendicular. keff was calculated using Eqn
(25.52). Interface acts as horizontal cooled disk.
Buoyancy forces act downward “opposing”
forced convection, hence “�” sign is used in
Eqn (25.52).
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At 6 to 7 RPM, the flow changes direction and reverses for 10 and 30 RPM. This flow

transition is known to cause abrupt interface shape changes in oxide CZ crystal growth,

as the crystal radius and the Reynolds number both increase during the so-called

“shouldering” stage early in the process [59]. Carruthers suggested that the transient

flow state occurs when Grz Re2, a condition that occurs when buoyancy and rotational

forces are equivalent [59].

25.10 Zone Melting
25.10.1 Introduction

The process of ZM for achieving single crystallinity was first reported by E. N. da C.

Andrade and R. Roscoe in 1937, in their now-classic paper on single crystal plasticity

[19]. In 1952, zone refining was applied for the first time by W.G. Pfann in the purifi-

cation of germanium to allow the demonstration at Bell Laboratories of transistor

switching [13]. A decade later, H.C. Theurer extended Pfann’s method to silicon, using a

clever adaptation called the “float-zone” (FZ) method, used for ultrapurification and

single crystal growth.

Several books have been devoted to the fundamental theory and practice of zone

refining, beginning with Pfann’s classic monograph on this process and its variants [13],

updated in the recent textbook/monograph Principles of Solidification by M.E.

Glicksman [6], which presents the state of the art, including recent experiments and

other contributions that consider the effective distribution coefficient, keff, as a function

of the solute layer thickness, d [60,61].

Only a relatively short zone of the total charge is melted at any given time in ZM.

Typically, zone length, Z, is about 10% of the total ingot length, L, so that Zw L
10. See

Figure 25.15. The purposes of zone refining processes are to: (1) maximize the crystal

purity and the amount of material so purified, thus reducing recycle and waste, and (2)

minimize the time required to perform the process. One must manage to have keff� 1

and also move the molten zones at a reasonably high rate, f.

Zone refining often requires multiple passes, or “stages,” using, where possible,

multiple molten zones through long charges. The total process may entail weeks to

complete. In the interest of reducing process time, one is compelled to employ a rela-

tively brisk zone translation rate, f, although it is well known that increasing the growth

rate also elevates the value of keff. As keff approaches unity, an individual zone pass

becomes less efficient and wastes time and material.

Figure 25.16, reproduced from Pfann [13], uses BPS segregation theory to illustrate

the effect of the “normalized” growth rate, fd/D, on the value of d. It is evident that two

limits exist:

1. keff/ k0, for fd/D/ 0, whereas

2. keff/ 1, for fd/D> 5.
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FIGURE 25.15 Characteristic lengths and temperature differences in (a) horizontal and (b) vertical zone
melting (ZM).
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FIGURE 25.16 Dependence of keff on normalized growth rate fd/D for several values of k0. From Pfann’s book
[13]. Note that top abscissa is f (cm/s) for d/D¼ 100 (s/cm).
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Thus, one observes that excessive growth rates lead to severely reduced macro-

segregation and little net purification. Moreover, if the zone speed is set too high,

constitutional supercooling will occur, leading to interface instability and micro-

segregation, which also results in the formation of undesirable microstructures such as

cells and dendrites, where keffz 1, and impurities are simply retrapped locally among

the last portions of the microstructure to freeze.

A serious drawback to using Figure 25.16 is that the solute boundary layer thickness,

d, is fictitious and, as a result, remains unknown. Crystal growers cannot determine the

growth rate, f (cm/hr), needed to attain a desired value for the effective distribution

coefficient, keff in the zone. One notes that the Cochran/Levich Eqn (25.26) is applicable

to the case of rotating crystals, which may not be appropriate to zone purification.

Furthermore, in Eqn (25.26), d is not a function of growth rate, which is physically

incorrect.

Figure 25.17 shows the dependence of keff on the zone speed, f (cm/hr). The curves

were plotted using Eqn (25.49), where keff is a function of the Nusselt number, which is

calculated using Eqn (25.45). Assuming that the value of the equilibrium segregation

coefficient, k0, is known, one may choose both an “appropriate” zone speed, f, and keff.

Again, achieving efficient zone refining requires, (1) maintaining a small keff, which

minimizes the number of passes to attain a desired level of purity, and (2) a relatively

high f, to minimize the total transit time for a zone through the total charge. Additional

details for implementing zone purification are provided below.

FIGURE 25.17 Dependence of keff on growth rate f (cm/h), calculated using Eqn (25.49) with Eqn (25.45). For
horizontal zone melting (ZM), molten germanium properties (Pr¼ 0.01), H¼ 2.5 cm and DT¼ 20 K Grz 107
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A brief review of macrosegregation theory for single-pass zone refining is given next.

The zone speed and the number of passes (stages) are the two most important

parameters that a crystal grower needs to determine before attempting zone purification.

25.10.2 Single-Pass ZM, “Perfect” Mixing

If the molten zone is assumed to remain under “perfect” mixing, where keff¼ k0, then the

concentration of impurities throughout the melt is uniform. This limiting condition can,

in fact, be approached, provided that the zone speed is kept extremely low, e.g.,

f� 1 cm/hr. See Figure 25.16. This condition, although ideal, is of little practical interest

in zone refining. Were such a slow zone speed established, the resulting axial concen-

tration profile takes the exponential form [6,13]:

CSðxÞ
Ci

L

¼ 1� ð1� k0Þe�k0
x
Z ; for 0 � x � ðL� ZÞ (25.53)

where Ci
L denotes the initial solute concentration in the charge, which is assumed to be

uniform. It is advantageous that the zone be kept as short as practicable, however, to

achieve both efficient, per pass, purification along with minimal charge loss. For the last

zone length to freeze, the mass balance calculation shows that

CSðxÞ
Ci

L

¼
h
1� ð1� k0Þe�k0

L�Z
Z

i�1� x

Z

�k0�1

for ðL� ZÞ � x � L

As the melt volume is kept as small as possible, compared to that in ordinary directional

freezing, one finds that the concentration of rejected impurities in the zone, Czone(x),

builds up rapidly. Again, in the limit of perfect mixing, the concentration in the solid will

be CS(x)¼ k0Czone(x). Figure 25.18 shows for k0¼ 0.1 and Z¼ L/10, the variation of

FIGURE 25.18 Relative impurity concentration versus distance, scaled in zone lengths, for multipass zone melting
(ZM). Dashed line is normal freezing with k0¼ 0.1. Full line is one pass with k0. Lines with circles are passes one to
four with keff¼ 0.28.
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relative impurity concentration, CS=C
i
L, versus distance in zone lengths. The solid line is

the profile expected after a single “slow” passage, as described by Eqn (25.53). The

purification obtained from a single zone pass is actually inferior to that obtained from

just Gulliver–Scheil segregation, Eqn (25.4) (dashed line). The benefits of zone refining

only become evident after applying multiple passes.

25.10.3 Effective Segregation Coefficient in Zone Purification

The effective segregation coefficient is not a function of the fraction solidified because

the zone length, Z, and the melt temperature do not change significantly during the

process but rather rise slowly (k0< 1) with increasing purity. The Grashof number and

the related Nusselt number characterizing flows in the zone also remain approximately

constant throughout a pass, in contrast to what is expected in normal freezing.

Figure 25.15 shows the characteristic length and DT for two common configurations: (1)

horizontal boat, and (2) vertical ampoule.

In the absence of any forced convection, perhaps induced by induction heating or

moving magnetic fields, keff can be calculated using Eqn (25.49). The correlation for

NuNC, may be selected on the basis of the orientation of the crystal–melt interface. For

example, in Figure 25.17, this was done using Eqn (25.45), assuming a horizontal boat

configuration, a charge with germanium melt properties, a melt height H¼ 2.5 cm, a

maximum superheat of DT¼ 20 K, and a diffusivity, D¼ 10�4 cm2/s. The dimensionless

parameters are: Grz 107, Pr¼ 0.01, Sc¼ 13.

25.10.4 Single-Pass ZM, “Partial” Mixing

The zone speed chosen in practical zone refining is often high, typically exceeding

several cm/hr (e.g., f¼ 5 cm/hr). Neglecting the brief initial transient near the beginning

of the charge under convection-controlled segregation, one obtains a realistic CS(x)

profile16 by simply replacing k0 with keff in Eqn (25.53),

CSðxÞ
Ci

L

¼ 1� �1� keff

�
e�keff

x
Z ; for 0 � x � ðL� ZÞ: (25.54)

To keep purification efficient, 1� keff should stay large, and close to 1� k0. As a rough

estimate for keff one may use

1� keff ¼ 0:8
�
1� k0

�
: (25.55)

According to Figure 25.17, for f¼ 1 cm/hr, the effective segregation coefficient is

keffz k0¼ 0.1. For k0¼ 0.1, Eqn (25.55) “suggests” keff¼ 0.28, which corresponds to

zone speed of f¼ 11 cm/hr (the intersection of the horizontal keff¼ 0.28 line with the

k0¼ 0.1 contour at a zone speed of f¼ 11 cm/hr). Thus, 11 passes with keff¼ 0.28 can

be performed in the same time needed to run one pass with keffz 0.1 at a speed of

1 cm/h.

16In the literature, such profiles are labeled as “partial” mixing [19].
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25.10.5 Multipass ZM

Obtaining a profile after the second pass and the subsequent passes becomes difficult,

and one must resort to numerical methods, as the solute distribution in the charge is no

longer uniform. A manageable expression for calculating multipass zone refining was

presented by Milliken, based on a simplification of Lord’s expression for the solute

distribution [13], namely,

CnðaÞ
Ci

L

¼ 1� �1� keff

��
n� SðnÞ�e�keff a (25.56)

where the summation for n-passes in Eqn (25.56) is given by

SðnÞ ¼
Xn�1

s¼1

ðn� sÞks�1
eff e

�skeff
ðs þ aÞs�2

s!

�
aðs � 1Þ þ �1� keff a

�ðs þ aÞ�
Here a is the distance expressed in zone lengths, Z [13]. Equation (25.56) was used to plot

zone passes one to four in Figure 25.18, using a value of keff¼ 0.28. It is evident from

this calculation that three zone passes performed at a zone speed of fz 11 cm/h,

with keff¼ 0.28, yield better multipass purification than does a single slower pass at

fz 1 cm/hwith a lower keff¼ 0.1. Furthermore, three passes at a zone speed of fz 11 cm/h

can be performed in about 30% of the time needed for a single pass at 1 cm/h.

25.11 Lateral Segregation
Lateral segregation usually results in the nonuniform distribution of impurities in the

y-direction,17 perpendicular to the growth direction, x. This segregation has several

causes including the fact that sections of a wafer cut perpendicular to the x-axis were

actually grown at slightly different fractions solidified, fS. Also, as convection causes

some variation in the solute concentration in the melt, near-equilibrium segregation

results in an uneven concentration in the solid. Finally, if nonequilibrium effects occur at

the interface, say near a facet, the concentration at the interface would be controlled by

interface kinetics.

25.11.1 Curved Solid–Liquid Interface

Solid–liquid interfaces are rarely ever macroscopically planar. As a result, a wafer cut

perpendicular to the crystal axis contains regions grown at different times, i.e., at slightly

different fraction solidified, fS, so axial segregation, which invariably occurs in crystal

growth processes, causes different concentrations in different areas across the wafer,

which appear as lateral segregation.

Figure 25.19 illustrates the position of an advancing curved interface at different

times. An impurity having k0< 1 will have a lower concentration at t1 compared to t2.

The wafer cut along the horizontal plane A–A will have sections crystallized at different

17The radial, r-direction, is used for the cylindrical coordinate system.
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times, with different fractions solidified. Specifically, the periphery grew at t1,fS1, whereas

the center grew at t2,fS2. Hence, based on Gulliver–Scheil Eqn (25.5), one expects a higher

solute concentration at t2,fS2, as indicated in the U-shaped profile.

Axial segregation can be avoided in principle by attaining strict steady state,

diffusion-controlled segregation, and/or by using melt replenishment. In this regard, the

submerged heater method has been quite effective, as shown in Figure 25.20.

25.11.2 Convection

Lateral flows along the interface in the y-direction sweep and carry away the impurities

rejected at the interface. The analytical solutions discussed below are essential for

understanding lateral segregation caused by convection.

(a) Radial segregation in CZ-grown crystals

The von Karman/Cochran/Levich solution [3–5] for laminar flow and concentration

field near an infinite rotating disk indicate that, ideally, the solute layer thickness d and

concentration at the liquid phase at interface C0 should not change in the radial direc-

tion. Therefore, there should be no lateral segregation in CZ-grown crystals.

Experimental evidence reveals to the contrary that lateral segregation does occur. The

possible reasons for this include:

1. Buoyancy-induced natural convection opposes and alters CZ-forced convection.

2. Crucible rotation “disturbs” the Cochran–Levich flow.

H

rr

CS r( )

R

H1= f × t1

t0 ,x0

t1, x1
t2 , x2
t3, x3

A A
L

C1

C2

C1

Δ

FIGURE 25.19 Lateral segregation caused by curved interface for normal freezing. Schematic and CS, for an
impurity distribution with k0< 1.
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3. Crystal and melt are, of course, always finite in extent.

4. The velocity boundary layer thickness in turbulent flow is [63],

dnðrÞ ¼ 0:526
�n
u

1
5

r
3
5: (25.57)

Using Eqn (25.16), the solute layer thickness increases, leading to lateral segregation,

dðrÞwr
3
5Sc�

1
3

(b) Convection along a flat plate and Bridgman growth

The similarity solutions developed by Blasius and Polhausen [9] illustrate how

boundary layers and concentration profiles develop with flows directed along a

FIGURE 25.20 Te concentration in GaSb crystal, grown using the SH method, in multizone Mellen furnace. Open
circles represent Te concentration along the axis; the filled squares are obtained along the edge of the crystal.
Dashed line is the theoretically calculated profile for complete mixing using. From [62].
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solid–liquid interface. Their solutions hold for laminar flow providing that the interface

remains reasonably flat. For a constant bulk flow velocity, U, along the interface in the

y-direction, the similarity solutions show that layer width is given by

dðyÞ ¼ 5yRe
� 1

2
y Sc�

1
3 ¼ 5D

1
3n

1
6

ffiffiffiffiffi
y

U

r
; (25.58)

where ReyhUy/n. The gradient in layer thickness, d(y), is therefore

dd

dy
w

1ffiffiffiffiffiffiffi
Uy

p w
1ffiffiffiffiffiffiffiffi
Rey

p : (25.59)

By using Eqn (25.13), d ¼ D
j ðC0 � CLÞ, one obtains

dC0

dy
¼ f

1ffiffiffiffiffiffiffiffi
Rey

p : (25.60)

Thus, dC0/dy, is high at low Re. Equation (25.60) provides the theoretical underpinning

for the observations that lateral segregation strengthens at low flow Re and Gr numbers.

The third fundamental similarity solution is given by Ostrach [9,10]. He found that in

buoyancy-driven laminar flow along a vertical wall, the boundary layer thickness varies

inversely with the fourth root of the Grashof number,

dðyÞw y

Gr1=4
(25.61)

vd

vy
f

1

Gr
1=4
y

(25.62)

Equations (25.60) and (25.61) are consistent as Reyw
ffiffiffiffiffiffiffiffi
Gry

p
. Thus, in natural convection,

lateral segregation is weak at high Gry numbers,

dCS

dy
f

1

Gr
1=4
y

(25.63)

Similarity solutions are applicable only to laminar boundary layer flow, where

103�Gry� 109. Below Grz 103, lateral nonuniformity of the solute concentration is

reduced by diffusion.

Thepioneeringmodeling papers on segregation inGa-dopedGe, by Polezhaiev [46] and

Brown et al. [47,64], confirm that inHB growthDCmax occurs at 10
3�GrH� 104 [46], where

the subscript H designates melt height. In the VB configuration, the maximum value for

DCmax occurs for RaL¼GrLPrw 108 [64]. Adoranto and Brown’s Grashof number,

GrLw 106, appears to be much higher, because it is based on the melt height, L, and not

on the interface size, d. The aspect ratio was L/dz 6, giving a Grashof number Grdw 103,

which is a value in good agreement with the similarity solution. The value of Grdw 103

shown in Figure 25.10 corresponds to a low gravity level reduced to a value of about 10�4g0.

Figure 25.21 shows the uniform radial segregation obtained by using an oscillating

baffle in the VB configuration. Radial uniformity in this case remains exceptionally good

because the melt is constantly homogenized by intense mixing.
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25.11.3 Nonequilibrium Segregation

The linear, local equilibrium relation given by Eqn (25.1) would no longer apply when

the concentration in the solid at the crystal–melt interface is controlled by

(nonequilibrium) interface kinetics. Such nonequilibrium segregation occurs, more

prevalently, at faceted interfaces, where stronger interfacial supercooling necessarily

develops to allow higher lateral growth rates. In addition, the effective segregation

coefficient can also depend on the crystallographic orientation of the interface. This

FIGURE 25.21 (a) Axial and (b)
radial concentration of Ga in Ge
crystal grown using the SH
method, in multizone Mellen
furnace. (b) Lines with symbols
correspond to different axial
locations, spaced by 10 mm. The
line with stars in last-to-freeze
portion (x¼ 55 mm) and SH if out
from the melt [25].

Chapter 25 • Segregation and Component Distribution 1043



circumstance becomes evident when the solid–liquid interface is nonplanar, and the

crystal grows on and off its facet orientations. For example, in the case of Te-doped

InSb, the effective distribution coefficient that equals to the equilibrium one,

k0¼ 0.5, along its atomically rough interface increases to 4.2 on the facet orientations

[65]. The interested reader concerned with such nonequilibrium segregation is

encouraged to review the detailed arguments by Rosenberger [19] and the chapter

“Dendritic Growth” by Glicksman [6].

Incorporation of ionized (electronically active) impurities in semiconductors,

according to reference [65], may also be influenced by the position of the Fermi level (see

Vol. IIB, Chapter 27).

25.11.4 Local Nusselt Numbers

Convection is a two-dimensional process where diffusion occurs normal to the interface,

while advection carries away the solute laterally. Some analytical solutions and empirical

correlations provide the local Nusselt numbers, Nu(y) for plates, and Nu(r)18 for rotating

disks. These data can also be used to quantify lateral segregation. For example, Ostrach’s

local Nusselt number19 for heat transfer on vertical plates is

NuHT ðyÞ ¼
�
Gry
4

�1=4
0:75Pr1=2

ð0:609þ 1:221Pr1=2 þ 1:238PrÞ1=4
: (25.64)

For mass transfer, substitution of Eqn (25.44) into Eqn (25.64) gives the result,

NuðyÞ ¼ hy

D
¼
�
GryScLe

1=3

4

�1=4
0:75Pr1=2

ð0:609þ 1:221Pr1=2 þ 1:238PrÞ1=4
: (25.65)

The average Nusselt number NuL; is defined as the lateral integral average

NuL ¼ 1

L

Z
NuðyÞdy: (25.66)

From Eqns (25.65) and (25.66), the average Nusselt number becomes simply

NuL ¼ ð4=3ÞNuðLÞ (25.67)

25.12 Microsegregation
The length scale of microsegregation and related inhomogeneities range from 1 mm to

1 mm. Generally, microscopic segregation can be classified as either fluctuations in

dopant concentration, called striations, or inhomogeneities caused by interface

breakdown.

18In fluid mechanics and heat transfer, x-direction is parallel to the solid surface, hence Nu(x).
19Including LeFevre’s interpolation formula for various Pr, see [9].
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25.12.1 Doping Striations

The most common microscopic inhomogeneities found in melt-grown semiconductor

crystals are fluctuations in the dopant concentration. These fluctuations are revealed by

etching techniques and are usually referred to as doping striations. Doping striations

result from process fluctuations that are usually caused by one or more of the following

factors:

1. unsteady convection causing brief variations in melt temperature;

2. unsteady convection causing fluctuations in dopant concentration in the solute

layer;

3. variations in the furnace translation rate or crystal pull rate;

4. temperature fluctuations in the furnace related to the thermal control system;

5. vibrations affecting convection at the interface;

6. crystal rotation in the furnace, which is never perfectly symmetric, causes wobble

and rotational striations.

The topics of microsegregation and the formation of microscopic crystalline imper-

fections are covered in greater detail in chapters by Mueller [65], Rosenberger [19],

Glicksman [6], and Rudolph [66].

25.13 Summary
This chapter focuses on solute segregation and component distribution encountered in

CZ, DS, and ZM processes.

The influence of melt convection on segregation was first considered in the 1953 BPS

theory, where (1) the effective segregation coefficient, keff, is defined as a function of the

solute layer thickness d, and (2) d is calculated using the analytical solution by Cochran

and Levich, for forced laminar convection near a rotating disk. The complicating, but

important, effects of turbulence and buoyancy-induced convection were ignored.20 Yet,

the BPS equation, relating keff to d, is possibly the most widely used equation by practical

crystal growers.

Considerable attention is given to the recently proposed combined convection (CC)

segregation model,21 where the influence of convection is captured via the Nusselt

number, as a ”replacement” for d. In short, (1) the effective segregation coefficient keff,CC
is defined as function of the relevant Nusselt numbers, for forced (NuFC) and natural

(NuNC) convection, and (2) the Nusselt numbers are calculated using the well-

established empirical correlations, developed in laboratory mass transfer experiments,

under realistic conditions, including three-dimensional buoyancy-driven flows, turbu-

lence, etc. This phenomenological approach is advantageous, considering the overall

complexity and diversity of melt flows during crystal growth.

20Unsteady and turbulent ows are not solvable by analytical techniques.
21The term combined convection (CC) is used to designate the mixed natural and forced convection.

Chapter 25 • Segregation and Component Distribution 1045



We emphasize the fact that natural (buoyancy-driven) convection is present in all

crystal growth processes. It is unavoidable, unsteady, and difficult to control. In contrast,

forced (extrinsically driven) convection is beneficial. Natural convection can be ignored

only in CZ experiments, conducted at a sufficiently high rotation rate u (i.e., for

Re2[Gr).
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26.1 Overview
Various single crystals, such as semiconductor single crystals (e.g., Si, GaAs, InP) and

oxide single crystals (e.g., LiNbO3, LiTaO3, Al2O3) are used as materials for electronic/

optical devices. Their bulk single crystals are usually manufactured using melt growth

methods, such as the Czochralski (CZ) method, Bridgman (BR) method, and floating

zone (FZ) method. Because the melt growth of a bulk single crystal is carried out under

severe and complex thermal conditions, large thermal stress is induced in a bulk single

crystal during the growth process. Such thermal stress causes the multiplication of

dislocations that affect the performance of electronic/optical devices. In the case of

oxide single crystals, even cracking may result. Single crystals with cracking cannot be

used as materials for devices due to their reduced productivity. Solid mechanics and

material strength studies on the melt growth of bulk single crystals are important for

understanding and solving problems related to the generation and multiplication of

dislocations and the cracking of single crystals.

As for the melt growth of bulk single crystals, attention has been paid to heat transfer

problems in a crystal growth furnace, and several review papers have been published to

date [1–6] (see also Chapter 20 in Vol. IIB). From the viewpoint of crystal quality, studies of

solidmechanics andmaterial strength are important for controlling thedislocationdensity

and cracking of a crystal during the growth process in situ. Only a few review papers [7–9]

have been published concerning the solid mechanics and material strength in the

manufacturing process of single crystals. In this chapter, we focus on thermally generated

stress and associated effects during the melt growth processes of bulk single crystals.

26.2 Thermal Stress in Bulk Single Crystals
26.2.1 Introduction

Dislocations generated during growth process within the growing crystals affect the

performance of devices. Sometimes, even macrocracking occurs in single crystals.

Dislocations and macrocracking can be caused by thermal stress during crystal growth.

Therefore, the first step for the estimation of dislocation density and cracking of a crystal

is to calculate the thermal stress in the crystal.

Crystal anisotropy should be considered in the thermal stress analysis of single

crystals. Because single crystals have crystal anisotropy in elastic constants and thermal
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expansion coefficients, three-dimensional analysis is required in thermal stress analysis,

even though a crystal shape is axisymmetric. Single crystals were assumed to be isotropic

in all thermal stress analyses performed through the late 1980s [10–13]. Then,

Lambropoulos [14,15] and Miyazaki et al. [16–18] performed their pioneering three-

dimensional finite element analyses including crystal anisotropy. Without consider-

ation of crystal anisotropy, one cannot obtain the effect of the crystal growth direction

on thermal stress within the crystal.

In thermal stress analysis, the elastic constant matrices and thermal strain/thermal

expansion coefficient vectors are needed for the respective crystal systems. They are

provided in Nye’s textbook [19]. These elastic constant matrices and a thermal strain/

thermal expansion coefficient vectors for each crystal system are given in the crystal-

lographic coordinate system, a Cartesian coordinate system based on the unit cell of the

single crystal. The values for an analysis coordinate system, a Cartesian coordinate

system in the analysis space, can be obtained by using tensor transformation.

Only the cubic crystals, such as Si, GaAs, and InP, were dealt with Lambropoulos’

works [14,15] and the earlier works by Miyazaki et al. [16–18]. Later, Miyazaki et al.

developed three-dimensional finite element codes for trigonal single crystals [20] and

monoclinic single crystals [21]. In addition to these three kinds of single crystals, they

have also developed three-dimensional finite element codes for tetragonal single crystals

[22] and orthorhombic single crystals [23]. Most important single crystals for electronic/

optical devices are included in these five kinds.

In this section, the method for three-dimensional finite element thermal stress

analysis, including crystal anisotropy, is presented for various kinds of single crystals.

Several numerical examples of thermal stress analyses are given to discuss the rela-

tionship between crystal quality and thermal stress, depending on the crystal growth

directions. Quantitative evaluations of the critical stress for crystal cracking are also

shown here based on the thermal stress analysis of experimental data on crystal cracking

induced by thermal stress.

26.2.2 Methodology for Calculating Thermal Stress

In the thermal stress analysis of a single crystal, we should consider crystal anisotropy in

the elastic constants and thermal expansion coefficients. We can obtain those for arbi-

trary crystal growth directions using the tensor transformation technique. The details are

shown here.

26.2.2.1 Elastic Constant Matrix
The stress–strain relation of single crystals is given as

sij ¼ Cijklε
e
kl (26.1)

where sij and ε
e
kl are the stress tensor and elastic strain tensor, respectively, and Cijkl

denotes the elastic constant tensor. According to Nye [19], the vector components of
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stress si and elastic strain εi are related to their correspondent tensor components sij and

εij as follows:2
4 s11 s12 s13

s21 s22 s23

s31 s32 s33

3
50

2
4 s1 s6 s5

s6 s2 s4

s5 s4 s3

3
5;
2
4 ε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33

3
50

2
4 ε1 ε6=2 ε5=2
ε6=2 ε2 ε4=2
ε5=2 ε4=2 ε3

3
5 (26.2)

Then, the stress–strain relation is given by the matrix notation as follows:

si ¼ Cijε
e
j (26.3)

where Cij is the component of the elastic constant matrix. The details of the elastic

constant tensor or elastic constant matrix are shown hereafter.

26.2.2.1.1 CUBIC SINGLE CRYSTAL

Let us consider the Cartesian coordinates X1, X2, and X3 that coincide with the crystal-

lographic axes, as shown in Figure 26.1. In case of cubic single crystals such as Si, GaAs,

and InP, there exist three elastic constants: C11, C12, and C44. The elastic constant matrix

is given by [19]

�
Cij

� ¼

2
6666664

C11 C12 C12 0 0 0
C11 C12 0 0 0

C11 0 0 0
C44 0 0

Sym: C44 0
C44

3
7777775

(26.4)

Now, let us consider a right-handed Cartesian coordinate system X 0
1 � X 0

2 � X 0
3 (shown in

Figure 26.2), where the X 0
3-axis coincides with the growth direction of a single

crystal, and the X 0
1-axis is in the X1� X2 plane and normal to the X 0

3-axis. Hereafter, we

call X 0
1 � X 0

2 � X 0
3 the analysis coordinate system. By the standard tensor transformation,

FIGURE 26.1 Coordinate system for cubic crystals. From Ref. [22] with permission of Elsevier Science.
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the elastic constant tensor C 0
ijkl associated with the X 0

1 � X 0
2 � X 0

3 system is related to Cijkl

of the X1� X2� X3 system as follows:

C 0
ijkl ¼ aimajnakoalpCmnop

¼ C11

�
ai1aj1ak1al1 þ ai2aj2ak2al2 þ ai3aj3ak3al3

� þ C12

��
ai1aj1ak2al2 þ ai2aj2ak1al1

�
þ �ai1aj1ak3al3 þ ai3aj3ak1al1

�þ �ai2aj2ak3al3 þ ai3aj3ak2al2

��
þ C44

��
ai2aj3ak2al3 þ ai2aj3ak3al2 þ ai3aj2ak2al3 þ ai3aj2ak3al2

�
þ �ai1aj3ak1al3 þ ai1aj3ak3al1 þ ai3aj1ak1al3 þ ai3aj1ak3al1

�
þ �ai1aj2ak1al2 þ ai1aj2ak2al1 þ ai2aj1ak1al2 þ ai2aj1ak2al1

��
(26.5)

where aij is the direction cosine of the X 0
i-axis and Xj-axis.

We can use the relationship between the indices of tensor and those of matrix shown

in Table 26.1 to change the tensor component Cijkl or C
0
ijkl into the matrix component Cij

or C 0
ij. Finally, the stress–strain relation in the X 0

1 � X 0
2 � X 0

3 system can be written as

follows:

s0
i ¼ C 0

ij

�
ε
e
j

	0
(26.6)

FIGURE 26.2 Analysis coordinate system. From Ref. [22] with permission of Elsevier Science.

Table 26.1 Relationship between Tensor Indices and Matrix Indices

Tensor 11 22 33 23, 32 31, 13 12, 21
Matrix 1 2 3 4 5 6
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26.2.2.1.2 TRIGONAL SINGLE CRYSTAL

Lithium niobate (LN, LiNbO3) and lithium tantalate (LT, LiTaO3) single crystals with a

trigonal class 3m lattice have threefold symmetry around the c-axis, as shown in

Figure 26.3. When a right-handed Cartesian coordinate system X1� X2� X3 is taken in

such a way that the X1- and X3-axes coincide with the crystallographic a- and c-axes,

respectively, as shown in Figure 26.3, the elastic constant matrix is written as follows,

using six independent constants [19]:

½Cij� ¼

2
6666664

C11 C12 C13 C14 0 0
C11 C13 �C14 0 0

C33 0 0 0
C44 0 0

Sym: C44 C14

C66

3
7777775

(26.7)

C66 ¼ 1

2
ðC11 � C12Þ

If we consider the analysis coordinate system X1� X2� X3 as shown in Figure 26.2, the

elastic constant tensor C 0
ijkl associated with the X 0

1 � X 0
2 � X 0

3 system is related to Cijkl of

the X1� X2� X3 system as follows:

C 0
ijkl ¼ aimajnakoalpCmnop

¼ C11

�
ai1aj1ak1al1 þ ai2aj2ak2al2 þ

�
ai1aj2 þ ai2aj1

��
ak1al2 þ ak2al1

�

2
�

þ C12

�
ai1aj1ak2al2 þ ai2aj2ak1al1 �

�
ai1aj2 þ ai2aj1

��
ak1al2 þ ak2al1

�

2
�

þ C13

��
ai1aj1 þ ai2aj2

�
ak3al3 þ ai3aj3

�
ak1al1 þ ak2al2

��
þ C14

��
ai1aj1 � ai2aj2

��
ak2al3 þ ak3al2

�þ �ai2aj3 þ ai3aj2

��
ak1al1 � ak2al2

�
þ �ai1aj3 þ ai3aj1

��
ak1al2 þ ak2al1

�þ �ai1aj2 þ ai2aj1

��
ak1al3 þ ak3al1

��
þ C33ai3aj3ak3al3

þ C44

��
ai2aj3 þ ai3aj2

��
ak2al3 þ ak3al2

�þ �ai1aj3 þ ai3aj1

� �
ak1al3 þ ak3al1

��

(26.8)

FIGURE 26.3 Coordinate system for a trigonal crystal. From Ref. [22] with permission of Elsevier Science.
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26.2.2.1.3 MONOCLINIC SINGLE CRYSTAL

A gadolinium orthosilicate (GSO, Gd2SiO5) single crystal with a monoclinic lattice has a

crystallographic a-axis inclining from the b–c plane (a¼ 17.5� for the GSO single crystal),

as shown in Figure 26.4. When a right-handed Cartesian coordinate system X1� X2� X3

is taken in such a way that the X2- and X3-axes coincide with the crystallographic b- and

c-axes, respectively, as shown in Figure 26.4, the elastic constant matrix is written as

follows, using 13 independent constants [19]:

�
Cij

� ¼

2
6666664

C11 C12 C13 0 C15 0
C22 C23 0 C25 0

C33 0 C35 0
C44 0 C46

Sym: C55 0
C66

3
7777775

(26.9)

If we consider the analysis coordinate system X 0
1 � X 0

2 � X 0
3 as shown in Figure 26.2, the

elastic constant tensor C 0
ijkl associated with the X 0

1 � X 0
2 � X 0

3 system is related to Cijkl of

the X1� X2� X3 system as follows:

C 0
ijkl ¼ aimajnakoalpCmnop

¼ C11ai1aj1ak1al1 þ C12

�
ai1aj1ak2al2 þ ai2aj2ak1al1

	
þ C13

�
ai1aj1ak3al3 þ ai3aj3ak1al1

	
þ C15

n
ai1aj1

�
ak1al3 þ ak3al1

	
þ
�
ai1aj3 þ ai3aj1

	
ak1al1

o
þ C22ai2aj2ak2al2

þ C23

�
ai2aj2ak3al3 þ ai3aj3ak2al2

	
þ C25

n
ai2aj2

�
ak1al3 þ ak3al1

	
þ
�
ai1aj3 þ ai3aj1

	
ak2al2

o
þ C33ai3aj3ak3al3 þ C35

n
ai3aj3

�
ak1al3 þ ak3al1

	
þ
�
ai1aj3 þ ai3aj1

	
ak3al3

o
þ C44

�
ai2aj3 þ ai3aj2

	�
ak2al3 þ ak3al2

	
þ C46

n�
ai1aj2 þ ai2aj1

	�
ak2al3 þ ak3al2

	
þ
�
ai2aj3 þ ai3aj2

	�
ak1al2 þ ak2al1

	o
þ C55

�
ai1aj3 þ ai3aj1

	�
ak1al3 þ ak3al1

	
þ C66

�
ai1aj2 þ ai2aj1

	�
ak1al2 þ ak2al1

	
(26.10)

FIGURE 26.4 Coordinate system for a monoclinic crystal. From Ref. [22] with permission of Elsevier Science.
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26.2.2.1.4 TETRAGONAL SINGLE CRYSTAL

In the case of tetragonal single crystals such as lead molybdate (PMO, PbMoO4), the

Cartesian coordinates X1, X2, and X3 are taken in such a way that they coincide with the

crystallographic a-, b-, and c-axes, respectively, as shown in Figure 26.5. Then, the elastic

constant matrix in the X1� X2� X3 coordinate system is given as follows, using seven

independent elastic constants [19]:

�
Cij

� ¼

2
6666664

C11 C12 C13 0 0 C16

C11 C13 0 0 �C16

C33 0 0 0
C44 0 0

Sym: C44 0
C66

3
7777775

(26.11)

If we consider the analysis coordinate system X 0
1 � X 0

2 � X 0
3 as shown in Figure 26.2, the

elastic constant tensor C 0
ijkl associated with the X 0

1 � X 0
2 � X 0

3 system is related to Cijkl of

the X1� X2� X3 system as follows:

C 0
ijkl ¼ aimajnakoalpCmnop

¼ C11

�
ai1aj1ak1al1 þ ai2aj2ak2al2

�þ C12

�
ai1aj1ak2al2 þ ai2aj2ak1al1

�
þ C13

��
ai1aj1 þ ai2aj2

�
ak3al3 þ ai3aj3

�
ak1al1 þ ak2al2

��
þ C16

��
ai1aj1 � ai2aj2

��
ak1al2 þ ak2al1

�þ �ai1aj2 þ ai2aj1

��
ak1al1 � ak2al2

��
þ C33ai3aj3ak3al3 þ C44

��
ai1aj3 þ ai3aj1

��
ak1al3 þ ak3al1

�þ �ai2aj3 þ ai3aj2

��
ak2al3 þ ak3al2

��
þ C66

�
ai1aj2 þ ai2aj1

��
ak1al2 þ ak2al1

�
(26.12)

FIGURE 26.5 Coordinate system for a tetragonal crystal. From Ref. [22] with permission of Elsevier Science.
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26.2.2.1.5 ORTHORHOMBIC SINGLE CRYSTAL

In the case of orthorhombic single crystals, such as alexandrite (Cr-doped BAO, BeAl2O4:

Cr), the Cartesian coordinates X1, X2, and X3 are taken in such a way that they coincide

with the crystallographic a-, b-, and c-axis, respectively, as shown in Figure 26.6. Then,

the elastic constant matrix in the X1� X2� X3 coordinate system is given as follows,

using nine independent elastic constants [19]:

�
Cij

� ¼

2
6666666664

C11 C12 C13 0 0 0

C22 C23 0 0 0

C33 0 0 0

C44 0 0

Sym: C55 0

C66

3
7777777775

(26.13)

If we consider the analysis coordinate system X 0
1 � X 0

2 � X 0
3 as shown in Figure 26.2,

the elastic constant tensor C 0
ijkl associated with the X 0

1 � X 0
2 � X 0

3 system is related to Cijkl

of the X1� X2� X3 system as follows:

C 0
ijkl ¼ aimajnakoalpCmnop

¼ C11ai1aj1ak1al1 þ C12

�
ai1aj1ak2al2 þ ai2aj2ak1al1

�þ C13

�
ai1aj1ak3al3 þ ai3aj3ak1al1

�
þ C22ai2aj2ak2al2 þ C23

�
ai2aj2ak3al3 þ ai3aj3ak2al2

�þ C33ai3aj3ak3al3

þ C44

�
ai2aj3 þ ai3aj2

��
ak2al3 þ ak3al2

�þ C55

�
ai1aj3 þ ai3aj1

��
ak1al3 þ ak3al1

�
þ C66

�
ai1aj2 þ ai2aj1

��
ak1al2 þ ak2al1

�
(26.14)

FIGURE 26.6 Coordinate system for an orthorhombic crystal. From Ref. [22] with permission of Elsevier Science.
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26.2.2.2 Thermal Strain Vector
The thermal strain tensor εtij is given as follows:

ε
t
ij ¼

Z
aijdT (26.15)

where aij is the thermal expansion coefficient tensor and T denotes temperature.

26.2.2.2.1 CUBIC SINGLE CRYSTAL

For a cubic single crystal, Eqn (26.15) in the X1� X2� X3 system shown in Figure 26.1 can

be written by only one thermal expansion coefficient a1 as follows [19]:

8>>>>>>>>>>><
>>>>>>>>>>>:

ε
t
1

ε
t
2

ε
t
3

ε
t
4

ε
t
5

ε
t
6

9>>>>>>>>>>>=
>>>>>>>>>>>;

¼

8>>>>>>>>>>><
>>>>>>>>>>>:

R
a11 dTR
a22 dTR
a33 dT

2
R
a23 dT

2
R
a31 dT

2
R
a12 dT

9>>>>>>>>>>>=
>>>>>>>>>>>;

¼

8>>>>>>>>>>><
>>>>>>>>>>>:

R
a1 dTR
a1 dTR
a1 dT

0

0

0

9>>>>>>>>>>>=
>>>>>>>>>>>;

(26.16)

where ε
t
i and ai are the components of the thermal strain vector and those of the thermal

expansion coefficient vector, respectively. Using the standard tensor transformation, we

obtain the thermal expansion coefficient tensor a0
ij in the analysis coordinate system

X 0
1 � X 0

2 � X 0
3 shown in Figure 26.2 as follows:

a0
ij ¼ aikajlakl ¼ a11

�
ai1aj1 þ ai2aj2 þ ai3aj3

	
¼ a1

�
ai1aj1 þ ai2aj2 þ ai3aj3

	
(26.17)

We can use the relationship between the indices of tensor and those of matrix shown in

Table 26.1 to change the tensor components aij or a
0
ij into the vector components ai or

a0
i. Finally, we obtain a matrix form of thermal strain in the X 0

1 � X 0
2 � X 0

3 system shown

in Figure 26.2 from the following relation:

�
ε
t
ij

	0
¼
Z

a0
ijdT (26.18)

26.2.2.2.2 TRIGONAL SINGLE CRYSTAL

For a trigonal single crystal, Eqns (26.15) or (26.16) in the X1� X2� X3 system shown in

Figure 26.3 can be written with two independent thermal expansion coefficients a1 and

a3 [19] by substituting aij with

a11 ¼ a22 ¼ a1; a33 ¼ a3; a23 ¼ a32 ¼ 0; a31 ¼ a13 ¼ 0; a12 ¼ a21 ¼ 0 (26.19)

Then, we obtain the thermal expansion coefficient tensor in the analysis coordinate

system X 0
1 � X 0

2 � X 0
3 shown in Figure 26.2 as follows:

a0
ij ¼ aikajlakl ¼ a11

�
ai1aj1 þ ai2aj2

	
þ a33ai3aj3 ¼ a1

�
ai1aj1 þ ai2aj2

	
þ a3ai3aj3 (26.20)
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26.2.2.2.3 MONOCLINIC SINGLE CRYSTAL

For a monoclinic single crystal, Eqns (26.15) or (26.16) in the X1� X2� X3 system shown

in Figure 26.4 can be written with four independent thermal expansion coefficients a1,

a2, a3 and a5 [19] by substituting aij with

a11 ¼ a1; a22 ¼ a2; a33 ¼ a3; a23 ¼ a32 ¼ 0; a31 ¼ a13 ¼ a5; a12 ¼ a21 ¼ 0 (26.21)

Then, we obtain the thermal expansion coefficient tensor in the analysis coordinate

system X 0
1 � X 0

2 � X 0
3 shown in Figure 26.2 as follows:

a0
ij ¼ aikajlakl ¼ a11ai1aj1 þ a22ai2aj2 þ a33ai3aj3 þ a31ai3aj1 þ a13ai1aj3

¼ a1ai1aj1 þ a2ai2aj2 þ a3ai3aj3 þ a5

�
ai3aj þ ai1aj3

� (26.22)

26.2.2.2.4 TETRAGONAL SINGLE CRYSTAL

For a tetragonal single crystal, Eqns (26.15) or (26.16) in the X1� X2� X3 system shown in

Figure 26.5 can be written with two independent thermal expansion coefficients a1 and

a3 [19] by substituting aij with

a11 ¼ a22 ¼ a1; a33 ¼ a3; a23 ¼ a32 ¼ 0; a31 ¼ a13 ¼ 0; a12 ¼ a21 ¼ 0 (26.23)

Then, we obtain the thermal expansion coefficient tensor in the analysis coordinate

system X 0
1 � X 0

2 � X 0
3 shown in Figure 26.2 as follows:

a0
ij ¼ aikajlakl ¼ a11

�
ai1aj1 þ ai2aj2

	
þ a33ai3aj3 ¼ a1

�
ai1aj1 þ ai2aj2

	
þ a3ai3aj3 (26.24)

26.2.2.2.5 ORTHORHOMBIC SINGLE CRYSTAL

For a monoclinic single crystal, Eqn (26.15) or (26.16) in the X1� X2� X3 system shown

in Figure 26.6 can be written with three independent thermal expansion coefficients a1,

a2, and a3 [19] by substituting aij with

a11 ¼ a1; a22 ¼ a2; a33 ¼ a3; a23 ¼ a32 ¼ 0; a31 ¼ a13 ¼ a5; a12 ¼ a21 ¼ 0 (26.25)

Using the standard tensor transformation, we obtain the thermal expansion

coefficient tensor in the analysis coordinate system X 0
1 � X 0

2 � X 0
3 shown in Figure 26.2 as

follows:

a0
ij ¼ aikajlakl ¼ a11ai1aj1 þ a22ai2aj2 þ a33ai3aj3 ¼ a1ai1aj1 þ a2ai2aj2 þ a3ai3aj3 (26.26)

26.2.2.3 Finite Element Formulation
From Eqn (26.6), we can obtain the final form of the stress–strain relation for a ther-

moelastic problem in the analysis coordinate system X 0
1 � X 0

2 � X 0
3, assuming that the

total strain ε
0
j is a sum of the elastic strain ðεei Þ0 and the thermal strain ðεtiÞ0:

s0
i ¼ C 0

ij

�
ε
0
j �
�
ε
t
j

	0	
(26.27)
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It is very easy to obtain a finite element equilibrium equation using a standard

formulation for the finite element method. The components of elastic constant

matrix for the respective crystal systems are given in Eqns (26.5), (26.8), (26.10),

(26.12), and (26.14). The components of a thermal expansion coefficient vector for the

respective crystal systems are given in Eqns (26.17), (26.20), (26.22), (26.24), and

(26.26).

26.2.3 Several Examples of Thermal Stress Analysis

26.2.3.1 Effect of Crystal Anisotropy on Thermal Stress for Cubic Bulk Single
Crystals (Si, GaAs, and InP)

Thermal stress analyses of Si, GaAs, and InP bulk single crystals during crystal growth are

performed for the [001] and [111] growth directions, taking account of the elastic

anisotropy [24]. Considering that cubic single crystals have 12 slip systems, Jordan et al.

[25] proposed the following parameter stot, which can be calculated from the results of

thermal stress analysis:

stot ¼
X12
n¼1

���sðnÞ
RS

��� (26.28)

where s
ðnÞ
RS denotes the resolved shear stress of nth slip system. This parameter can be

used as a measure for thermal stress effective for glide strains.

The material properties required for a thermal stress analysis are the elastic constants

C11, C12, and C44 (dyn/cm
2), and the thermal expansion coefficient a(1/K)1 . The following

were employed in the present analyses:

Si single crystal [26]:

C11 ¼ 16:564� 1011 exp
��9:4� 10�5

�
T � 298:15

��
C12 ¼ 6:394� 1011 exp

��9:8� 10�5
�
T � 298:15

��
C44 ¼ 7:951� 1011 exp

��8:3� 10�5
�
T � 298:15

��
a1 ¼ 3:725� 10�6

�
1:0� exp

��5:88� 10�3
�
T � 124:0

���þ 5:84� 10�10T

GaAs single crystal [27]:

C11 ¼ 12:16� 1011 � 1:39� 108T

C12 ¼ 5:43� 1011 � 5:76� 107T

C44 ¼ 6:18� 1011 � 7:01� 107T

a1 ¼ 4:68� 10�6 þ 3:82� 10�9T

InP single crystal [28]:

C11 ¼ 10:76� 1011 � 1:397� 108T

C12 ¼ 6:080� 1011 � 8:344� 107T

C44 ¼ 4:233� 1011 � 4:035� 107T

a1 ¼ 4:869� 10�6 � 5:164� 10�9T þ 6:048� 10�12T 2

The unit of temperature T is K. The melting points of Si, GaAs, and InP are respectively

1685, 1511 and 1335 K.
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The isotropic analysis was also carried out for comparison with the anisotropic

analysis. In the isotropic analysis, Young’s modulus E and Poisson’s ratio n in the {111}

plane [29] were used in the same way as in Jordan et al.’s analysis [25].

Thermal stress analyses were performed for bulk single crystals, which have a cy-

lindrical shape of 5 cm in diameter and 5 cm in height. Figure 26.7 shows the temper-

ature distribution used in the thermal stress analysis of a GaAs single crystal. This

temperature distribution was obtained from a heat conduction analysis during CZ

growth by Jordan et al. [25]. The temperature distributions in Si and InP single crystals

are so determined that the temperature difference from the solid–liquid interface, the

temperature at which is the melting point of each crystal, is the same as that of a GaAs

single crystal shown in Figure 26.7.

Figure 26.8 shows the contour lines of stot in the cross-section at 2.474 cm above the

solid–liquid interface in case of the [001] growth direction of a Si bulk single crystal. The

results of both the isotropic analysis and the anisotropic analysis are given in this figure.

The distribution patterns of stot obtained from the anisotropic analysis are similar to

those obtained from the isotropic analysis, but the isotropic analysis provides larger stot
values than the anisotropic analysis. Similar results are obtained for GaAs and InP single

crystals in case of the [001] growth direction. As can be seen in Figure 26.8, the contour

FIGURE 26.7 Temperature distribution used in the thermal stress analysis of a GaAs bulk single crystal. From
Ref. [24] with permission of Japan Society of Mechanical Engineers.
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lines are dense near the side wall. In Table 26.2, the value of stot at the side wall is

compared between the isotropic analysis and the anisotropic analysis for the respective

bulk single crystals in case of the [001] growth direction. In Table 26.2, the parameter A

denotes a measure of elastic anisotropy defined as

A ¼ 2C44=ðC11 � C12Þ (26.29)

The parameter A is equal to unity for elastically isotropic materials. It is found from the

table that the difference between the isotropic analysis and the anisotropic analysis

increases with increase of A.

Figure 26.9 shows the contour lines of stot in the case of cross-section at 2.474 cm

above the solid–liquid interface in case of the [111] growth direction of an InP bulk single

crystal. The results of both the isotropic analysis and the anisotropic analysis are given in

the figure. We can see the difference in the distribution patterns of stot rather than its

value.

FIGURE 26.8 Contour lines of stot in the cross-section at 2.474 cm above the solid–liquid interface in the [001]
growth direction of a Si bulk single crystal. (a) Isotropic analysis and (b) Anisotropic analysis. From Ref. [24] with
permission of Japan Society of Mechanical Engineers.

Table 26.2 stot at the Side Wall

From Ref. [24] with permission of Japan Society of Mechanical Engineers.
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26.2.3.2 Thermal Stress Analysis of Lithium Niobate Bulk Single Crystal
Trigonal single crystals, such as lithium niobate (LN, LiNbO3) and lithium tantalite (LT,

LiTaO3) are important for surface acoustic wave (SAW) and photonic devices. Cracking

of the crystals sometimes occurs during the CZ growth, especially during cooling down.

Because the cracking can be avoided by adjusting the thermal conditions of the CZ

furnace, this defect is supposed to be caused by thermal stress [30,31]. Thus, it is

essential to calculate the thermal stress during the growth for the quantitative assess-

ment of cracking. Here, the results of thermal stress analyses for an LN bulk single crystal

during the CZ growth are shown for different growth directions by using a three-

dimensional finite element computer program [20]. Crystal anisotropy in the elastic

constants and thermal expansion coefficients was considered in the analysis.

Thermal stress analyses of LN bulk single crystals of 1-inch diameter were performed

using the temperature distribution calculated from a global analysis of heat transfer in an

inductivelyheatedCZfurnace [32].The temperaturedistributionandcrystal shapeareshown

in Figure 26.10, in which contour lines are so drawn as to divide the difference between the

maximum temperature and the minimum one into 20 equal portions. Here, the maximum

temperature corresponds to the temperature at the interface between the crystal and the

melt (i.e., the melting point of LN: 1526.15 K), and the minimum one corresponds to the

temperature at the top of a bulk single crystal (i.e., 1112.08 K). The temperature-dependent

elastic constants Cij [33] and thermal expansion coefficients ai [34] are given as follows:

C11 ¼ 2:030� 1012
�
1:0� 1:74� 10�4

�
T � 298:15

��
C12 ¼ 0:573� 1012

�
1:0� 2:52� 10�4

�
T � 298:15

��
C13 ¼ 0:752� 1012

�
1:0� 1:59� 10�4

�
T � 298:15

��
C14 ¼ 0:085� 1012

�
1:0� 2:14� 10�4

�
T � 298:15

��
C33 ¼ 2:424� 1012

�
1:0� 1:53� 10�4

�
T � 298:15

��

FIGURE 26.9 Contour lines of stot in the cross-section at 2.474 cm above the solid–liquid interface in the [111]
growth direction of an InP bulk single crystal. (a) Isotropic analysis and (b) Anisotropic analysis. From Ref. [24]
with permission of Japan Society of Mechanical Engineers.
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C44 ¼ 0:595� 1012
�
1:0� 2:04� 10�4

�
T � 298:15

��
a1 ¼ �2:8540� 10�6 þ 2� 2:2573� 10�8T � 3� 6:3438� 10�12T 2

a3 ¼ �1:0666� 10�6 þ 2� 8:8951� 10�9T � 3� 5:6895� 10�12T 2

Three-dimensional finite element thermal stress analyses of LN bulk single crystals were

carried out for both a-axis growth and c-axis growth. The von Mises equivalent stressffiffiffiffiffiffiffi
3J 02

p
, where J 02 is the second invariant of the deviatoric stress, and the maximum principal

stress s1 ðs1 � s2 � s3Þ were calculated from the results of thermal stress analyses. The

stresses
ffiffiffiffiffiffiffi
3J 02

p
and s1 were adopted as a measure for ductile failure or slip and a measure

for brittle failure, respectively. The maximum values of
ffiffiffiffiffiffiffi
3J 02

p
and s1 are as follows:ffiffiffiffiffiffiffi

3J 02
p

: 75.1 MPa for the a-axis growth and 59.3 MPa for the c-axis growth

s1: 72.2 MPa for the a-axis growth and 40.6 MPa for the c-axis growth

It is found from the above results that
ffiffiffiffiffiffiffi
3J 02

p
and s1 are much larger for the a-axis

growth than for the c-axis growth. This fact indicates that a-axis growth cracks easier

than c-axis growth, which is consistent with the experience of LT crystal growth [31].

Figures 26.11 and 26.12 show the contour lines of
ffiffiffiffiffiffiffi
3J 02

p
and s1 for the case of a-axis

growth and c-axis growth, respectively. In these figures, a quarter of the crystal is

eliminated to show the internal part clearly; the numeral 1 indicates the minimum and

the numeral 9 indicates the maximum. The differences in stress distribution are shown

in Figures 26.11 and 26.12 according to the crystal growth directions. For a-axis growth,

the maximum values of stresses
ffiffiffiffiffiffiffi
3J 02

p
and s1 occur either at the crystal–melt interface or

at the outer surface of the crystal, and the lower-stress region spreads widely in the

internal part of the bulk single crystal. On the other hand, the bulk single crystal grown in

FIGURE 26.10 Temperature distribution and crystal shape of an LN bulk single crystal obtained from a global
analysis of heat transfer in an inductively heated CZ furnace [32]. From Ref. [20] with permission of Elsevier
Science.

1064 HANDBOOK OF CRYSTAL GROWTH



the c-axis has a higher stress region in the internal part of the crystal in addition to the

outer surface of the crystal. This fact indicates that one can obtain a bulk single crystal of

high quality using a-axis growth, which has lower dislocation density than a bulk single

crystal grown in the c-axis, if one can grow a bulk single crystal without macrocracking.

26.2.3.3 Thermal Stress Analysis of Lead Molybdate Bulk Single Crystal
A lead molybdate (PbMoO4, hereafter abbreviated as PMO) single crystal has a tetragonal

crystal structure and is used in acousto-optic light detectors and modulators. Its bulk

single crystal is usually manufactured by the CZ growth technique. Several experimental

studies have been performed on the relationship between the growth direction of the PMO

bulk single crystal and crystal quality [35–42]. Thermal stress analyses of a PMO bulk

single crystal were performed to discuss the formation of macrocracking and subgrains.

FIGURE 26.11 Stress distributions in an LN bulk
single crystal grown in the a-axis. From Ref. [20]
with permission of Elsevier Science.

FIGURE 26.12 Stress distributions in an LN
bulk single crystal grown in the c-axis. From
Ref. [20] with permission of Elsevier Science.
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Three-dimensional finite element thermal stress analyses of a PMO bulk single crystal

with a cylindrical shape of 5 cm in diameter and 5 cm in height were carried out for

various growth directions including the a-, b-, and c-axis directions to discuss the

relationship between the thermal stress and the crystal quality obtained from the ex-

periments [22,43]. The temperature distribution used in thermal stress analysis is similar

to Figure 26.7 for GaAs single crystals [25]. That is, the temperature difference from the

crystal–melt interface is the same as that of a GaAs single crystal shown in Figure 26.7,

and the temperature at the crystal–melt interface is the melting point of a PMO single

crystal, 1343 K. The elastic constants and thermal expansion coefficients of a PMO single

crystal are summarized in Table 26.3 [44].

The maximum principal stress s1 and the von Mises equivalent stress
ffiffiffiffiffiffiffi
3J 02

p
were

calculated from the results of thermal stress analyses. The maximum values of s1 and

Table 26.3 Elastic Constants and Thermal
Expansion Coefficients of PMO Single Crystals

Cij and ai Value Unit

C11 1:092� 1012 [dyn/cm2]
C12 0:683� 1012 [dyn/cm2]
C13 0:528� 1012 [dyn/cm2]
C16 0:136� 1012 [dyn/cm2]
C33 0:917� 1012 [dyn/cm2]
C44 0:267� 1012 [dyn/cm2]
C66 0:337� 1012 [dyn/cm2]
a1 10� 10�6 [1/K]
a3 25� 10�6 [1/K]

107 dyn/cm2¼ 1 MPa

Table 26.4 The Maximum Values of s1 and
ffiffiffiffiffiffiffi
3J02

p
in a

PMO Bulk Single Crystal for Various Growth Directions

Growth Direction s1(MPa)
ffiffiffiffiffiffiffi
3J02

q
(MPa)

a (90-0) 36.5 41.7
b (90-90) 36.5 41.7
c (0-0) 19.7 17.3
30-0 27.3 28.3
30-30 26.7 26.3
30-60 27.4 28.4
30-90 27.3 28.4
60-0 35.2 38.3
60-30 36.6 42.2
60-60 34.8 37.8
60-90 35.2 38.3
90-30 41.7 53.9
90-60 35.8 40.2
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ffiffiffiffiffiffiffi
3J 02

p
for the respective growth directions are summarized in Table 26.4, in which the

growth direction is defined as q� 4 by the combination of the angle q and 4, shown in

Figure 26.13. The contour lines of s1 and
ffiffiffiffiffiffiffi
3J 02

p
for a-, b-, and c-axis growth directions are

shown in Figure 26.14. Due to crystallographic equivalence, the a-axis growth provides

exactly the same results as the b-axis growth, and the stress distributions for c-axis

growth are perfectly axisymmetric. It is also found from the figure that the stresses are

higher in the peripheral region than in the internal region. This fact conforms to the

experimental result obtained by Loiacono et al. [36] showing that the subgrain density is

maximized at the outer surface of a bulk single crystal. The results of a-, b-, and c-axis

growth directions in Table 26.4 show that the a- and b-axis growth directions provide

larger stress values than the c-axis growth direction. As Bonner and Zydzik [35] pointed

out, large stress is induced in the crystals grown on the a- and b-axis as a result of an

unequal radial coefficient of expansion in the plane normal to the growth direction.

Therefore, they are excessively strained after crystal growth and often shatter from the

heat of a hand and always with attempted annealing.

Macrocracking and subgrains are the main concerns in the quality of PMO bulk single

crystals. As for macrocracking, Bonner and Zydzik [35] concluded from their experi-

mental study that the best orientation for crack-free growth is about 30� off the c-axis.

Takano et al. mentioned in their paper [37] that the c-axis or near c-axis growth direction

produces large crack-free crystals. Sabharwal et al. [42] found from their experimental

study that the growth axis lying between 20� and 30� off the c-axis yields crack-free

crystals. On the other hand, according to the experiments done by Zeng [41], the most

suitable growth orientation for crack-free crystal is [100]. The following are the experi-

mental results concerning the relationship between subgrains and growth direction.

A study on the x-ray characterization of PMO single crystals performed by Loiacono et al.

[36] showed that crystals grown in the a-axis direction had higher quality than those

FIGURE 26.13 Notation of angles defining crystal growth direction. From Ref. [43] with permission of Elsevier.
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grown in the c-axis direction. Takano et al. [37] carried out PMO crystal growth for the

various growth directions, concluding that high-quality single crystals without subgrains

are obtained by using orientations inclined more than 30� from the c-axis in the inter-

mediate planes between the a-c plane and the b-c plane. Based on these results, PMO

crystals are usually grown either in the a-axis direction [38,39] or in the [110] direction

[40], but no definite conclusion has been derived so far on the relationship between

subgrains and growth direction.

FIGURE 26.14 Stress distributions in a PMO bulk single crystal for various growth directions. From Ref. [22] with
permission of Elsevier Science.
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As shown inTable 26.4, thermal stress is lowest in caseof the c-axis growthand relatively

small in cases of growth directions 30� off the c-axis (i.e., the 30-0, 30-30, 30-60, and 30-90

growth directions). This fact validates the experimental results that the c-axis or near c-axis

growth direction produce large crack-free crystals, as pointed out by Bonner and Zydzik

[35], Takano et al. [37], and Sabharwal et al. [42], but it does not comply with the experi-

mental results on subgrain distribution in the PMO single crystal obtained by Loiacono

et al. [36] andTakano et al. [37]. Loiaconoet al. [36] presumed that the thermal conductivity

of the a-axis direction is much larger than that of the c-axis direction by comparing the

quality of the a-axis grown crystal with that of c-axis grown crystal, but no experimental

data are available for such anisotropy in the thermal conductivity of the PMO single crystal

at elevated temperatures. It may be therefore concluded that subgrains are not related to

thermal stress during the growth process [45].

26.2.4 Cracking of Bulk Single Crystal Caused by Thermal Stress

A Ce-doped gadolinium orthosilicate (GSO) single crystal is classified as a monoclinic

class 2/m single crystal. It is used as a scintillator material [46,47]. GSO bulk single

crystals are manufactured by the CZ growth technique. Cracking is one of the biggest

problems in GSO single crystal growth [48]. Here, quantitative estimation of the cracking

of GSO single crystals is presented based on thermal stress tests and three-point bending

tests [49]. The results of failure data obtained from the thermal stress tests are related to

those of three-point bending tests.

Figure 26.15 shows the apparatus for thermal stress tests. Figure 26.16 shows a cy-

lindrical test specimen of 50 mm in diameter and 10 mm in thickness used in thermal

stress tests. The (100) cleavage plane is depicted in the figure. As shown in Figure 26.15, a

test specimen was heated up to approximately 470 K in a silicone oil bath. Then, thermal

stress was applied by pouring silicone oil at room temperature into a heated oil bath.

Cracking occurred during cooling due to thermal stress. The surface temperatures were

FIGURE 26.15 Apparatus for thermal stress test.
From Ref. [49] with permission of Tech Science
Press.

Chapter 26 • Thermal Stress and Dislocations in Bulk Crystal Growth 1069



measured using thermocouples attached on the surface of the test specimen. The time

when the cracking occurred was identified by a video recording. The finite element

method was applied both to the heat conduction analysis and to the thermal stress

analysis. The density r, specific heat Cp, and thermal conductivity l of a GSO single

crystal are required for the heat conduction analysis. The following material properties

were used in the heat conduction analysis:

r ¼ 6:71� 103kg


m3;Cp ¼ 350J


�
kg $K

�
; l ¼ 2:98W


�
m $K

�
The values of Cp and l were measured by Hitachi Chemical Co. by the laser flash

method. The elastic constants Cij and thermal expansion coefficients ai of the GSO single

crystal were reported by Kurashige et al. [50], as summarized in Table 26.5. The detailed

method for thermal stress analysis of GSO single crystals is given in Ref. [21].

The thermal stress at the time of cracking obtained from the analysis was converted

into the von Mises equivalent stress
ffiffiffiffiffiffiffi
3J 02

p
, the maximum principal stress s1, the normal

stress sn acting on the (100) cleavage plane, and the shear stress ss acting on the (100)

cleavage plane. Figure 26.17 shows an example of the distributions of these stresses at

the time of cracking. The cracking shown in Figure 26.18 was observed in all of the test

specimens in the thermal stress tests. The crack surface is confirmed to be the (100)

cleavage plane by X-ray diffraction. Among the four kinds of stress shown in

Figure 26.17, the stress sn can be used to explain the cracking phenomenon. It is found

from Figure 26.17(c) that sn is at the maximum at the side surface of the test specimen

where the (100) cleavage intersects. Therefore, the crack runs along the (100) cleavage

plane. Among the four kinds of stress evaluated for the cracking, it was concluded that

the maximum value of sn dominates the cracking induced by thermal stress.

Three-point bending tests were also performed to examine the relationship between

the critical stress for cracking induced by thermal stress and the three-point bending

strength. The details of the three-point bending tests are given in Ref. [51]. Test

FIGURE 26.16 GSO test specimen for thermal stress tests and cleavage plane. From Ref. [49] with permission of
Tech Science Press.
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specimens are 4.5� 4.5 mm in cross-section and 50 mm in length. The GSO single

crystal has a (100) cleavage plane and a [001] slip direction in the (100) cleavage plane. As

shown in Figure 26.19, six cases of three-point bending tests were performed at a tem-

perature of 470 K—the same temperature as silicone oil in the thermal stress test. The

average value of the three-point bending strength sb for each case is given in Table 26.6.

Because Case 2 has the lowest three-point bending strength and complete cleavage

fracture was observed both in Case 2 and in the thermal stress test specimens, the three-

point bending strength for Case 2 should be compared with the critical stress for the

cracking induced by thermal stress.

Weibull plots of the failure data obtained from the thermal stress tests and the three-

point bending tests are shown in Figure 26.20 where the cumulative failure probability F

is related to the stress sn for the thermal stress tests and the stress sb for the three-point

bending tests. Both sets of failure data show good linearity and obey the Weibull dis-

tributions. According to the weakest link model of the Weibull distribution, a larger

specimen has lower failure stress. This is why the failure data of the thermal stress tests

scatter at lower stress than those of the three-point bending tests. Furthermore, the

slopes of both lines are almost the same, which indicates that the Weibull distribution of

the thermal stress tests can be estimated from that of the three-point bending test by

correcting a size effect. A return period Tr (defined by Tr¼ L1/L2, where L1 and L2 are

respectively the effective lengths for a thermal stress test specimen and a three-point

bending test specimen) is used for the correction of a size effect. In thermal stress

Table 26.5 Elastic Constants and Thermal Expansion
Coefficients of GSO Single Crystals

Cij and ai Value Unit

C11 2:23� 1012 [dyn/cm2]
C12 1:08� 1012 [dyn/cm2]
C13 0:985� 1012 [dyn/cm2]
C15 0:084� 1012 [dyn/cm2]
C22 1:50� 1012 [dyn/cm2]
C23 1:02� 1012 [dyn/cm2]
C25 0:333� 1012 [dyn/cm2]
C33 2:51� 1012 [dyn/cm2]
C35 �0:06� 1012 [dyn/cm2]
C44 0:788� 1012 [dyn/cm2]
C46 �0:066� 1012 [dyn/cm2]
C55 0:688� 1012 [dyn/cm2]
C66 0:827� 1012 [dyn/cm2]
a1 4:8� 10�6 [1/K]
a2 14:0� 10�6 [1/K]
a3 6:4� 10�6 [1/K]

107 dyn/cm2¼ 1 MPa
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FIGURE 26.17 Distributions of stresses in a GSO test specimen at the time of cracking obtained from thermal
stress analysis (unit: MPa, Ds¼ 5 MPa). From Ref. [49] with permission of Tech Science Press.

FIGURE 26.18 Cracking of a GSO test specimen observed in a thermal stress test. From Ref. [49] with permission of
Tech Science Press.
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tests, the origin of cracking is located at the side surface of the cylindrical specimen

where sn is the maximum, as shown in Figure 26.17(c), so the double thickness of the test

specimen, 20 mm, was chosen as L1. On the other hand, the length of the three-point

bending specimen just under the loading location, which is subjected to the

maximum tensile stress caused by the bending moment, is chosen as L2. So, L2 is equal

to 4.5 mm. The broken line in Figure 26.20 is the Weibull distribution estimated from the

three-point bending data using the return period. The estimated Weibull distribution

agrees very well with that of the thermal stress tests. Miyazaki et al. also performed

cracking experiments of the LN single crystal [52] and LT single crystal [53] under

thermal loading conditions.

FIGURE 26.19 Schematic diagrams of test
conditions for three-point bending tests
of a GSO single crystal. From Ref. [49]
with permission of Tech Science Press.

Table 26.6 Average Value of Three Point Bending Strength for a GSO Single Crystal

Case 1 2 3 4 5 6

Average sb[MPa] 102.5 44.34 151.2 157.3 — 618.2
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26.3 Dislocations in Bulk Single Crystals
26.3.1 Introduction

Single crystals for electronic and optical devices (e.g., Si, Ge, GaAs, InP, CdTe) are

manufactured by the Czochralski (CZ), floating zone (FZ) and vertical gradient freeze

(VGF) methods, for example. As crystal growth is carried out under thermal gradients,

large thermal stress is induced in a crystal by nonlinear thermal gradients during the

growth process. Such thermal stress causes the multiplication of dislocations that affect

the performance of devices. In particular, GaAs and InP single crystals have low critical

resolved shear stress, and it is easy to multiply dislocations due to thermal stress during

the growth process. Therefore, it is important to reduce the dislocations as low as

possible. After crystal growth, compound semiconductor single crystals, such as GaAs

and InP, are annealed to improve their electrical properties. One of the technical

problems of ingot annealing is the increase of the dislocation density caused by thermal

stress during ingot annealing. Computer simulations of dislocation density play a major

role in determining the process conditions of crystal growth and crystal annealing.

Quantitative methods for dislocation density estimation are presented here, as well as a

qualitative method.

26.3.2 Qualitative Estimation of Dislocation Density

The main objective of thermal stress analysis of the crystal growth process is to

clarify the relationship between defects such as dislocations and thermal stress. For this

purpose, Jordan et al. [25] proposed a parameter for the qualitative estimation of

dislocation density sex. They assumed that dislocation density is proportional to the

FIGURE 26.20 Weibull plots for failure stresses of a GSO single crystal obtained from thermal stress tests and the
three-point bending tests. From Ref. [49] with permission of Tech Science Press.
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amount of slip or glide strain, which is also proportional to the excess shear stress s
ðnÞ
e

defined by

sðnÞ
e ¼

���sðnÞ
RS

���� sCRS; when
���sðnÞ

RS

���>sCRS

¼ 0; when
���sðnÞ

RS

��� � sCRS

(26.30)

where the subscript (n) denotes the nth slip system, s
ðnÞ
RS is the resolved shear stress for

the nth slip system calculated from the stress transformation from the analysis coordi-

nate system to the slip system, and sCRS is the critical resolved shear stress. Considering

that cubic single crystals such as Si, GaAs, and InP single crystals have 12 equivalent slip

systems {111}<110>, the total excess shear stress is

sex ¼
X12
n¼1

sðnÞ
e (26.31)

A positive value of sex means that dislocations occur in the crystal. The nondimensional

parameter smex [18,54] can be also used as a measure for the qualitative estimation of

dislocation density:

smex ¼ stot

12sCRS

(26.32)

where

stot ¼
X12
n¼1

���sðnÞ
RS

��� (26.33)

When smex is larger than the unity, the average resolved shear stress (stot/12) is larger

than the critical resolved shear stress. It is concluded that dislocations occur in such a

case.

Qualitative estimation of dislocation density was performed by Jordan et al. [25] for

the first time. They used the parameter sex calculated from the results of the isotropic

thermal stress analysis of a GaAs bulk single crystal during crystal growth. After that, they

also performed the analyses for InP and Si crystals, in addition to GaAs crystals [55,56].

Quantitative methods for dislocation density estimation described later need creep or

viscoplastic constitutive equations as a function of the dislocation density. On the other

hand, the qualitative method for dislocation density estimation described here requires

only elastic constants, thermal expansion coefficients, the slip system, and critical

resolved shear stress. Therefore, this method can be applied to various kinds of single

crystals, such as SiC [57] and AlN [58] crystals grown by the sublimitation technique.

26.3.3 Quantitative Estimation of Dislocation Density:
Haasen-Alexander-Sumino Model

The quantitative estimation of the dislocation density provides more useful information

on the quality of a single crystal than the qualitative estimation. In the quantitative
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estimation, the Haasen-Alexander-Sumino (HAS) model [59,60] is used as the consti-

tutive equation relating time-dependent inelastic strain (i.e., creep strain or viscoplastic

strain) with dislocation density. Quantitative dislocation density analysis during the

crystal growth process using the HAS model was performed by Dillion et al. [61] for the

first time, followed by several papers [62,63]. All of these papers dealt with the growth of

an Si ribbon. Afterward, several papers were published concerning the dislocation

density analyses of compound semiconductor single crystals, such as GaAs and InP

grown by the CZ method and the vertical Bridgman method. Some of them [64–66] do

not deal with a multiaxial stress state exactly; others [67–70] are quasistatic finite

element analyses that assume a constant growth rate and constant radius of a bulk single

crystal, and they give only steady-state values of dislocation density. The quasistatic

method is only a simple model of the actual growth process, in which the growth rate

and radial of a bulk single crystal are dynamically changed. Miyazaki et al. [71–73]

developed a computer code for the transient simulation of dislocation density during

crystal growth. In this computer code, axisymmetric finite element modeling is used,

together with the HAS model for creep constitutive equations. It provides the space and

time variations of dislocation density in a bulk single crystal.

Here, we provide methods for the quantitative estimation of dislocation density using

the HAS model. In particular, we show a method for expanding the HAS model to a

multiaxial stress state that is necessary for finite element analysis. Furthermore, we

present another HAS model for a multiaxial stress state that takes into account crystal

anisotropy in elastic constants and specific slip directions. Such constitutive equations

enable the exact three-dimensional finite element analysis of quantitative dislocation

density estimation. Then, the results of finite element analyses are shown for two kinds

of quantitative dislocation density problems: dislocation density estimation during the

crystal growth process and the ingot annealing process.

26.3.3.1 HAS Model for the Uniaxial Stress State
Time-dependent creep deformation is induced in a bulk single crystal under elevated

temperatures during the crystal growth process. The creep constitutive equations for

single crystals based on a dislocation kinetics model is known as the HAS model [59,60],

in which the creep strain rate is related to the dislocation density. In this model, the

creep strain rate dεc=dt and the mobile dislocation density rate dNm/dt are given as

follows for a uniaxial stress state:

dεc=dt ¼ fNmvb (26.34)

dNm=dt ¼ dNmv (26.35)

where ε
c is the creep strain, t is the time, Nm is the density of mobile dislocation, and b is

the magnitude of the Burgers vector. Hereafter, the superscript or subscript c indicates

creep. f is a geometric factor on the order of 1 relating the creep shear strain gc and the

axial creep strain ε
c as ε

c ¼ fgc. Equation (26.34) is obtained from the Orowan relation

dgc=dt ¼ Nmvb (26.36)
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together with ε
c ¼ fgc. The dislocation velocity v and the parameter d that characterizes

the multiplication rate in the above model are assumed to be

v ¼ ko

�
seff
�p

exp
��Q



kT
�

(26.37)

d ¼ K
�
seff
�l

(26.38)

Here, seff is the effective resolved shear stress and is given by

seff ¼
D
sa �D

ffiffiffiffiffiffiffi
Nm

p
� sd

E
(26.39)

In the above equations, sa is externally applied shear stress on the active slip system or

resolved shear stress; D
ffiffiffiffiffiffiffi
Nm

p
is the back-stress on a given dislocation due to the neigh-

boring ones, which resists its movement through interaction; sd is the back-stress caused

by the interaction between dislocations and impurity atoms; D is the strain hardening

factor; Q is the Peierls potential; k is the Boltzmann constant; k0, K, and l are the material

constants; and T is the absolute temperature. The value of hxi denotes hxi ¼ x if x > 0 and

0 if x � 0. The parameters for creep constitutive equations are determined in such a way

that the stress–strain curves under constant strain-rate test conditions obtained by solving

Eqns (26.34) and (26.35) numerically agreewell with experimentally obtained stress–strain

curves around theupper and lower yieldingpoints. Theparameters are identified forGe, Si,

InSb, InP,GaAs, and soon [64–66,74]. Among them, the valuesof Si, InP, andGaAs are given

later.

26.3.3.2 HAS Model for a Multiaxial Stress State under Isotropic Assumption
When we use the HAS model in a dislocation density analysis, we must expand Eqn

(26.34) to a multiaxial stress state. Such an expansion can be done by assuming that a

single crystal is isotropic, neglecting crystal anisotropy [75]. According to isotropic creep

theory, the multiaxial creep strain rate dεcij=dt is given by

dεcij
dt

¼ 3dεc=dt

2s
Sij (26.40)

where Sij is the deviatoric stress and s is the equivalent stress defined by the second

invariant of the deviatoric stress J 02 as follows:

s ¼
ffiffiffiffiffiffiffi
3J 02

p
(26.41)

The following relationships hold for the simple shear characterized by the shear stress s
and the creep shear strain increment dgc:

s ¼
ffiffiffi
3

p
s (26.42)

dεc ¼ dgc

 ffiffiffi

3
p

(26.43)

Substituting Eqns (26.41) and (26.43) into Eqn (26.40), we obtain

dεcij
dt

¼ dgc=dt

2
ffiffiffiffi
J 02

p Sij (26.44)
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From Eqns (26.36) and (26.37), Eqn (26.44) becomes

dεcij
dt

¼ fSij (26.45)

f ¼
bkoNm

�
s0eff
	p

expð�Q=kTÞ
2
ffiffiffiffi
J 02

p (26.46)

where

s0eff ¼
 ffiffiffiffi

J 02
p

�D
ffiffiffiffiffiffiffi
Nm

p
� sd

�
(26.47)

It is found from Eqns (26.41) and (26.42) that
ffiffiffiffi
J 02

p
represents the equivalent shear stress.

The rate of dislocation density is represented by

dNm=dt ¼ KkoNm

�
s0eff
	pþl

expð�Q=kT Þ (26.48)

If we use the creep constitutive equations given by Eqns (26.45) and (26.48), we can perform

dislocation density analysis under an isotropic assumption neglecting crystal anisotropy.

26.3.3.3 HAS Model for a Multiaxial Stress State under Consideration of Crystal
Anisotropy

Single crystals have crystal anisotropy in elastic constants and specific slip directions.

Exact consideration of crystal anisotropy requires a three-dimensional analysis even for an

axisymmetric solid. Great amounts of computational time would be necessary for the

three-dimensional analysis of dislocation density during crystal growth. Therefore, several

attempts havebeenmade to avoid three-dimensional analysis by introducing approximate

methods for dealingwith the crystal anisotropy. Tsai et al. [68–70] proposed such amethod

in the framework of a quasistatic analysis. They applied the axisymmetric finite element

method to the thermal stress analysis of a cylindrical single crystal, neglecting the crystal

anisotropy in the elastic constants, then estimated the dislocation density using the

resolved shear stress calculated from the results of the thermal stress analysis. Although

their method considers the specific slip directions of a single crystal, it does not deal with

the coupled phenomenon of dislocation multiplication and stress relaxation. Miyazaki

et al. [76,77] proposed another approximate method for taking account of the crystal

anisotropy of cubic single crystals, such as Si, GaAs, and InP. In theirmethod, the effects of

elastic constants and slip directions are approximately taken into account by averaging

Young’s modulus, Poisson’s ratio, and the resolved shear stress along the azimuthal di-

rection. Axisymmetric finite element method can be applied to quantitative estimation of

the dislocation density by using such an averaging technique together with theHASmodel

for a creep constitutive equation. This approximatemethod is able to dealwith the coupled

phenomenon of dislocation multiplication and stress relaxation.

A full three-dimensional finite element analysis of dislocation density has become

possible due to the rapid progress of computer performance [78,79]. Miyazaki and
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Sakaguchi [78] expanded the HAS model to a multiaxial stress state based on the theory

of crystal plasticity [80], as follows:

dεcij
dt

¼
XN
n¼1

f ðnÞPðnÞ
ij (26.49)

f ðnÞ ¼ bk0Nm

�
sðnÞeff

	p
exp

��Q


kT
�

(26.50)

P
ðnÞ
ij ¼ 1

2

s
ðnÞ
RS���sðnÞ
RS

���
�
n
ðnÞ
i b

ðnÞ
j þ n

ðnÞ
j b

ðnÞ
i

	
(26.51)

dN ðnÞ
m



dt ¼ Kk0Nm

�
sðnÞeff

	pþl

exp
��Q



kT
�

(26.52)

sðnÞeff ¼
D���sðnÞ

RS

����D
ffiffiffiffiffiffiffi
Nm

p
� sd

E
(26.53)

where the superscript (n) represents the nth slip system, N is the total number of slip

systems, s
ðnÞ
RS is the resolved shear system for the nth slip system, and ni and bi denote the

components of the unit vectors normal to the slip plane and parallel to the slip direction,

respectively. Then, the total dislocation density Nm is given as follows:

Nm ¼
XN
n¼1

N ðnÞ
m (26.54)

N should be 12 for a cubic single crystal such as Si, GaAs, or InP.

26.3.3.4 Several Applications of the HAS Model to the Quantitative Estimation of
Dislocation Density

26.3.3.4.1 BULK SINGLE CRYSTAL GROWTH PROCESS

Miyazaki et al. [71–73] developed a computer code for a transient simulation of

dislocation density during the bulk single crystal growth process, using the creep

constitutive equations in Eqns (26.45)–(26.48). In a dislocation density analysis, one

needs the parameters of the HAS model shown in Table 26.7. For Si, GaAs, and InP

single crystals, the parameters in the HAS model are completely identified for Si, GaAs,

and InP [74], as shown in Table 26.8. In this computer code, an axisymmetric finite

element analysis is performed by neglecting crystal anisotropy. This computer code

can be used as a postprocessor of a global heat transfer code for a bulk single crystal

growth system. Such a global heat transfer code provides shape and temperature

distributions of a bulk single crystal during the growth process in the time sequence.

Figure 26.21 shows the temperature distributions and crystal shapes of a GaAs bulk

single crystal with an 8-inch diameter for several times after the CZ growth starts, as

are obtained from a global heat transfer code. The results of the global heat transfer

analysis are provided at discrete times, and they may be insufficient for a dislocation

density analysis. Therefore, we divide a time step between two adjacent times for the

global heat transfer analysis into several substeps to deal with the growth process as
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Table 26.8 Material Properties in the HAS Model for Si, GaAs, and InP Single
Crystals

Tm b Q p D K k0

Si 1685 3:8� 10�8 2.2 1.1 4:3� 103 3:1� 10�7 6:815� 10�3

GaAs 1511 4:0� 10�8 1.5 1.7 3:1� 103 7:0� 10�6 3:59� 10�8

InP 1331 4:0� 10�8 1.0 1.4 3:0� 103 1:2� 10�5 5:57� 10�8

Tm: melting point (K). Units of other material properties are shown in Table 26.7.

Table 26.7 Parameters in the HAS Model

Parameter Description Unit

Nm Density of moving dislocation 1/cm2

b Magnitude of burgers vector cm
Q Peierls potential eV
k Boltzmann constant 8:617� 10�5ev=K
T Absolute temperature K
K Material constant cm/dyn
D Strain hardening factor dyn/cm
k0 Material constant cm2p þ 1/dynps
sd Drag-stress dyn/cm2

P Material constant –

l Material constant 1.0

FIGURE 26.21 Temperature distributions and crystal shapes for a GaAs bulk single crystal at several times after the
CZ growth starts. From Ref. [71] with permission of Elsevier Science.
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continuously as possible. The shape of the crystal–melt interface and the temperature

in the crystal at an arbitrary substep are determined by linear interpolation of the

results at two adjacent times for the global heat transfer analysis. The incremental

form of a finite element equilibrium equation for a creep problem given as follows is

solved at the time step in each substep:

KDU ¼ DFt þ DFC (26.55)

where K, DU, DFt and DFc denote the stiffness matrix, the incremental nodal displace-

ment vector, the incremental load vector due to thermal strain, and the incremental load

vector due to creep strain, respectively, and DFc is a function of the HAS-type creep

strain rate given by Eqn (26.45). Solving Eqn (26.55) at each time step and integrating

Eqn (26.48), we can obtain variables such as displacement, strain, stress, and dislocation

density.

Figure 26.22 shows the dislocation density distributions for a GaAs bulk single crystal

of 8-inch diameter for several times after the CZ growth starts. High dislocation density

appears at the central and peripheral regions of the bulk single crystal. The results

indicate a W-type dislocation density distribution across the diameter that can be

observed from the etch pit density in actual single crystals [81].

26.3.3.4.2 INGOT ANNEALING PROCESS

As an example of the application of a full three-dimensional dislocation density analysis

using Eqns (26.49)–(26.53), we show the results of a dislocation density analysis of the

GaAs ingot annealing process [82]. Ingot annealing of a GaAs bulk single crystal is an

indispensable process to homogenize the electric characteristics of an as-grown single

FIGURE 26.22 Dislocation density distributions in a GaAs bulk single crystal at several times after the CZ growth
starts. From Ref. [71] with permission of Elsevier Science.
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crystal. One of the technical problems of GaAs ingot annealing is the increase of dislo-

cation density due to the thermal stress induced during its annealing. A GaAs cylindrical

ingot with a 101.6 mm diameter and 81.0 mm height is considered here. The solid line in

Figure 26.23 shows the time variation of temperature on the GaAs ingot surface, and the

dashed line in Figure 26.23 shows the time variation of the maximum temperature dif-

ference in the ingot obtained from the transient heat conduction analysis. The tem-

perature difference in the ingot induces thermal stress, by which dislocation

multiplication is caused during ingot annealing. The dislocation density analyses were

performed for the ingot grown in the [001] direction and that grown in the [111] di-

rection. Figure 26.24 shows the distributions of dislocation density at the cross-section of

56.7 mm distant from the bottom of ingot. We can find the difference of the maximum

dislocation density between the [001]-grown ingot and the [111]-grown ingot. As for the

distribution patterns of dislocation density, the result of the [001]-grown ingot shows

fourfold symmetry and that of the [111]-grown ingot shows threefold symmetry. Such

differences can be obtained from three-dimensional analyses considering the crystal

anisotropy.

In addition to the above research, Miyazaki et al. carried out dislocation density

analyses during the annealing of a GaAs ingot using axisymmetric modeling under the

isotropic assumption of the GaAs crystal [83]. They also compared the results of

dislocation density among three kinds of creep constitutive equations [84]: (1) the

HAS model for a multiaxial stress state under isotropic assumption, (2) the HAS model

for a multiaxial stress state under approximate consideration of crystal anisotropy,

and (3) the HAS model for a multiaxial stress state under exact consideration of

crystal anisotropy, the details of which were already described in this section. Kouno

et al. [85]. compared the experimental results of dislocation density with analysis

results.

FIGURE 26.23 Time variations of the temperature on a GaAs ingot surface (solid line) and the maximum
temperature difference in a GaAs ingot (dashed line) obtained from the transient heat conduction analysis. From
Ref. [82] with permission of Elsevier Science.
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26.3.4 Modified HAS Models

26.3.4.1 Consideration of Immobilization of Mobile Dislocations and
High-Temperature Recovery Mechanisms

Moosbrugger [86,87] proposed a modified HAS model to take account of high-

temperature recovery mechanisms as well as immobilization of mobile dislocations. In

his model, the rate of immobile dislocation density dN
ðaÞ
i =dt on slip system a is given as

dN
ðaÞ
i



dt ¼

X
asb

f
ðabÞ
1 N ðbÞ�dpðaÞ
dt��wðT ÞN ðaÞ

i (26.56)

dN ðaÞ
m



dt ¼ dN ðaÞ
dt � dN

ðaÞ
i



dt (26.57)

where N is the total dislocation density, Nm is the mobile dislocation density, and

dpðaÞ=dt ¼
���dgðaÞ

c =dt
���. In Eqn (26.56), the first term represents the immobilization rate

with dislocations on slip system a by interactions with the system b. The matrix f
ða;bÞ
1 is

meant to reflect various relative strengths of types of slip system interactions in

immobilizing dislocations, following the suggestion of Basani and Wu [88]. The second

term in Eqn (26.56) allows for “remobilization” of dislocations by a recovery mechanism

such as dislocation climb, in which w(T) is the temperature-dependent empirical re-

covery function. Moosbrugger [86,87] determined empirical model constants and

temperature-dependent functions in his modified HAS model for CdTe, using trial-and-

error fitting of the experimental data.

FIGURE 26.24 Distributions of dislocation density at the cross-section of 56.7 mm distant from the bottom of a
GaAs ingot after annealing. From Ref. [82] with permission of Elsevier Science.
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26.3.4.2 Consideration of Dislocation Annihilation
The original HAS model shown in Section 26.3.3.1 allows only for dislocation multipli-

cation and for no dislocation annihilation by the interaction of dislocations with

opposite Burgers vectors. Gondet et al. [79] proposed a model to take account of

dislocation annihilation. They give the effective shear stress as follows, taking account of

the dislocation density in each glide plane:

sieff ¼
*���sðiÞ

RS

���� Gb

b

ffiffiffiffiffi
Ni

p
� Gb

b�
X
jsi

ffiffiffiffiffi
Nj

p +
(26.58)

where the superscript (i) and the subscript i denote the glide system under consider-

ation, and j is the other glide system. G is the shear modulus, and b and b* are constants

reflecting the intensity of the interaction.

Gondet et al. [79] give the dislocation multiplication rate as

dNþ
i



dt ¼

 
K þ K �X

jsi

Nj

!
Nivis

ðiÞ
eff (26.59)

The first term proportional to Ni accounts for self-multiplication—that is, multiplication

on a pinning point created by double cross-slip of the dislocation, for instance. The

second term proportional to NiNj accounts for dislocation sources on pinning points

resulting from intersections between dislocation systems i and j.

Two dislocations gliding in the same system but with opposite signs are likely to

annihilate each other. Considering that the phenomenon depends on the dislocation

density and velocity, Gondet et al. [79] proposed the following relationship for the

dislocation annihilation rate:

dN�
i



dt ¼ AoN

2
i v

2
i (26.60)

where A0 is the annihilation parameter, the value of which is adjusted in order to get a

satisfactory agreement with experimental results. Annihilation is important near the

solid–liquid interface of a growing single crystal, which is subjected to high tempera-

tures. Then, the total dislocation density rate becomes

dNi



dt ¼ dNþ

i



dt � dN�

i



dt ¼

 
K þ K �X

jsi

Nj

!
Nivis

ðiÞ
eff � A0N

2
i v

2
i (26.61)

According to Orowan’s law, the creep shear strain rate is given as follows, considering

that annihilated dislocations participated in plasticity before annihilation:

dgc

dt
¼
�
Ni þ dNþ

i

dt
Dt

�
bvi (26.62)

For an InP single crystal, Gondet et al. gave the values of b and K based on Ref. [64] and

those of b* and K* based on Ref. [89]. They also determined the value of the annihilation

parameter A0 from the dislocation density analysis [79]. Table 26.9 summarizes the

values of parameters used for the dislocation interaction model.
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Gondet et al. [79] performed a three-dimensional dislocation density analysis for the

growth process of an InP bulk single crystal using the modified HAS model mentioned

above. In the creep constitutive equations proposed by Gondet et al., the annihilation

term is given by Eqn (26.60) together with the annihilation parameter A0. They did not

provide a reason why the annihilation term is expressed by Eqn (26.60). In addition, the

parameter A0 has only meaning as an adjustment parameter and no physical meaning.

26.3.4.3 Consideration of Different Types of Dislocations
As shown in Figure 26.25, the dislocations in the diamond structure of single crystals,

such as Si, GaAs, InP, and InSb, belong mostly to the closely packed (111) system of glide

planes with <110 > directions. They are screw dislocations, a dislocations, and b dis-

locations with different mobilities, respectively denoted by S, a and b (Figure 26.25).

Kalan and Marniatty [90], Lohonka et al. [91], and Pendurti et al. [92] considered these

three kinds of dislocations. According to Ref. [92], the creep shear strain rate dgc=dt is

given as follows by extending the Orowan equation:

dgc=dt ¼ ðNava þNbvb þNSvSÞb (26.63)

where Na, Nb, and NS are respectively the densities of a, b and S dislocations in the (111)

plane with the Burgers vector in the ½110� direction; va, vb, and vS are the corresponding

velocities; and b is the magnitude of the Burgers vector. According to Ref. [92], dgc=dt is

given as follows:

dgc=dt ¼ 2NSvSb (26.64)

FIGURE 26.25 Geometry of a hexagonal dislocation loop on the (111) plane for a diamond structure of single
crystals.

Table 26.9 Parameters Used in the Dislocation
Interaction Model for InP Single Crystal

b b* K K* A0

3.3 2.2 1:2� 10�2m=N 10�12 m3/N 5� 10�7s
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A similar treatment was first proposed by Steinhardt and Haasen [93] and used by

Yonenaga et al. [94].

Extension of the multiaxial stress state can be done based on the theory of crystal

plasticity [80]:

dεcij
dt

¼
X12
n¼1

2N
ðnÞ
S v

ðnÞ
S P

ðnÞ
ij (26.65)

where Pij was given by Eqn (26.51), and the superscript (n) represents the nth slip

system.

As for a dislocationmultiplication law, Pendurti et al. [92] consideredmultislip systems

and proposed the following equation based on Sumino and Yonenaga’s research [89]:

dN
ðiÞ
S

dt
¼ KN

ðiÞ
S v

ðiÞ
f sðiÞeff þ K �N ðiÞ

S v
ðiÞ
f sðiÞeff

X
fsi

fijN
ðiÞ
S (26.66)

where the superscript (i) denotes the ith slip system, and v
ðiÞ
f is the velocity of the fastest

dislocation. Almost the same equation was proposed by Kalan and Maniatty [90]. In the

right-hand sideof Eqn (26.66), thefirst termrepresents an increase indislocationdue to the

glide on the slip plane, and the second term represents the formation of jogs on screw

dislocation. fij in Eqn (26.66) is related to the formation of jogs. The value of fij is 1 when a

jog is formed on a screw dislocation of the system i cut by a forest dislocation of system j;

otherwise, it is 0. The complete table for the valueof fij is given inRef. [92]. sðiÞeff is the effective
shear stress necessary for dislocation motion in the ith slip system, as given by

sðiÞeff ¼
*���sðiÞ

RS

���� Gb

b

ffiffiffiffiffiffiffiffi
N

ðiÞ
S

q
� Gb

b�
X
jsi

gij

ffiffiffiffiffiffiffiffi
N

ðiÞ
S

q +
(26.67)

This equation is essentially the same as Eqn (26.58). The second term on the right-hand

side is the self-hardening term, while the third term represents the cross-hardening term

together with the parameter gij, depending on the type of interaction between the dis-

locations of different slip systems. The values of gij and other parameters such as K, K*, b,

and b* for an InP single crystal are calculated from shear stress–shear strain curves

experimentally obtained under the constant shear strain rate [92]. Pendurti et al. per-

formed a dislocation density analysis for the high-pressure CZ growth of an InP single

crystal, using these parameters; the results are shown in Figure 26.26 [95]. Kalan and

Maniatty [90] determined the material parameters for an InP single crystal based on the

experimental data. Lohonka et al. [91] obtained the stress–strain curves not only for an

InP single crystal but also for GaAs and InSb single crystals by using a modified HAS

model that they developed.

26.3.4.4 Consideration of the Immobilization of Mobile Dislocations
In the creep constitutive equations for Si proposed by Gao et al. [96], all material pa-

rameters are identified by the experimental data obtained by Cochard et al. [97], and no

adjustment parameter, such as A0 in Eqn (26.60) of Gondet et al.’s research [79], is
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needed in the creep constitutive equations. In addition, they take account of multislip

systems, immobilization of mobile dislocations, the jog formation between different slip

systems and its influence on dislocation generation, and the internal stress due to short-

range interactions from the total dislocation density.

Here, we summarize the creep constitutive equation for an Si single crystal proposed

by Gao et al. The creep strain rate dε
ðaÞ
c =dt is given by the Orowan relationship:

dεðaÞc



dt ¼ N ðaÞ

m vðaÞb (26.68)

where the subscript m denotes the mobile dislocation, the superscript (a) is the slip

system, b is the magnitude of the Burgers vector, N is the dislocation density, and v is the

velocity of dislocation. The rate of the mobile dislocation density dN
ðaÞ
m =dt in the slip

direction a is given by

dN ðaÞ
m =dt ¼ KN ðaÞ

m vðaÞsðaÞeff þ K �N ðaÞ
m vðaÞsðaÞeff

X
bsa

fabN
ðbÞ
m � 2rcN

ðaÞ
m N ðaÞ

m vðaÞ (26.69)

The above equation is an extension of Eqn (26.66), as proposed by Pendurti et al. [92].

That is, the first and second terms of the right-hand side in Eqn (26.69) are the same as

those in Eqn (26.66), and the third term represents the sink for the mobile dislocation

(i.e., immobilization). According to Ref. [97], the immobilization rate dN
ðaÞ
i =dt can be

expressed as

dN
ðaÞ
i =dt ¼ 2rcN

ðaÞ
m N ðaÞ

m vðaÞ (26.70)

FIGURE 26.26 Sketched stress and dislocation density development with time along a CZ InP crystal considering
the boric oxide encapsulation layer. From Ref. [95] with permission of Springer.
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The dislocation velocity v is given by

vðaÞ ¼ v0

�
sðaÞeff

.
s0
	m

exp
�
�U

.
kT
	

(26.71)

where v0¼ 500 m/s, s0 ¼ 1 MPa, m¼ 1, and U¼ 2.2 eV for an Si single crystal [97]. The

values of K, K*, and rc are given as follows [97]:

K ðTÞ ¼ 7:6� 10�1 exp
��0:72



kT
��
m


N
�
; K � ¼ 8:0� 10�15m3



N;

rc
�
T
� ¼ 7:2� 10�3 exp

��1:48


kT
��
m
�

(26.72)

The effective shear stress necessary for dislocation motion is given by

sðaÞeff ¼
D���sðaÞ

RS

���� sðaÞi � sðaÞb

E
(26.73)

where sðaÞi is the stress required to overcome short-range obstacles, and sðaÞb is

the internal long-range elastic stress generated by mobile dislocation. They are given

by [97]

sðaÞi ¼ Gb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
b

aab

�
N

ðbÞ
m þN

ðbÞ
i

	s
(26.74)

sðaÞb ¼ Gb
X
b

Aab

ffiffiffiffiffiffiffiffiffi
N

ðbÞ
m

q
(26.75)

where the coefficients Aab and aab are summarized in Table 26.10. Then, the total

dislocation density and the multiaxial creep strain rate dεcij=dt is expressed by

Nm ¼
X12
a¼1

N ðaÞ
m (26.76)

dεcij
dt

¼
X12
a¼1

Pij

dε
ðaÞ
c

dt
(26.77)

where Pij is already given by Eqn (26.51).

Using the above-mentioned constitutive equations, Gao et al. [96] performed dislo-

cation density analyses of seed cast-grown Si single crystals in the [001] and [111] growth

directions to study the effective reduction of dislocation by controlling the cooling

process.

Table 26.10 Long-Range Interaction Coefficients Aab and Short-Range Interaction
Coefficients aab for Si Single Crystal

Interaction Self Coplanar Collinear Hirth Locks Lomer Locks Glissile Junction

Aab 0.21 1/16 1/20 1/12 1/12 1/12
aab 0.09 0.09 0.41 0.06 0.12 0.12
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26.4 Summary
The research activities related to the solid mechanics and mechanical strength of the

crystal growth process and crystal annealing process are reviewed in this chapter.

Although single crystals are the basic materials supporting the present advanced

technologies and such research activities play an important role in manufacturing

high-quality single crystals, only a few researchers have been involved in such

research activities. It is hoped that more researchers will take part in such research

activities.

The finite element method is a powerful tool for the stress analysis of solids. It can

be applied not only to elastic thermal stress problems of single crystals, taking account

of anisotropy in elastic constants and thermal expansion coefficients, but also to

nonlinear analysis such as dislocation density problems, in which the rate of creep

strain or viscoplastic strain is related to dislocation density. The finite element method

is one of the numerical methods for boundary value problems of partial differential

equations, and it provides very accurate solutions if an appropriate finite element

modeling is used.

To make progress in research, we need the material properties and deformation

behaviors of single crystals at very high temperatures near the melting point. We

need material properties near the melting point in cases of thermal stress and

dislocation density analyses during crystal growth. Although a large research project

called Kimura Metamelt [98] was organized by the Japan Science and Technology

Agency to measure the various properties of the Si melt and oxide melts, no research

project has been performed to clarify the mechanical behaviors of single crystals

under elevated temperatures near the melting point. Even for elastic constants and

thermal expansion coefficients of single crystals, we have no experimental data

near the melting point. We have to extrapolate the measured data to the

melting point to get the material properties near the melting point. It is much more

difficult to get stress–strain curves under constant strain rates at elevated tempera-

tures near the melting point, which are required to formulate constitutive equations

for creep.

We are expecting both experimental and numerical research concerning the me-

chanical behaviors of single crystals at elevated temperatures. Atomistic simulation

techniques, such as the first-principle calculation and molecular dynamics method, for

example, are promising tools for obtaining themechanical behaviors of single crystals at

elevated temperatures. Simulation techniques based on computationalmechanics, such

as the finite element method, will provide more useful information to establish the

manufacturing process of high-quality single crystals, if the mechanical behaviors of

single crystals at elevated temperatures are properly represented by material properties,

such as elastic constants, thermal expansion coefficients, and creep constitutive

equations.
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27.1 Introduction
The quality of single crystals (and the devices made from them) is very sensitive to

atomistic and structural deficiencies generated during the crystal growth process. This is

one of the main challenges for crystal growers to determine the conditions for the

control, minimization, or even prevention of deficiencies.

Most of the important defect-forming mechanisms are well understood, as summa-

rized by Hurle and Rudolph [1]. Today, an enormous body of knowledge exists about the

defect genesis in as-grown crystals, supported by demanding theoretical fundamentals

and computational modeling. As a result, the present state of technology makes it

possible to produce crystals of remarkably high quality, with tailored parameters that fit

the demands of the device industry quite well. However, not all problems have been

solved. This chapter includes still-open questions and investigates the optimal measures

of defect engineering.

The international standard crystal lattice defects (in short, defects) are usually

classified according to their dimensions, as described in the following sections

(e.g., Ref. [2]).

Zero-dimensional defects

Zero-dimensional defects are point defects, often called by the unpopular name atomic

size defects, which include the intrinsic defect types vacancies, interstitials, and, in com-

pounds, antisites. If extrinsic atoms are introduced unintentionally (as residual impurities)

or intentionally (as dopants), they occupy interstitial or substitutional (lattice) positions.

At growth temperatures, the point defects are isolated and usually electrically charged.

The charge state of point defects can lead to their interaction with electrically active

dopants, creating point defect complexes.

One-dimensional defects

One-dimensional defects include all kinds of dislocations, such as perfect screw and

edge dislocations, mixed dislocations, partial dislocations (always in connection with a

stacking fault), and dislocation loops. In crystals growing under low- or zero-

temperature gradients and in their brittle state (e.g., from solutions), dislocations usu-

ally originate from inclusions and propagate with the growing face. In crystals growing at
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high temperatures and under temperature gradients in their plastic state (e.g., from

melts), the propagation and interaction of dislocations over mesoscopic distances are

the subjects of dislocation dynamics.

Two-dimensional defects

Two-dimensional defects are grain boundaries, stacking faults, phase boundaries,

facets, and twins. A low-angle grain boundary structure is formed by the mechanism of

dynamic polygonization (DP) and belongs conventionally still to a single crystalline

state. In contrast, large-angle grain boundary structures are formed by polycrystalline

growth due to spontaneous or foreign nucleation processes. Facets are formed along

atomically smooth planes, indicating the tendency of high-quality crystals to form

polyhedra. Growth twins originate from a false stacking sequence, especially when the

two-dimensional nucleus on a growing facet is disoriented.

Three-dimensional defects

Three-dimensional defects include second-phase particles (precipitates), intrinsic

vacancy conglomerates (microvoids), and foreign particles (inclusions). It is important to

differentiate between precipitates and inclusions, which are often mixed up in the

literature. Precipitates and microvoids are formed by supersaturation-driven conden-

sation of intrinsic point defects (i.e., interstitials and vacancies, respectively), whereas

inclusions are melt-solution droplets, gas bubbles, and foreign microparticles incorpo-

rated at the growing melt–solid interface, especially when the melt composition is

deviated from the congruent melting point or contaminations are presented.

Defects have deleterious effects on the performance, reliability, and degradation

behavior of devices. Following the early classification of Pick [3], defects influence the

following:

• Structural properties (vacancies and interstitials may change the lattice constant;

grains affect the single crystallinity)

• Chemical properties (defects participate in chemical reactions; their redistribution

causes composition inhomogeneities)

• Electronic properties (defects occupy a specific state in the band structure)

• Scattering properties, or the defect interaction with particles (phonons, photons of

any energy, electrons, positrons, etc.)

As can be seen, the interaction processes are many-sided and require broad inter-

disciplinary research with direct correlation to advanced technical progress. In fact, a

large part of the world’s technological progress depends on the control and manipu-

lation of defects in crystals, particularly in the semiconductor, optical, and biotech-

nology industries. An enormous number of monographs and publications deal with this

subject. In this chapter, however, only selected examples of defect impacts are

discussed.
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27.2 Point Defects
27.2.1 Native Point Defect Thermodynamics

In growing crystals at all temperatures above absolute zero, the total concentration of

native (intrinsic) point defects (consisting of vacancies, self-interstitials, and, in the case

of compounds, antisite defects) strive toward a thermodynamic minimum that does

not reach zero. In other words, point defects are always present. This is also due to the

increase of configurational entropy, leading to the decrease of total Gibbs free energy.

Realistically, at low temperatures, such as 300 K, the equilibrium is rarely obtained. This

is primarily due to the decreasing point defect diffusivity in the course of cooling

down of the as-grown crystals, freezing the superior equilibrium concentration at much

higher temperatures. Thus, it is not possible to grow an absolutely perfect (point

defect-free) crystal. In reality, only an “optimal” crystalline state can be obtained, not an

“ideal” one.

Neglecting the effects of volume change, defect interaction, and local vibration state

around the defect, at constant pressure the change of the Gibbs potential caused by

adding, for example, n vacancies (Schottky defects) can be written as

DG ¼ Hd � SdT (27.1)

where Hd¼ nEd is the internal energy of n defects, having a total defect formation energy

Ed, and Sd ¼ k ln W ¼ k lnðN !Þ=½n!ðN � nÞ!� is the accompanying change of configuration

entropy. W is the number of ways in which N atoms and n point defects can be arranged,

and k is the Boltzmann constant. After substitution and application of Stirling’s

approximation ½ln N !zN ln N ; ln n!zn ln n; lnðN � nÞ!zðN � nÞlnðN � nÞ� for multi-

particle systems such as a crystal, Eqn (27.1) becomes

DG ¼ nEd � kT ½N ln N � n ln n� ðN � nÞlnðN � nÞ�: (27.2)

Setting the first derivative of Eqn (27.2) vDG/vn¼ 0, which equals the energetic mini-

mum defect concentration nmin, and considering N>> n, the “perfection limit” of the

crystal is

nmin ¼ N expð�Ed=kTÞ; (27.3)

increasing exponentially with T.

Figure 27.1 shows the realistic (Schottky) point-defect excess against the thermody-

namic minimum when a restricted mobility (diffusivity) is considered.

In the case of formation of vacancy-interstitial complexes (Frenkel defects), the value

of n
ðFÞ
min is somewhat modified and yields

ffiffiffiffiffiffiffiffiffiffiffi
NisN

p
expð�E

ðFÞ
d =kT Þ, with Nis being the total

number of interstitial positions (depending on the given crystal structure) and E
ðFÞ
d being

the formation energy of a Frenkel defect. More fundamental details are given in Kröger’s

compendium [4].

The typical energies of isolated neutral point defects Ed are in the region between 1

and 5 eV. Usually at high temperatures, point defects are electrically charged and

therefore show a certain affinity to complex formation with other point defects or
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present impurities. Depending on the crystal structure and temperature, their diffusiv-

ities vary near the crystal melting points between 10�5 and 10�4 cm2/s. Note that the

values given in the literature, mostly obtained by numeric modeling such as quantum

Monte Carlo or density functional theory, can differ substantially. The reason for this

includes the specification of point defect configuration, such as the number and ar-

rangements of neighboring atoms, and also the careful examination of electron density

(as reported for silicon [5]).

The intrinsic point defect situation is best known in high-purity silicon crystals

growing from the melt. This has been intensively studied by Voronkov [6]. It was found

that there are remarkably low concentrations of both vacancies and interstitials in the

order of 5� 1014 cm�3 at melt temperature Tm and very high diffusivities of 3� 10�4 and

5� 10�4 cm2/s, respectively. At the growing interface, vacancy and interstitial fluxes take

place, which are both directed into the crystal. Although one flux component is driven by

the propagating growth interface (i.e., the crystallization (pulling) velocity v), the second

one is driven by a temperature-dependent vacancy-interstitial recombination behind the

interface, which creates a concentration gradient with Fickian diffusion flow and is

proportional to the temperature gradient GT. At high crystallization rates, the first

component dominates, leading to a higher vacancy flow into the crystal. This is due to

their lower formation energy (w4.0 eV) than that of self-interstitials (w4.8 eV). In

contrast, at low crystallization velocities, the diffusion is dominant and leads to an excess

of interstitials due to their larger diffusivity than vacancies. The type and concentration

of “surviving” point defects is controlled by the v/GT ratio, which is for Czochralski

growth larger in the crystal core than in the peripheral regions, thus leading to different

vacancy and interstitial excesses in both regions. The critical transition ratio for which

vacancy and self-interstitial fluxes are equal and the recombination is optimal is

v/GT¼ 1.34� 10�3 cm2/K/min, as summarized by von Ammon [7]. A given native point

defect content belongs to each crystalline phase like a “solute component” in a system of

ideal mixing. When the defect solubility is exceeded, the dominant point defects begin to

conglomerate, forming defects of higher order, such as microvoids, due to vacancy

n 

0 

G

nEd

TSd =kT lnW

G(n) 

Gmin 

nmin 01 3/T 

n 

neq = N exp(–Ed /kT) 

nnon eq

Dd

Ed

(a) (b) FIGURE 27.1 (a) Sketched equilibrium point
defect (Schottky) concentration nmin at a given
temperature T, obtained by superposition of
defect enthalpy Hd¼ nEd and configurational
entropy Sd¼ k lnW using Eqns (27.1)–(27.3).
(b) Two equilibrium defect concentrations neq

of various defect energies Ed vs reciprocal
temperature 103/T following Eqn (27.3). The
dashed lines show the nonequilibrium
(“frozen”) curves obtained in reality due to
decreasing defect diffusivity Dd with
decreasing T.
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condensation and precipitates due to interstitial fusion. Usually, such defects are

generated during the cooling-down process because of the retrograde behavior of the

existing solubility limits. For instance, in vacancy-rich silicon crystals, characteristic

microvoids with dimensions of 100 nm are formed [8].

Compared with elementary materials (metals, Ge, Si), in compound crystals (e.g.,

alloys, AIIBIV, AIIIBV, dielectric and organic compounds) additional antisite defects and a

characteristic phase region (called the existence or homogeneity region) are present.

Depending on the temperature and atomic interaction energies, the solubility of point

defects of the given excess component (e.g., A or B interstitials in AB, respectively) de-

viates more or less from that of the stoichiometric composition (AB). Then, at a given T,

the deviation d of the concentrations of the present native point defects in each sub-

lattice can be estimated as follows [4,9]:

d ¼ dA � dB ¼ f½Ai� � ½VA� þ 2½AB� � 2½BA�g � f½Bi� � ½VB� þ 2½BA� � 2½AB�g (27.4)

with [Ai], [Bi], [VA], [VB], [AB], and [BA] being the interstitial, vacancy, and antisite con-

tents, respectively.

As can be seen from Figure 27.2, the shape and maximum width of the phase extent

are material-specific features from concentrations of 10�5 (e.g., InP [10], Figure 27.2(a))

up to several mole fractions (e.g., LiNbO3 [11], Figure 27.2(d)). Due to the retrograde

behavior of the solidus curves, the crystals pass during cooling through a process of

excess point defect condensation, which may generate second-phase particles (see

Section 27.5.1). Note that there are compounds in which the homogeneity region is

located off the stoichiometric composition, making it quasi-impossible to grow

second-phase free crystals (e.g., SnTe [12], Figure 27.2(c)). Even for GaAs, thermo-

chemical calculations [13] confirmed the earlier and newer growth observations [14]

showing that the phase extent is deviated exclusively toward the arsenic-rich side

(Figure 27.2(a)).

Thus, nonstoichiometric point defects play a role because the crystallization path

starts always usually at the boundary (solidus) of the existence region but not at exact

stoichiometry. This is also the case in solution growth dealing mostly with compounds.

However, compared with melt growth, the situation is much more advantageous due to

its considerably smaller extent at low temperatures. In this way, for growth from solu-

tions or fluxes, the crystal composition approaches stoichiometry with a much smaller

content of native point defects.

27.2.2 Point Defect Dynamics

Principally, the energetic interplay between point defect types, the applied temperature

field consisting of gradients and fluctuations, crystallization rate, differing growth ki-

netics along various crystal planes, and out-diffusion through the crystal surface under

real growth conditions cause marked deviations from the thermodynamic equilibrium.

As already mentioned, the related point defect dynamics have been well studied in sil-

icon crystals [6]. In semiconductor and oxide compound crystals, however, these
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processes are not nearly as well understood. One reason is that the presence of dislo-

cations acting as effective point defect getters hampers point defect analysis in its pure

form. Furthermore, as follows from Eqn (27.4), the situation in multicomponent mate-

rials is complicated due to the presence of equivalent defect types and antisites in each

sublattice. For instance, it has been established that AsGa antisites in GaAs crystals,

known as neutral EL2 defects with the charged states EL2þ and EL22þ, do not appear at

the growth temperature but form during the cooling-down process only. In materials

grown from a near-congruent composition (i.e., slightly As-rich melt), the Asi content

removes the [VGa] by producing AsGa as soon as the lowering temperature evokes
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supersaturation [9]. A nearly identical mechanism takes place in CdTe. In cooling

Te-saturated samples, the antisite TeCd is formed and may become important as singly-

and doubly-ionized midgap donors Te1þ;2þ
Cd that are responsible for the compensation of

the shallow native acceptor V1�;2�
Cd [16].

For estimation of the defect trapping kinetics along a propagating melt-solid inter-

face, one first must clarify whether the front moves by atomically rough or smooth

morphology [17]. Although metals show atomically rough interfaces, dielectrics crys-

tallize mostly with atomically smooth interfaces; the semiconductor materials stand in

between. Semiconductors with diamond, zinc blende, and wurtzite structures grow from

the melt along most directions by the atomically rough mode. However, they tend to

form atomically smooth interfaces on their most closely packed {111} planes. On

atomically rough interfaces, atoms can be added singly without the need for nucle-

ation—that is, at a very low chemical potential difference between solid and liquid

phases. As a result, possible defect sites are added to the crystal under quasi-equilibrium

conditions. On the contrary, for atomically smooth planes, much higher supercooling is

required in order to initiate two-dimensional nucleation followed by layer-by-layer

growth. In such a case, vacancies, interstitials, and foreign atoms can be overgrown

very rapidly; hence, they can be incorporated in metastable states in much higher

concentrations than equilibrium if their diffusion-back rate into the melt is not high

enough [18,19].

One can assume that the fluid phase provides sufficient imperfections due to its

“structural” instability and disordered character. According to Motooka’s molecular

dynamics simulations [20], point defects can be formed directly at the interface due to

the density misfit between the liquid and solid phases.

The same situation takes place when extrinsic point defects (foreign atoms, such as

impurities) are presented. On atomically smooth planes, they can be made quasi-

metastable by enhanced concentrations due to the high-speed lateral layer-by-layer

overgrowth that downplays the effect of segregation.

27.2.3 Extrinsic Point Defect Incorporation

As was introduced in Section 27.1, the term extrinsic point defect describes uninten-

tionally and intentionally present foreign atoms such as residual impurities and

dopants, respectively. They occupy interstitial or substitutional (lattice) positions.

When growing crystals with dopant concentrations below the solubility limits, the

matrix contributes one component in the phase diagram and the solute contributes

another. Thus, the system can be considered as binary. The equilibrium between the

chemical potentials of the species involved in the liquid (i.e., solvent) i and solid phases

mil(x,T)¼ mis(x,T) yields

mo
is þ kT ln xisgis ¼ mo

il þ kT ln xilgil (27.5)

where mo is the standard potential and g is the interaction activity between i and atoms

or molecules of the matrix. Setting mo
il � mo

is ¼ Dmo
i ¼ Dho

i � Dsoi T and soi ¼ ho
i =Tmi, with
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ho
i ; s

o
B as the intensive standards enthalpy and entropy, respectively; Tmi as melting point

of the dopant; and Dho
Mis;l ¼ kT ln gis;l as the mixing enthalpy, the transformed Eqn (27.5)

becomes [21]

xis
xil

¼ ko ¼ exp

�
� Dho

i

k

�
1

T
� 1

Tmi

�
þ DhMil � DhMis

kT

�
(27.6)

with ko¼ xis/xil being the (thermodynamic) equilibrium distribution (or segregation)

coefficient, which can be assumed as a constant for residual impurity or low dopant

concentrations if the solidus and liquidus curves allow their linearization.

The homogeneous redistribution of dopants (and also impurities) along the

growing crystal proves to be a great challenge for the crystal grower. The deviation of

the equilibrium distribution coefficient ko (Eqn (27.6)) from unity causes segregation

phenomena during melt and solution growth, which can be treated in terms of an

effective segregation coefficient keff ¼ xis=x
ðNÞ
il , with x

ðNÞ
il being the mole fraction of the

dopant or impurity in the fluid far away from the crystallizing interface. During the

solidification process, the solute is rejected (ko< 1) or preferentially absorbed (ko> 1)

by the propagating solid–liquid interface, forming an enriched or depleted solute

boundary layer in front of it. The width ds of this boundary layer is determined by the

growth rate R and by the diffusive and convective species transport in the melt, which

is very often difficult to predict. A very popular model that is commonly used in melt

growth was introduced by Burton, Prim, and Slichter (BPS) [22] for the steady state of

segregation:

keff ¼ ko

ko þ ð1� koÞexpð�Rds=DÞ (27.7)

Thus, when characteristic convective fluctuations in the melt cause related R oscil-

lations, the keff varies accordingly. As a result, mesoscopic transversal impurity or

dopant inhomogeneities (“striations”) are generated. More details, especially on

quantification of the ds value depending on the melt convection regime, are given by

Müller and Ostrogorsky [23] and also in this volume by Ostrogorsky and Glicksman

(see Chapter 25).

27.2.4 Native and Extrinsic Point Defect Interaction
(Complex Formation)

Impurities and dopants are incorporated on lattice sites or interstitial positions. In

compounds, depending on their position in the periodic table, the foreign atoms may

occupy one or both sublattice sites. In general, their incorporation efficiency is

affected by the present intrinsic point defects, which at growth temperatures can be

isolated and are usually electrically charged [9]. (Note that in undoped silicon, the self-

interstitials are assumed to be electrically neutral but negatively charged in n-doped Si

and positively charged in p-doped Si [24]—an often-observed phenomenon in many

materials.) Generally, the charge state of point defects depends on the Fermi position
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leading to their complex interaction with electrically active dopants. As a result, the

dopant solubility can be markedly influenced and, controversially, doping can affect

the native point defect solubility and also the formation energy. This phenomenon

has been well known for a long time in numerous melt-grown semiconductor com-

pounds, such as GaAs doped with Te and Si [25], CdTe doped with Ag and Cu [26], and

GaN. As can be seen from Figure 27.3, in GaN the native VGa and VN defects show the

lowest formation energies, leading at n-doping to the highest presence of the

acceptor-type VGa [29]. However, p-type GaN is difficult to obtain because of its

highest concentration of the shallow donator VN with the lowest formation energy in

such material [28].

The influence of the electron or hole concentration generated by the ionized impu-

rities and dopants Xz on the charge state of the native point defects is called the Fermi

level effect [27], whereby the degree of ionization z depends on the position of the Fermi

level [30] (Figure 27.3). For instance, the charge state of the Ga vacancy in GaAs changes

from neutral V o
Ga in p-type material over double-negatively-charged V 2�

Ga in the midgap to

a triple-negatively-charged V 3�
Ga in n-type material that affects the compensation level

and enhances the complex formation probability as well. An example of a complex re-

action in the common form is
�
V 3�
A þ 3h

�þ �
Xþ
B þ e

�
4ðVAXBÞ2� þ 2h (27.8)

This can be found in the form of [TeAsVGa]
2� or [SiGaVGa]

� in GaAs crystals or in the form

of neutral [VGaON] complex in GaN stabilizing the VGa presence during the cooling-down

process [29].

Thus, nonstoichiometry in compound crystals influences the incorporation efficiency

of impurities and dopants as well. Larger deviations from stoichiometric composition

during growth lead to higher possibilities of vacancy generation within the composi-

tionally impoverished sublattice. As a result, the incorporation density of atoms at the
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growing interface occupying these vacant sites increases with nonstoichiometry. This

was demonstrated by Rudolph et al. [26], who grew CdTe crystals by a vapor

pressure–controlled Bridgman method from different melt compositions containing

silver as the dopant. At near-stoichiometric growth conditions, the concentration of AgoCd
is drastically reduced down to 2� 1013 cm�3. Compared to that, a Te excess of

5� 1017 cm�3 leads to an incorporation of Ag atoms on VCd sites of about one order of

magnitude higher concentration.

27.2.5 Point Defect Engineering

To ensure specified electrical and optical qualities of single crystals and devices made

from them, the control of native point defects plays an important technological role,

especially if harmful secondary reactions are evoked by point imperfections, such as

precipitation and microvoid generation. From an experimental point of view, there are

two possible ways of defect mastering: (1) in situ control during the crystal growth

process and/or (2) postannealing of the as-grown crystal bulk or pieces (wafers) cut

from them.

In the case of dislocation-free crystals, a quasi-homogeneous point defect interplay

without catalytic effects takes place. As a result, the relatively high supersaturation

promotes vacancy and/or interstitial condensations within the cooling crystal volume,

escalating to unfavorable micro- and meso-conglomerations. As discussed in Section

27.2.1, in silicon at high pulling rates, vacancies are incorporated in excess and condense

during cooling down to form octahedral voids of w100 nm [8]. At low pulling rates,

interstitials are in excess, forming a network of dislocation loops [7]. The balance

between the number of vacancies and interstitials is the controlling factor. Based on

these experimental observations, three ways to achieve microdefect-free silicon have

been investigated [31]:

• Keep the growth conditions within the defect-free regime, which is approximately

�10% of the critical ratio v/GT¼ 1.34� 10�3 cm2 K�1min�1, where v is the growth

velocity and GT is the temperature gradient at the interface. However, such a small

tolerance permits only very low pulling velocities of about 0.5 mm/min and

extended cooling times.

• Keep a maximum pulling rate with fast cooling followed by a wafer annealing pro-

cess to reduce the microvoids.

• Use a “flash wafer” step, where a thin active Si layer of 0.5 mm is deposited onto

the wafer surfaces, which combines the maximum pull rate and fast cooling with

low-cost treatment.

The in situ control of native point defects in compound crystals is coupled with

the feasibility of accurate composition control during the growth process and,

therefore, with the exact knowledge of the phase diagrams. When the T-x shape of the

homogeneity region is better known, the in situ control can be more accurately
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adjusted. The application of a temperature-fixed vapor source of the volatile

component during the horizontal Bridgman (HB) method without covering of the

melt is well known [32]. In this technique, there is direct contact of the vapor phase

with the crystallizing melt-solid phase region, which guarantees near-phase equilib-

rium conditions during the whole growth run. Also, the vertical Bridgman (VB) and

vertical gradient freeze (VGF) techniques were introduced by using an extra source

for the vapor phase control [33] (see also Volume IIA, Chapter 9). A certain transport

transient of the vapor species has to be considered due to the complete covering of

the crystallization front by the melt column. As a result, the equilibrium temperatures

for the vapor pressure source can somewhat differ between the techniques.

Vapor-pressure-controlled HB, VB, and VGF have been successfully used to grow

near-stoichiometric compound semiconductors, such as CdTe [34] and GaAs

crystals—the latter even without boric oxide encapsulation of the melt surface [35]. If

highly purified material is used, high-resistivity CdTe crystals could be obtained [36],

caused by intrinsic defect annihilation and compensation. However, ensuring a stable

intrinsic semi-insulating state of high reproducibility over the whole crystal length is

very complicated due to native point defect segregation. A well-controlled source

temperature program that is well fitted with the growth rate would be required.

Compensation doping, such as that realized in CdTe [37], may be more promising. At

present, however, the stoichiometry is still tuned in cut wafers by postgrowth

annealing when required for a given application [38,39].

Much less practicable is the in situ control of stoichiometry in the Czochralski growth

of semiconductor compounds. For this, a modified technique without encapsulant is

required to influence the melt composition by partial pressure of the volatile element.

For instance, the in situ control of stoichiometry was achieved in GaAs by the vapor-

pressure-controlled Czochralski (VCz) technique [40] without boric oxide encapsula-

tion [41] (see Volume IIA, Chapter 3). It was demonstrated that near-stoichiometric

growth conditions with a Ga-rich melt reduce both the AsGa antisite and VGa concen-

trations [41].

Currently, for dielectric compounds, Czochralski growth experiments with precise in

situ vapor pressure control are still rare. This is primarily due to the much higher growth

temperatures and chemical aggressiveness of oxygen or fluorine, which make it difficult

and expensive to insert a chemically resistant and gastight inner growth chamber with

an extra source. However, some activities have been described. For instance, high-

quality composition-controlled Bi12GeO20 (BGO) crystals were grown in an inner

chamber made of platinum [42]. A related patent [43] describes the control of stoichi-

ometry during Czochralski growth of PbMoO4 crystals, with markedly improved optical

transmission using an MoO3 evaporation source within a bell covering around the

pulling crystal.

For the control of intentionally introduced extrinsic point defects (dopants), the

engineering is directed on their homogeneous or linear-gradient distribution, as

described in detail in the Volume IIb, Chapter 25.
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27.3 Dislocations
27.3.1 Growth Dislocations and Postgrowth Dislocations

Dislocations are generated during crystal growth via plastic deformation and by the

condensation of self-interstitials and vacancies. In the study of crystal growth defects, it

is useful to distinguish between two categories of dislocations [44,45]:

1. Dislocations that are connected with the growth front and proceed with it during

growth (i.e., growth dislocations, grown-in dislocations).

2. Dislocations that are generated behind the growth front, either during the growth

run or during cooling down to room temperature (i.e., postgrowth dislocations),

later during processing, or by improper handling.

The final arrangement of dislocations in a crystal at room temperature results from

growth dislocations, postgrowth dislocations, and the movement, multiplication, and

reactions of both after growth. Crystals grown at low temperatures with low- or zero-

temperature gradients (e.g., from aqueous solution) and in their brittle state usually

contain dislocations in their original “as-grown” configuration; in crystals grown at high

temperatures, the original dislocation configurations may be drastically altered by

dislocation movement, dislocation multiplication, and dislocation reactions. These

processes, which may occur during the growth run (behind the growth front), are

induced by thermal stress due to inhomogeneous temperature fields and—particularly

in crystals grown at very high temperatures—by the absorption of interstitials and

vacancies (“dislocation climb”) during cooling. They usually occur in crystals grown

from melt because these are always plastic in a more or less extended temperature range

below the melting point; thus, they allow the movement of dislocations even under low

critical stress. Dislocation arrangements, which are described in Sections 27.3.5 and

27.3.6, result from these processes. Detailed summaries on dislocation multiplication by

thermomechanical stress during the growth of crystals from the melt are given by Völkl

[46] and Prasad and Pendurti [47].

27.3.2 Sources of Growth Dislocations

For topological reasons, dislocation lines cannot start or end in the interior of a perfect

crystal. They either form closed loops, start from external and internal surfaces (e.g.,

grain boundaries), or start from defects with a break of the crystal lattice. In crystal

growth, such defects may arise from all kinds of inclusions (e.g., foreign particles, liquid

inclusions, bubbles, solute precipitates). When inclusions are overgrown and “closed” by

growth layers, lattice closure errors may occur. These errors are the origin of growth

dislocations that are connected to the growth front and propagate with it during further

growth [44,45].

It is a common observation that inclusions are the source of growth dislocations.

Examples are shown in Figures 27.4, 27.5 and 27.9(a). The appearance of dislocations
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“behind” an inclusion (viewed in the direction of growth) is correlated with its size: small

inclusions emit only few dislocations or are often dislocation free. Large inclusions

(>50 mm) usually emit bundles of dislocations.

The generation of growth dislocations by foreign particle inclusions has been experi-

mentally studied on crystals growing in aqueous solution (potassium alum) and in

supercooledmelt (benzophenone (C6H5)2CO,Tm¼ 48 �C; salol C13H10O3,Tm¼ 42 �C) [48].
Similar studieswere reported by Forty [49], whopresented a rich collection of photographs

of growth spirals and other surface patterns on growth faces of various crystals.

27.3.3 Propagation of Growth Dislocations

27.3.3.1 Characteristic Configurations, Theory of Preferred Direction
As summarized in the reviews by Klapper [44,45,50], a dislocation line ending on a

growth face will proceed with it. Its direction depends on the shape and the orientation

of the growth face and on its Burgers vector. A crystal growing on planar (habit) face

consists of growth sectors belonging to different growth faces (different growth

directions n; see Section 27.6.1). This leads under ideal conditions (i.e., stress-free

growth) to a characteristic configuration of growth dislocations, which is illustrated in

Figure 27.6. The dislocations start from inclusions and propagate as straight lines with

FIGURE 27.4 Liquid (zonal) inclusions in solution-grown potassium alum (water), triggered on a (110) face by an
intentionally introduced re-dissolution due to a temporary increase of solution by 1 �C. The original temperature
(w40 �C) was restored until a slight rounding of crystal edges had appeared. Arrow n: growth direction. A few
edge dislocations originate from the inclusions. A section (6� 12 mm2) of an X-ray topograph of a 0.9-mm thick
(100) plate is shown. Diffraction vector is gð220Þ; MoKa radiation. With permission from Springer Science þ
Business Media.
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directions l, which are usually close to, and frequently parallel to, the growth direction of

the sector in which they lie. They usually exhibit sharply defined, often noncrystallo-

graphic preferred directions lo, which depend on the growth direction n and on the

Burgers vector b: lo¼ lo(n, b). The dependence of the preferred direction lo on the growth

FIGURE 27.5 X-ray diffraction topograph of a (100) plate (approximately 1.5-mm thick, 50-mm long), cut from the
rear side of a potassium dihydrogen phosphate crystal rotated through the solution. Due to a closed wake of so-
lution with reduced supersaturation behind the ð011Þ growth face, liquid inclusions were repeatedly formed. They
are the origin of numerous dislocations, which grow out at the side because the prism face is practically not
growing. The dislocations in the triangular region above the capping zone belong to one of the growth sectors
(101) or (101). At their top ends, they emerge out of the plate t. With permission from Springer
Science þ Business Media [45].

FIGURE 27.6 Typical geometry of growth dislocations in crystals grown on habit faces. The different preferred
directions of dislocations lines within one growth sector result from different Burgers vectors. These directions
abruptly change their directions when they penetrate a growth-sector boundary, where, during growth, the dislo-
cation outcrops shift over the edge from one face to the other. After Klapper [44,45], with permission from
Springer Science þ Business Media [45].
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direction n becomes conspicuously apparent when the dislocations penetrate growth-

sector boundaries, which implies an abrupt change of the growth direction. As a

result, the dislocation lines undergo an abrupt change of their preferred direction lo.

Examples are shown in Figure 27.7.

This preferred direction of growth dislocations is explained by two approaches:

1. The minimum-energy theorem (Figure 27.8(a)): The dislocation lines adopt a direc-

tion l (unit vector), for which its energy within any growth layer is a minimum. For

a growth layer of unit thickness d¼ 1, this can be expressed as E/cos a¼minimum,

with E¼ E(l, b, cij) being the elastic energy (strain energy) per unit length of the

dislocation line (cij are the elastic constants of the crystal) and a being the angle

between n and l. The factor 1/cos a accounts for the length of the dislocation line

in the layer [44,50,52].

2. The zero-force theorem (Figure 27.8(b)): A dislocation line emerging at the surface

experiences a force dF, which depends on the angle a between the dislocation

direction l and the surface normal n. At the surface, this force is infinitely large.

According to Lothe [51], there exists always a direction lo for which this force is

FIGURE 27.7 Left: This section of a (001) plate (horizontal width about 15 mm, thickness 1.5 mm) was cut out of a
salol crystal (orthorhombic) grown from supercooled melt. The dislocation lines change their preferred directions
when they penetrate the boundaries (arrows) from the {120} into the {010} growth sectors. S: seed crystal, H: hole
due to a gas bubble, G: grown-out (100) sector, A: dislocation pairs (with opposite Burgers vectors of their
components) originating from tiny inclusions, dots: surface damages. With permission from Springer
Science þ Business Media [45].) Right: (a) transmission electron micrograph of the dislocation arrangement in GaN
grown on a sapphire substrate by MOVPE epitaxial lateral overgrowth (ELO) through the window (width 3 mm) of
a mask, viewed along direction ½1010�. (b) Sketch of growth features and dislocation arrangement. Dotted lines
shapes of the GaN crystal with faces f1122g and (0001) in successive stages of ELO-growth; dashed lines (white in
(a)): boundary between the (0001) and the neighbored f1122g growth sectors. The basal (0001) face has the
higher growth velocity and, thus, finally vanishes from the crystal shape. The dislocations (full lines), proceeding
through the mask window and ending on the basal plane, are bent by 90� into the horizontal direction when
penetrating the boundary to the neighbored f1122g sectors. Courtesy of Vennéguès et al. [60]; reproduced with
permission from [60], copyright (2000), AIP Publishing LLC.
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zero for the dislocation line segments at any depth below the surface r. It is

plausible that a dislocation emerging at the growth face follows this direction of

zero force. Using the formula

dF ¼ �1

r

�
vE

va
þ E tan a

�
dl; (27.9)

(theorem of Lothe), it can be shown that both approaches lead to the same preferred

directions.

FIGURE 27.8 (a) Derivation of the energy of a straight dislocation line within a layer parallel to the growth face.
(b) Illustration of the force dF exerted by the crystal surface upon a line segment dl of a straight dislocation line
emerging at the surface (theorem of Lothe [51]). With permission from Springer Science þ Business Media [45].

FIGURE 27.9 (a) This section (z8.5� 14 mm2) of an X-ray topograph (reflection 200, Ag-Ka radiation) of a potas-
sium dihydrogen phosphate (KDP) (100) plate (thickness y 1.5 mm) shows bundles of dislocations with non-
crystallographic preferred directions emanating from small liquid inclusions. The Burgers vectors of these
dislocations can be recognized from their preferred directions. In addition, growth bands and features due to
vicinal effects are visible. (b) Plots of calculated energies E/cos a (arbitrary units) of dislocations with Burgers
vectors b¼ [001] (1), b¼ [100] (2), b¼ [011] (3), and b¼ [011] (4) in growth sector (011) of KDP (polar coordinates).
The preferred directions of minimum E/cos a are represented by arrows. The dashed lines are circles with radii
equal to the minimum values of E/cos a.
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27.3.3.2 Verification of the Minimum Energy Approach and Examples
The minimum-energy directions of growth dislocations have been calculated for several

Burgers vectors and growth sectors in various crystals grown from solution and super-

cooled melt [52–54] using the theory of dislocations in elastically anisotropic crystals

developed by Eshelby et al. [55]. Although the calculations are only approximate by

regarding the crystal as an elastic continuum and neglecting the dislocation core energy,

the agreement between observed and calculated directions is satisfactory. Figure 27.9

shows the comparison of observed and calculated preferred directions of dislocations

with four different Burgers vectors in the (011) growth sector of potassium dihydrogen

phosphate (KDP) [56]. The agreement is excellent with deviations of 3–6�, except for

dislocation 4, the observed directions of which scatter by �5� around a direction devi-

ating by about 20� from the calculated one. This may be due to the very flat minimum of

K, which makes the minimum energy directions more subject to other influences, such

as surface features and core-energy variations. Similar comparisons have been carried

out for various crystals grown on planar faces from solutions and supercooled melts

[53,54,57,58]. In general, the agreement of observed and calculated directions is

satisfactory and confirms the validity of the above theorems.

On account of the factor 1/cos a in the energy term above, the preferred directions of

growth dislocations are mostly normal or nearly normal to the (local) growth face. In

some cases of planar interfaces, however, deviations from the growth normal of up to 30�

have been observed in agreement with the calculations.

For interfaces with convex curvature, such as in Czochralski growth of oxides,

the dislocation lines diverge and grow out of the crystal boule through its side faces,

whereas for concave interfaces the dislocation lines are focused into the center of

the crystal boule. Trajectories of growth dislocations in Czochralski gadolinium gallium

garnet (GGG) have been calculated and compared with observed trajectories by Schmidt

and Weiss [59]. The rounding of the interface has been taken into account by performing

the calculations stepwise in small increments. Again, the agreement is satisfactory.

Moreover, this allowed the assignment of Burgers vectors to the different dislocation

trajectories, which were observed optically in polarized light. Preferred dislocation

directions and their bending when penetrating a growth sector boundary have been

observed by transmission electron microscopy in GaN grown by metal-organic vapor

phase epitaxy (MOVPE) using the epitaxial lateral overgrowth (ELO) technique [60,61].

An example is shown in Figure 27.7(b).

Although the agreement of observed and calculated directions of growth dislocations

is in general satisfactory, frequently discrepancies are found. The reasons for this may be

due to the insufficient approximation by the model on which the calculations are based,

the influence of other defects, or particular surface relief. The above calculations are

based on linear anisotropic elasticity of the continuum and do not account for the

discrete structure of the crystals, the dislocation core energy, or, in piezoelectric crystals,

electric energy contributions.
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The following four causes have been found to affect preferred directions:

1. Discrete lattice structure of the crystals and the neglect of the core energy

2. Long-range stress

3. Surface relief of the growth face (e.g., growth hillocks, macrosteps)

4. Dislocation movement and reactions after growth

Detailed discussions of these influences are given in Refs [44,45,50,52].

27.3.4 Postgrowth Dislocations

Dislocations formed in the interior of the already-grown crystal without connection to

the growth front or other surfaces must be closed loops. It is practically impossible to

generate closed loops in a perfect crystal by stress because the stress required for such

processes would be extremely high. Inclusions, however, usually represent stress

centers and form internal surfaces of the crystal. The stress in the crystal around the

inclusions is relieved by the emission of concentric dislocations loops or—more

frequently—of dislocation half-loops (see Section 27.5.4, equation 27.17). The half-loops

are, strictly speaking, also closed loops (with a virtual closing line element inside the

inclusion). Half-loops can also generate growth dislocations: if stress is built up around

an inclusion just incorporated and still close to the growth front, half-loops emitted

from the inclusion may “break through” to the growth interface, whereby each half-loop

forms two separated dislocation lines with opposite Burgers vectors propagating with

the growth front. Dislocation half-loops emitted from bubble inclusions in benzil grown

from supercooled melt [58] are shown in Figure 27.10. Examples of half-loops in

solution-grown crystals, revealed by X-ray topography, are given in Ref. [62] for sodium

chlorate and in Ref. [63] for tetraoxane. The latter study shows the successive emission

of half-loops from inclusions and their splitting into two separate dislocations when

reaching the crystal surface. A very peculiar kind of dislocation loop is observed in

octadecanol crystals grown from xylene solution: columns of prismatic loops are

punched out from inclusions [64].

More detailed discussions are given in Refs [45,50,54,65].

27.3.5 Dislocation Dynamics (Patterning, Cell Structures, Clustering)

Dislocation dynamics describe the dynamic organization of dislocations into spatially

heterogeneous substructures [66]. Bulk crystals are grown in heat fields with tempera-

ture differences (gradients) being not of ideally linear but, typically, nonlinear character.

As a consequence, thermomechanical stresses are present in the growing crystal ingot

[67]. Under such conditions, even at high temperatures, the existing dislocations exhibit

both (1) glide, with a velocity proportional to the power of acting stress; and (2) climb

motion, with a rate that is a function of applied stress, temperature, and, especially,

density and diffusivity of available point defects. Dislocation motions result from both
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long-range force fields, such as overall thermomechanical stress, and short-range re-

actions between individual dislocations.

When the generated thermomechanical stress within a growing crystal is of the order

of the critical resolved shear stress (CRSS), the stored dislocations are shifted with a

glide velocity of

vg ¼ v0
�
seff

�m
exp

��Ea

kT

�
(27.10)

where v0 is the empiric material constant (shear wave velocity), seff is the effective shear

stress on dislocation¼ s� A
ffiffiffiffiffi
r0

p
, A is the strain hardening factor, r0 is the mobile

dislocation density, m is the stress experimentally obtained from deformation experi-

ments, Ea is the activation energy (Peierls potential), k is the Boltzmann factor, and T is

the absolute temperature. Note that no obstacles, such as sessile dislocations, foreign

phase inclusions, or grain boundaries, are considered in Eqn (27.10).

In addition, dislocation climb (jog dragging) is thermally activated but depends

additionally on the diffusive properties of the material, particularly the diffusion of

native point defects (vacancies, interstitials), being more mobile than glide, known as

climb velocity:

vc ¼ v0cl
�
seff

�Nc exp

��ESD

kT

�
(27.11)

Here, v0clw nj Di/l is the characteristic climb velocity depending on point defect

diffusivity, in which Di is the distance between equilibrium point defect concentration

FIGURE 27.10 Postgrowth dislocation half loops in benzil (grown from supercooled melt) emitted from a trail of
bubbles. Section 4.5� 5 mm of a (0110) plate. The dislocations belong to the h100i(0110) glide system and are
purely screw in their horizontal segments [58]. With permission from Springer Science þ Business Media [45].
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and dislocation line l. The concentration of jogs per unit length of dislocation nj¼ n0

exp(�Ej/kT), where n0 is the thermodynamic equilibrium number of atom sites per unit

length of dislocation and Ej is the characteristic jog energy (nj/n0 is of the order of 10�3

at T¼ 1000 K [68]). Nc is the climb exponent and ESD is the activation energy for

self-diffusion.

Generally, in the course of enthalpy minimization, the long-range character of

dislocation interaction produces agglomerates and patterns by mutual attraction,

ensuring a screening effect. At the same time, a dislocation density thinning via annihi-

lation takes place when the Burgers vectors are of opposite signs. Therefore, the total

interaction energy between dislocations within a cylindrical crystal with radius R and

mean distance between homogeneously distributed starting dislocations r
�1=2
0 consists

of the following [69]:

Ei ¼ �
ZR

r
�1=2

0

2prfaðr; rÞ
�
Gb2

	
2p

�
lnðr=r0Þdr (27.12)

where fa(r,r) is the distribution function considering dislocation annihilation,

whereupon 2prfa(r,r)dr is the difference between the number of dislocations with

Burgers vector of opposite sign to that of similar sign between distances r and

r þ dr. G is the shear modulus, b is the Burgers vector, r is the radial position, and

r0 (z2� 4b), which is the dislocation core within which the linear-elastic theory

breaks down.

As it was found experimentally, there are also nonlinear interactions between dis-

locations, which are phenomenologically described as rate processes rather than force-

displacement relationships. Some of these reactions are immobilization, annihilation,

dipole formation, junction formation, and dislocation multiplication. For instance, if

the stress on a mobile dislocation falls below the friction stress or the dislocation is

pinned at a mesoscopic obstacle (impurity conglomerate, second-phase inclusion,

grain boundary), it becomes immobile. In particular, barriers caused by point defect

agglomerations and grain boundaries produce often dislocation clusters of quite

increased energy content, which produces prismatic dislocation loops or even

microcracks.

Annihilation is the cancellation of two dislocations of opposite Burgers vectors,

which approach each other along a given crystallographic plane within a certain

critical distance. For two screw dislocations, this distance is y�szmb=2ps, with m

being the shear modulus and s being the shear stress required for dislocation glide.

In comparison, two edge dislocations annihilate at much smaller critical distances

on the order of 1–2 nm. However, they can achieve a stable configuration at a

distance greater than the critical distance for annihilation. Such configuration is

known as a dipole, being stable when the stress on a dislocation is less than the

passing shear stress for a dipole sdpz mb/8p (1� m)y, with y being the slip plane

spacing.
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Another important dynamic event is the energetically favorable junction formation.

When many mobile dislocations are approaching each other, they can form jog in-

tersections leading in ensemble to well-patterned dislocation networks. In particular, the

energetic interplay between edge dislocations of opposite Burgers vector evoke their

gathering in dislocation walls. As a result the energy of each individual dislocation within

the wall reduces by a factor of three or four compared to its energy within a statistical

initial arrangement. Finally, besides the cross-glide of screw dislocations, multiplication

occurs by pinning of the dislocation, bowing out, and wrapping around the pinning

points, known as the Frank-Read mechanism.

When glide and climb motions are competitive, dislocation cell structures form. This

process of self-organization minimizes the internal enthalpy of the growing crystal in the

course of plastic relaxation. In addition, the continuously acting flows of heat and stress

put the crystal in a state somewhat outside the thermodynamic equilibrium accompa-

nied by dissipative structuring via steady entropy production. Thus, the presence of

heterogeneous dislocation substructures in as-grown crystals is not an abnormality but

rather a common fact.

Cell patterning is studied best in metals under external load but also in postdeformed

elemental semiconductor single crystals, such as silicon, and semiconductor com-

pounds, such as III-BVs and II-VIs [70]. They are observed in melt-grown Czochralski

[71], horizontal [72], and vertical Bridgman crystals [73], as well as in samples grown

from solution [74] and vapor [75] (see Figure 27.11). However, the growth-related process

of dynamical structuring, even in semiconductor compounds, has not yet been studied

with such profundity as in postdeformed specimens. Of course, this is mainly due to the

current impossibility of in situ stress measurements. Thus, the best possible global

modeling of the present acting thermomechanical stress field in each given growth

situation is increasingly coming to the fore [76].

There is a growing need for clarification of such features in semiconductors and

dielectric crystals because they markedly influence the device quality. For instance, in

as-grown semi-insulating GaAs, which is important for the production of low-noise high-

frequency devices, a mesoscopic resistivity variation occurs due to the accumulation of

AsGa antisite defects (EL2) along the low-angle grain walls, which requires a sophisti-

cated after-annealing step. Further, the wide application of Cd1�xZnxTe crystals as the

most promising candidates for radiation-detection systems is still hindered by the

charge-transport nonuniformities along such cellular substructures [77]. In multi-

crystalline silicon (mc-Si) for PV, an enhanced recombination occurs due to metal

decoration in combination with oxygen at the subgrain boundaries, leading to degra-

dation of the carrier lifetime and, thus, solar cell efficiency. Finally, as it is well known in

crystals for optical applications, such as CaF2 for ultraviolet photolithography, subgrain

networks impair the transparency and resolution quality.

In general, dislocation cell structures consist of walls with high dislocation density

separated by interiors of markedly dislocation-reduced or even dislocation-free material.

The detailed analysis by X-ray synchrotron topography of dislocation cells in as-grown 600
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vapor-pressure-controlled GaAs crystal showed that the dislocations are accumulated in

fuzzy walls [78]. Typically, numerous junctions and pins form a sessile dislocation

jungle, which is rather stable against postgrowth annealing [79]. Only very small mean

tilt angles around 10 arcsec exist between the cells. In comparison, in CdTe, PbTe, mc-Si,

and CaF2, the matrix contains numerous isolated dislocations and the cell walls are

much sharper, consisting of only one row of dislocation pits that can be ascertained by

transmission electron microscopy [75]. Such behavior is well known from the standard

type of polygonized low-angle grain boundaries (primary subgrain formation), con-

taining only the excess dislocations of similar Burgers vector after the annihilation is

completed. Tilt angles of 60–120 arcsec were reported for such crystals [34]. Obviously,

(a) (b) (c)

(d)

(g) (h) (i)

(e) (f)

2 µm 1 µm 300 µm

200 µm100 µm100 µm

200 µm 500 µm 1000 µm

FIGURE 27.11 Dislocation patterns formed in various crystals under differing stress conditions. (a) Mo 12%
deformed at 493 K; (b) Cu–Mn crystal deformed at 68.2 MPa; (c) GaAs crystal grown by VCz; (d) CdTe crystal
grown by VB; (e) mc-Si crystallized bei VGF; (f) SiC crystal grown by sublimation; (g) Cd0.96Zn0.04Te crystal grown
by VB; (h) NaCl crystal with labyrinth structure deformed by 150 MPa at T/Tm¼ 0.75; (i) CaF2 crystal grown by VB.
Adapted from Ref. [70].
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compared with GaAs in these materials, the substructure reacts much more sensitively to

variations of the stress field acting during crystal growth. Additionally, in II–VI and IV–VI

substances, the dislocation mobility is markedly enhanced compared with III–Vs due to

the much higher bond ionicity.

By ascertaining the mean cell diameter using the rules of correspondence, which are

valid for most materials [80], we are able to estimate the value of once-acting thermo-

mechanical stress. At first, after Holt’s relation [69], the cell diameter is approximately

given by dz Kr�1/2 (K-similitude coefficient); there is a correlation between cell size and

dislocation content. Next, according to the rule of Kuhlmann-Wilsdorf [81],

d¼ K G b s�1, the cell diameter also correlates with the acting shear stress. For instance,

a mean cell diameter of 100 mm in an as-grown crystal correlates with a former s of about
3–5 MPa. Finally, Taylor’s rule [82], s¼ K G b r1/2, shows the relationship between stress

and expected dislocation density (Figure 27.12). Of course, from these relationships

follows that substructures should be damped by adherence of the lowest possible

thermomechanical stress during growth—that is, assurance either of even or, as it was

postulated by Indenbom [67], polynomial-shaped isotherms.

FIGURE 27.12 Kuhlmann-Wilsdorf’s d(s), Holt’s d(r), and Taylor’s r(s) dependencies of similarities with inserted
experimental points from deformation tests and crystal growth (d-cell diameter, G-shear modulus, b-Burgers
vector, s-shear stress, r-dislocation density, K-similitude constant z7.5) [83].
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Dislocation clustering (bunching) is a well-known harmful defect mode in as-grown

and loaded crystals that has been a long-term subject of investigation. This phenome-

non is not only typical in dislocation containing semiconductor crystals, such as mc-Si

or III–Vs, but also in metals, alloys, and dielectrics. They are most intensively studied on

metals under load with high dislocation densities. Usually, they are related to acting

mechanical and thermomechanical stresses. However, they also correlate with poly-

crystallinity, such as in the presence of large-angle grain boundaries. Further, dislocation

clustering can appear even in crystals with low defect density, especially when foreign-

phase inclusions are presented (Figure 27.13). Dislocation bundles are also formed

during crystallization if concave–convex and morphologically unstable melt-solid in-

terfaces are obtained. Even in the concave part, the minimum energy theorem, shown in

Section 27.3.3.1, is responsible for dislocation bundling. In sum, their appearance and

origins are versatile and often of stochastic character.

For instance, in mc-silicon ingots for PV crystallized by directional solidification,

dislocation clustering is a hotly debated object due to its continuous presence and

harmfulness. About 10% of the surface area of commercially available mc-wafers is

covered with such clusters of diameters between 0.1 and 1.0 mm containing dislocation

densities of 106–108 cm2 [84]. They degrade the minority carrier life and, hence, the solar

cell efficiency by more than 3–4 percentage points [85]. Once they are formed, they mostly

follow the propagating solidification interface through the whole crystal, remembering

veins. Due to their ability as getters for highly diffusive metallic impurities, the shorting of

p-n junctions is most likely. Therefore, their avoidance in solar cells is of highest priority.

It has been demonstrated that in multicrystalline (mc) Si ingots consisting of multigrains

of uniform small size, dislocation clusters can be localized in intragrains and often

disappear when those grains are overgrown by others. Accordingly, the defect

multiplication is easily terminated. Such so-called high-performance mc-Si has high

industrial applicability for photovoltaics, mainly because the solar cell efficiency is 17.8%,

which is comparable with more defect-inherent large-grain-size material [86].

Dislocation clusters are formed around presented second-phase particles (inclusions,

precipitates; see Section 27.5.3). Mostly during the solidification of nonstoichiometric

    2 mm       500 μm 1 cm

[010] 

[110] 

FIGURE 27.13 Dislocation clustering around Ga inclusions in GaAs (left), in directionally solidified mc-Si (middle),
and at concave interface regions in an LEC GaAs crystal (right). Images by U. Juda from IKZ Berlin.
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compounds, the excess component is incorporated as small liquid inclusions, crystal-

lizing at a much lower temperature than the matrix (Figure 27.14). Different thermal

expansion coefficients, volume expansion, and lattice misfits before and after the in-

clusion are solidified, causing marked stress that generates dislocations at the boundary

to the matrix (see e.g., Refs [87,88]), which can be explained by the Greenwood–

Foreman–Rimmer mechanism [89] (see Section 27.5.4).

An inhomogeneous dislocation redistribution takes place when unfavorable

convex–concave (W-shaped) interfaces are present, mostly in cylindrical crystals

growing from the melt. The lowest dislocation density is found at the inflection point

with a concave minimum of ds/dx¼ 0 [90]. There, a characteristic clustering appears,

with assembly symmetry according the Schmid factor. After Shibata et al. [91], effective

depression of such dislocation bunching is successful when the ratio between the crystal

diameter D and the radius of interface curvature r is >0.5.

Another important clustering effect, observed even in polycrystals with large-angle

grain boundaries, is the dislocation pile-up. In fact, the predominant portion of dislo-

cation bunching in mc-Si samples is observed at such boundaries [84]. If a series of

dislocations with the same Burgers vector all lying in the same slip plane meet a hard

obstacle, such as large-angle grain boundary, the dislocations mostly pile up behind the

leading dislocation. Large long-range stress is produced at the head of the pile-up,

increasing with the involved dislocation number. It can cause dislocation multiplica-

tion by cross-slip of screw dislocations held up at obstacles such as precipitates, thus

FIGURE 27.14 Left: Te droplet pressure p versus T curves in CdTe (hf
Te-Te interstitial formation energy; nl/ns-liquid

to solid vibrational frequency). Middle: dislocation bundling around Te precipitates with nearly spherical
morphology (below) and with crystallographically regular (triangular) cross-section (above). Right: schematic
illustration of Greenwood–Foreman–Rimmer mechanism of interstitial dislocation loop punching (above) before
and (below) after a loop is punched. Adapted with permission from Ref. [89].
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forming a dislocation gnarl. For comparison, a near screw aggregation was ascertained at

the grain boundary in mechanically loaded titanium [92]. In particular, the pile-up of

dislocations at grain boundaries generates a back stress; this tends to suppress further

activation of the dislocation source and a stress intensification ahead of the pile-up, thus

promoting grain boundary fracture, slip transfer, or twin nucleation into the neighboring

grain.

As we can see, the dislocation dynamics within a growing crystal are quite manifold

and complex. It is worth noting that the above-mentioned particular events must not be

taken out of context. There exists a strong correlation between the dislocation dynamics

and other defect types of lower and higher orders.

What about the state-of-the-art of dislocation dynamics and its modeling? Good

progress has been made in the field of metal physics, especially metallurgy and cold

forming of alloys, as summarized in the book by Kubin [83]. In comparison, the full

ascertainment of dislocation dynamics in growing crystals is still uncertain. Consider the

explanation of the dynamic processes evoking characteristic dislocation rearrangements

in all stressed materials, such as the ones found in as-grown crystals. According to Kubin

[83], in either case, the plastic flow is not uniform at a fine scale, such as along a pile-up

band as discussed above. The inhomogeneous release of elastic energy gives rise to the

emission of acoustic waves (avalanches) interplaying with stored sessile dislocations and

micro-obstacles (precipitates, vacancy condensations). In the course of cooling down,

sporadic clouded dislocation patterns are frozen up (Figure 27.15), recalling the

well-known cluster structures in mc-silicon, for example (Figure 27.11). Thus, it will be

hard for the crystal grower to maintain perfect homogeneously distributed stored

dislocations.

27.3.6 Dislocation Engineering

Dislocation engineering deals with practical measures of control of dislocation density

and patterns or even their in situ prevention during the crystal growth process.

FIGURE 27.15 Modeled avalanches on the
[011](111) slip system of a stressed [001]
thin copper layer, sporadically pinned at
obstacles. The contour of the expanding
avalanche is shown in black. The light
gray lines are forest dislocations and
junctions formed between primary and
forest dislocations. From Devincre et al.
[162].

Chapter 27 • Defect Generation and Interaction during Crystal Growth 1119



Generally, for dislocation-reduced growth of compound and mixed crystals with large

diameters, the proper combination of the following conditions are required [19]:

1. Use of a dislocation-free seed crystal, preventing a thermal shock when it contacts

the melt in order to avoid grown-in dislocations, which are the most serious

sources for dislocation multiplication

2. Achievement of a strongly uniaxial heat flow with very small temperature

gradients—that is, nearly flat isotherms at all stages of the growth process

3. If possible, omission of fluid encapsulants (boric oxide), the presence of which

introduces markedly thermomechanical stresses at the crystal periphery and,

possibly, its replacement by a detached growth mode [93],

4. In situ stoichiometry control by partial vapor pressure regulation over the melt in

order to reduce the intrinsic point defect content, which promotes high-

temperature dislocation multiplication by climb and also cell structure formation

5. Prevention of constitutional supercooling at the interface by proper selection of a

noncritical GT/v ratio

6. Minimization of atmospheric pressure fluctuations around the growing crystal to

minimize heterogeneous dislocation rearrangements

The highest temperature nonlinearities and, hence, related thermal stress values

(which increase very sensitively with diameter) appear in liquid-encapsulated

Czochralski (LEC) crystals [47]. The situation can be improved by using the VCz

method, which has been successfully tested not only for growth of semiconductor

compounds [40] but also oxide materials [42].

However, the lowest dislocation density in compound materials is obtained by VGF,

which has been investigated on industrial scales since the mid-1990s as the most

promising growth variant for important semiconductors (InP, GaAs, CdTe), fluorides

(CaF2), and oxides (sapphire, BGO, PMNT, PZNT), as well as quasi-mono PV silicon (see

Volume IIA, Chapters 9 and 10). The decisive technological measure is the maintenance

of uniaxial heat flow through the growing crystal during the whole growth run by proper

control of the cooling rate between a top and bottom heater flanked by a booster heater

to avoid radial heat outflow [94]. Using solution hardening by doping, even the lowest

dislocation densities (<10 cm�2) can be achieved [95].

Another phenomenon to be controlled in situ is dislocation cell patterning.

Independently of the materials used, the cell formation can be reduced very effectively

by doping. No cell structuring was observed in GaAs crystals doped with In or Si at

concentrations greater than 1018 cm�3 [19]. Such an effect is due to the impurity get-

tering at the dislocation core. In consequence, the yield stress is enhanced by dislocation

locking. No low-angle grain structure was found in CdTe and PbTe crystals when so-

lution hardening by mixing components Se (x> 0.4) and Sn (x> 0.15) was provided,

respectively. However, there is the drawback of segregation when dopants are added to

the melt and the danger of morphological interface instability by constitutional super-

cooling. Obviously, the best way to exclude dislocation patterning is the reduction of the
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dislocation density by minimization of the thermomechanical stress. In undoped VGF

GaAs at r values <5� 103/cm2, the cell structure began to disappear [41]. Also, the

minimization of the native point defect content by in situ control of stoichiometry

during growth can depress the dislocation cell patterning. The stoichiometry can be

regulated by the partial pressure of the volatile component over the melt, applying an

extra heat source within the growth chamber [40], which has been tested by HB growth

[96], the hot-wall Czochralski method [97], and VCz [40]. Using a VCz arrangement

without a boric oxide encapsulant, the cellular structure could be suppressed in undo-

ped GaAs crystals when the stoichiometry is controlled by growth from a Ga-rich melt

composition [14,41]. This result was confirmed by numeric simulations of the cell-

structuring phenomenon in face-centered cubic (fcc) metals [98].

The pile-off and dissolute cell structures after annealing is a complicated tool. As was

demonstrated by high-temperature real-time X-ray tomography, annealing in a homo-

geneous temperature field only 100 K below the melting point of GaAs crystals [79] did

not change or rearrange the cell pattern. Only heat treatments combined with temper-

ature differences and/or mechanical bending can be used, as described elsewhere

(e.g., Ref. [99]).

27.4 Grain Boundaries
A grain boundary is the interface between two near-perfectly-built structural regions in

solid materials. Their presence can influence the material properties markedly. Grain

boundaries correlate with other defect types, such as dislocations and point defects,

collecting them at the boundaries and therefore evoking the unfavorable qualities of

inhomogeneities. It is convenient to separate grain boundaries by the misorientation

angle between the two grains. Low-angle grain boundaries are those with a misorien-

tation that is less than approximately 11� [99]. Generally speaking, they are composed of

an array of dislocations, and their properties and structure are functions of the misori-

entation. In particular, the grain boundary energy gGB depends on the tilt angle between

grains qGB-that is, dgGB/dqGB> 0. In contrast, the properties of large-angle grain

boundaries, whose misorientation is larger than approximately 11� (depending on the

material, this angular limit varies from 10� to 15� [99]), are normally found to be inde-

pendent of the misorientation; mathematically expressed, dgGB/dqGB becomes 0. From

these observations, material scientists willingly differentiate between monocrystallinity

(qGB< 10�) and polycrystallinity (qGB> 10�).

27.4.1 Dynamic Polygonization-Low-Angle Grain Boundaries

Low-angle grain boundaries are formed during cooling down of as-grown crystals in

course of plastic relaxation tightly coupled with the previously discussed dislocation

dynamics. With this in mind, the dislocation cellular structuring proves to be a process of

structural matching to the thermal field situation. The larger the thermal in-

homogeneities—that is, the thermoelastic stress—the greater is the driving force of
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fragmentation of the bended crystal lattice into subregions (cells, domains), with ideal

structures differing in orientation from each other by the tilt angle qGB in the region of

some arcsec to arcmin. On the whole, the fragment sizes decrease and their

misorientations increase with increasing plastic deformation.

The geometrically necessary dislocations (GNDs) [100] involved in the accommoda-

tion are usually concentrated at the boundaries of the crystal fragments. Higher-density

GNDs of one sign at the boundaries lead to higher crystallographic misorientation of the

corresponding crystal fragments. During crystal bending by thermomechanical stress in

the initial stage of plastic relaxation, the mechanism of dynamic polygonization (DP)

begins, correlating with dislocation slip mode only (easy-glide stage). During DP, vertical

walls of dislocations perpendicular to the dislocation slip plane are formed. Unlike static

polygonization (SP), which is the point-defect-assisted formation of misoriented block

dislocation structures at elevated temperatures, the DP is observed down to relatively

moderate temperatures. Therefore, the DP is also called slip polygonization because the

formation of walls consisting of dislocations does not involve diffusive dislocation climb,

in contrast to the case of SP [101]. As a result, by DP, a dynamic polygon structure arises

in the form of a periodic system of tilt walls of dislocations (Figure 27.16). Of course, the

dislocation distribution in the form of walls corresponds to a minimum energy of the

dislocation array. This can be proven by comparing the dislocation self-energy Es for

initial random distributions, which is equal to the sum of the self-energies of the dis-

locations and their interaction energy and the total energy of GNDs, En, forming a system

of n¼ L/lw vertical walls (where L is the crystal width and lw is the average spacing

between walls) [101]:

Es ¼ Gb2

2pð1� mÞ r ln
1

r0r1=2
4En ¼ Gb2

2pð1� mÞ r ln
hn

r0
(27.13)

Using the relationship r¼ (hnlw)
�1, the difference in energy (gain) between single dis-

locations and GNDs within the wall becomes

Es � En ¼ 1

4

Gb2

pð1� mÞ r ln
lw

hn

> 0 (27.14)

100 µm

SP
DP 

FIGURE 27.16 Dynamically polygonized dislocation walls together with statically polygonized dislocation cells in
mc-Si and THM CdTe. From Refs [163,164], respectively.
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where G is the shear modulus, b is the Burgers vector, m is the Poisson ratio, r is

the dislocation density, r�1/2 is the mean spacing between dislocations of the random

distributed configuration, r0 is the dislocation core radius, and hn is the distance between

dislocation in walls. This result is due to the fact that the dislocation interaction energy

decreases with decreasing spacing between dislocations when r�1/2> hn. The mis-

orientations of the corresponding crystal fragments increase for the reverse relationship

as qs< qn, where qs¼ br1/2 and qn¼ b/hn.

Figure 27.16 shows both typical dislocation walls obtained by DP and dislocation cells

formed at a higher T in the course of SP.

In numerous melt-grown compound crystals, such as in as-grown CdTe, PbTe, and

CaF2, for example, the cell arrangement resembles the classic low-angle grain

boundary structure, with relatively high tilt angles on the order of arcmin, obviously

originated by DP. The grain matrix usually contains some residual dislocations but the

walls are formed very abruptly, consisting of only one dislocation row of identical

Burgers vector [102]. On the other hand, there are materials with fuzzy cell walls of

some thickness consisting of many tangled dislocations, such as Cu and GaAs [78],

indicating SP assistance by high point defect diffusivity. They show relatively low

tilt angles, around 10–20 arcsec. Additionally, there are crystals consisting of both

somewhat elongated one-row dislocation walls and cellular substructures

(Figure 27.16).

Finally, low-angle grain boundaries need a certain ripening time, which is not only

influenced by the acting stress and cooling rate but also by the material properties, such

as dislocation mobility and given content of point defects.

Note that there is also a totally different origin of formation of low-angle grain

boundaries, which are not so easy to differentiate from DP in as-grown crystals. In case

of morphological instabilities of the propagating melt-solid crystallization fronts caused

by constitutional supercooling [103], characteristic cellular-shaped interfaces appear.

They produce columnar grain boundary patterns similar to polygonized cell structuring,

because the growing-in dislocations are assembled by their line bending toward the

concave cusps (i.e., along the column boundaries). This has been very clearly observed

by real-time synchrotron X-ray topography on Al-0.73 wt% Cu alloy [104].

27.4.2 Large-Angle Grain Boundaries-Polycrystallinity

As mentioned, large-angle grain boundaries are a characteristic feature of poly-

crystallinity, with tilt angles between the grains of more than 11�. A markedly disoriented

grain ensemble appears when no monocrystalline seed is used to initiate a directional

solidification. For instance, in metallurgical casting processes, multicrystalline ingots are

intentionally produced by spontaneous nucleation of the solid phase within the melt in

order to obtain enhanced mechanical strengths and macroscopic parameter homoge-

neity. In the field of monocrystal growth, however, it is the cardinal aim to prevent large-

angle grain structures that impair the favorable anisotropic, electronic, and optical
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qualities. The pioneering works aimed insert a seed into the solution tanks, dip a seed

into the melt crucibles, or ensure grain selection by container necking. Many experi-

ments have focused on grain coarsening based on the Gibbs–Thomson effect, where-

upon grains of small dimension disappear due to their heightened chemical potential

compared to the larger ones. To enhance the coarsening effect, an alternative remelting

of the growing interface has been achieved (e.g., Refs [105,106]). In some materials, such

as Te or Bi2Te3, the grain selection is even intrinsically supported due to the high

anisotropy of thermal conductivity, favoring the overgrowth of the grains of highest

conductivity along the growth direction. However, there are also materials where the

artificial seeding fails. For example, CdTe and ZnSe have stable melt structuring due to

their high bond ionicity, which prefers self-orientation around h110ih111i, even when a

spontaneously nucleated first-to-freeze region is present [34].

With the increasing importance of directional solidification of the cheapest mc-Si

ingots for PV, the control of large-angle grain growth comes to the fore. Grains formed

by spontaneous nucleation at the container bottom (Figure 27.17(a)) may markedly

degrade solar cell efficiency, especially when a high density of dislocations and

impurities are captured. Such structures can be avoided by grain selection via initiating

the crystallization in a bottom nozzle [107] or at the bottom corner of the crucible [108],

by supporting grain coarsening via interface oscillation [106], as well as by

(a)

(c)

(b)

FIGURE 27.17 (a) Characteristic large-angle grain structure in a mc-Si ingot obtained by spontaneous nucleation at
the container bottom; (b) simulated grain structure of case a; (c) cross-sectional photo from a G5 quasi-mono
Si ingot directionally solidified from parquet-arranged dislocation-free Czochralski seed plates on the container
bottom. As can be seen from c, in the course of solidification from bottom to top the polycrystalline growth is
still induced at the container walls and spreading toward the volume. Figures (a) and (b) are taken from
Ref. [165] with permission; (c) is taken from Ref. [144] with Elsevier’s permission.
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quasi-monocrystalline growth beginning on inserted seed plates [109]. In a study of the

growth conditions for predominant grain orientations, Fujiwara [110] found that

h111i-oriented grains prevail for low-interface undercooling (low growth rate), whereas

h100i- and h110i-oriented grains dominate at high undercooling (high growth rate).

Large-angle grain boundaries can also appear when the heat balance between melt

and solid phases is disturbed, such as when the mechanically or electronically enforced

moving rate of the isotherm exceeds the maximum thermal equilibrated growth velocity

[111]. Also, prenucleations within the constitutionally supercooled diffusion boundary

layer along the propagating interface may be responsible for disoriented growth. To

avoid this, the criterion of Tiller [103] has to be obeyed.

27.5 Foreign Phase Particles
The presence of microparticles of foreign phase (second phase) or microvoids (bubbles)

within the matrix of single crystals has been the object of research due to its harmful

character. Such features are observed in nearly all crystalline materials. Microparticles

affect the optical transmission, electrical carrier life, and structural perfection. They are

sites of misfit stress and therefore of dislocation bunching; they are also sources of out-

diffusing of embedded impurities. Characteristic microvoids in silicon crystals appearing

at economically favorable high growth rates affect the wafer quality for epitaxial pro-

cesses onto them.

There are two main origins of microparticle/microvoid generation:

1. Native point defect condensation, which during cooling leads to the nucleation

of precipitates and microvoids via interstitial and vacancy agglomeration,

respectively

2. Incorporation in favorable sites along the propagating crystallization front

Usually, both kinds of foreign phases differ in size. Whereas precipitates show

characteristic dimensions in the range of 10–1000 nm, inclusions are typically of di-

ameters >1 mm [34]. This classification, however, is only approximate and cannot serve

as an exact criterion of distinction. The size of both kinds of microparticles or voids

depends on various parameters, such as the concentration ratio of the components,

degree of supersaturation, interface instabilities, and growth and cooling rates, which

markedly influence the ripening time and extent. Nevertheless, the two features are

treated separately in the following sections because of their usually differing

backgrounds.

27.5.1 Precipitates (Retrograde Solidus, Defect Decoration)

One of the most serious consequences of compound crystal growth under conditions of

native point defect formation is their condensation in precipitates and microvoids. This

phenomenon is due to the retrograde behavior of the boundary of the compound
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existence region (solidus) and therefore is related to nonstoichiometry. As the as-grown

crystal is cooling down, the solidus is crossed and nucleation of the second phase takes

place. Favored sites of precipitate ripening are dislocations, as has been concluded

from infrared laser scattering tomography in GaAs crystals grown under As-rich con-

ditions (e.g., Ref. [112]). Average tellurium precipitate densities of about 108 cm�3 and

up to 1012 cm�3 have been found in CdTe [34]. Typical sizes between 10 and 100 nm

have been determined for As precipitates in GaAs [113] and Te precipitates in CdTe

[114]. Half-empty precipitates have been found by transmission electron microscopy in

GaAs [115] and CdTe [116], probably caused by vacancy condensation in one of the

sublattice components accompanied by conglomeration of excess atoms of the oppo-

site sublattice.

Precipitates of both components are observed in most compound crystals, such as Te

and Cd in CdTe and (Cd,Zn)Te (e.g., Ref. [117]), depending on the composition of the

melt from which the crystal was grown (Te- or Cd-rich, respectively); in melt-grown

GaAs crystals, only As precipitates were observed [112]. This is due to the different

widths and positions of the compound homogeneity region against the stoichiometry. In

CdTe, like in most compounds, they extend to both sides of stoichiometry [118]. On the

contrary, in GaAs the phase extent region is completely located on the As-rich side [13],

being comparable with the phase diagram of SnTe [12]. Thus, in order to reduce the

precipitate content and size, the stoichiometry control during growth is of cardinal

importance [34,35].

Many authors propose postgrowth wafer annealing as the most effective controlling

step for producing stoichiometric and, hence, precipitate-free materials (e.g., Ref. [38]).

Today, it is the industrial standard of GaAs crystal production to anneal the whole

as-grown boule a few degrees below the melting point to obtain the dissolution of

precipitates and their rediffusion from dislocation cell walls into the interiors during this

first step. Then, a second step of a cooling shock of approximately 100 K downstops their

ripening and back diffusion toward dislocations, thus keeping their size at an elec-

tronically compatible dimension of <100 nm [119].

27.5.2 Solvent Inclusions

Solvent inclusions are very common in crystals grown by all variants of solution growth

(aqueous and organic solvents, flux). Two main origins are distinguished: faceting

(“capping”) of rounded surfaces and fluctuation of growth conditions (growth

accidents).

27.5.2.1 Faceting (“Capping”) of Rounded Surfaces
In general crystals grow from solutions with planar faces (habit faces), whereby faces

with low surface energies grow slowly and determine the final morphology of the crystal

(Wulff’s theorem [120]). If surfaces are rounded (e.g., of the seed crystal or after re-

dissolution), during first growth facets of habit faces and (between them) terraces of

these faces are formed. The facets become larger and the terraced regions grow out until
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a single edge between the two habit faces engaged is formed (see also “growth on

spheres” [121], p. 130), as is shown in Figure 27.18. The “healed-out” regions often have

the shape of caps (capping region). The growth on terraced surfaces favors the entrap-

ment of solvent inclusions, which may lead in extreme cases to a spongy structure of the

capping region. This usually happens during first growth on seed crystals, which are

usually rounded due to final etching (which is necessary in order to remove surface

impurities and defects) before seeding-in. Therefore, the zone of first growth around

seed crystals is usually more or less disturbed by liquid inclusions. These inclusions,

however, can be largely avoided by a very slow (and thus time-consuming) growth under

low supersaturation during the seed-faceting period.

A conspicuous example of capping is provided by KDP grown in aqueous solution on

(001) seed plates (Figure 27.19). KDP develops habit faces {100} (tetragonal prism) and

{101} (tetragonal dipyramid), but {001} is not a habit face. Thus, in the first stage of

growth on (001) seed plates, a spongy capping zone in the form of a tetragonal pyramid

{101} over the (001) seed plate as basis is formed, followed by clear further growth on

{101} pyramid faces (Figure 27.19). Detailed descriptions of this (001) capping process in

FIGURE 27.18 Faceting and “capping” on rounded crystal surfaces. The shaded regions C of terraced growth favor
the entrapment of liquid inclusions. They grow out and finally form the growth-sector boundary between the
main habit faces. With permission from Springer Science þ Business Media [45].

FIGURE 27.19 A potassium dihydrogen phosphate crystal (length 45 mm) with {011} capping pyramid on a (001)
seed plate. With permission from Springer Science þ Business Media [45].
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KDP and ammonium dihydrogen phosphate crystal growth are presented by Zerfoss and

Slawson [122] and Janssen-Van Rosmalen et al. [123].

27.5.2.2 Fluctuation of Growth Conditions (Growth Accidents)
A sufficiently strong change of growth conditions (e.g., of supersaturation, stirring rate,

stirring direction) may introduce—due to local variations of supersaturation—a (tem-

porary) instability of growth faces. Regions of retarded and promoted growth occur,

leading to elevations and depressions on the growth face. Finally, overhanging layers

spread over the depressions and close them, thus trapping nutrient solution. Usually, a

group of inclusions arranged in a plane parallel to the growth face is formed (“zonal

inclusions”, Figure 27.4). If all growth faces of the crystal are affected by the same growth

disturbance, inclusions are formed on all faces. After stabilization of growth conditions

and further clear growth, the inclusions are visible by scattered light (if the crystal is

transparent) and reveal the shape of the crystal in the instant of the disturbance

(“phantom crystal” in mineralogy).

The tendency to form solvent inclusions may strongly depend on the type of growth

face {hkl}. In general, the formation of solvent inclusions is favored on faces with high

surface (attachment) energy and therefore high growth rate. An instructive example is

provided by potassium alum growing from aqueous solution: fluctuations of growth

conditions pronouncedly lead to liquid-inclusion entrapment on the smaller and fast-

growing cube faces {100}, whereas the slow and morphologically dominant octahe-

dron faces {111} resist the formation of inclusions, even for strong changes of growth

parameters. The reason for the preferred inclusion trapping of certain growth faces is

their specific surface structure, which favors the incorporation of solvent (and other)

molecules. This phenomenon corresponds to the so-called hourglass inclusions, which

have been studied in detail for potassium sulfate (e.g., Ref. [121], p. 415–420; Vetter et al.

[124]; and Kahr et al. [125,126]).

The hydrodynamics of the solution flow around the growing crystal may also play a

significant role in the formation of liquid inclusions (e.g., Chernov et al. [127]). A partic-

ularly interesting example of this influence in the growth of KDP crystals was reported by

Janssen-Van Rosmalen and Bennema [128], Janssen-Van Rosmalen et al. [123], and van

Enckevort et al. [129]. In their experiments, the growing KDP crystals (shape: tetragonal

prism {100} terminated on both side by dipyramid {011}) were rotated on a lever in the

solution in such a way that the solution flow was toward one (front) pyramid and off the

other (rear) pyramid. On the pyramid faces of the rear side, solvent inclusions are often

formed in a quasi-periodic sequence (Figure 27.5), whereas at the front side inclusions do

not appear. This phenomenon is explained by the hydrodynamic situation at the rear-side

pyramid face: in the wake “behind” the crystal, a swirling region with no or strongly

reduced liquid exchange with the bulk mother solution is formed. Thus, the saturation

locally decreases and growth is retarded compared to neighboring regions, leading to a

depression in the growth face. After some amount of further growth, the flow situation

changes and supersaturation is restored. This causes an overgrowth of the cavity, forming
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a solvent inclusion. As is shown in Figure 27.5, this process is repeated several times in a

quasi-periodic manner. A detailed study of this effect, including flow simulation experi-

ments in a model system, was presented by Janssen-Van Rosmalen et al. [128] and van

Enckevort et al. [129], who also reported that the formation of these inclusions is avoided

by stronger stirring. In any case, strong stirring smoothes out supersaturation differences

on the growth face and thus may largely avoid interface instabilities.

27.5.3 Melt Growth Inclusions

Second-phase inclusions may appear when a segregation-driven diffusion boundary

layer is formed in front of the growing interface. If the enriched impurity concentration

exceeds the solubility limit, microparticles are nucleated and very likely incorporated.

Chernov [18] estimated undercritical growth rates at which such particles and gas

bubbles should be rejected by the propagating solid front. However, he assumed an ideal

flat interface. In reality, when both the diffusion boundary layer and low-temperature

gradient are simultaneously present, the front region is constitutionally undercooled

and the interface shape becomes morphologically instable. As a result, microgrooves are

formed, transforming into cellular or facetted structures with favorable sites of particle

capturing [19]. Note that trapping interfacial nooks can also form by coinciding

grain boundaries, typically for mc-Si growth [130,131]. Hence, during silicon crystalli-

zation, SiC and Si3N4 precipitates are nucleated when the solubility limit of carbon

(5� 1018 cm�3) and nitrogen (w1� 1019 cm�3) is exceeded. It is always preferable to

counteract against the diffusion boundary layer by complete melt mixing, such as by

using a nonsteady magnetic field, inert gas sparkling, or mechanical vibration [132].

27.5.4 Structural Consequences of Second-Phase Particles

During the cooling-down process, both precipitates and inclusions induce mechanical

stress due to their differing crystallographic structure and thermal expansion compared

to the matrix configuration. Moreover, the particle components can exhibit a lower melt

temperature than the matrix and remain in the molten (or vapor) state down to the

eutectic point. In case of volume increase during their solidification, additional stress is

generated. These effects were treated in various publications. A representative example

is reported in the theoretical paper by Yadava et al. [89], which deals with Te precipi-

tation in CdTe crystals.

Consider the temperature region where the incorporated second-phase particle is still

a droplet. The net pressure at the interface with the solid matrix is

p0 ¼ p� 2gIF

rd
(27.15)

where p is the internal droplet pressure, gIF is the surface tension of the liquid Te–solid

CdTe interface, and rd is the droplet radius. In general, p0 s 0; therefore, the interface will

be mechanically unstable. To attain mechanical equilibrium, the isotropic droplet
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volume will decrease by the amount of DVrel¼ 3/4 p0(V/G), where V is the unstressed

droplet volume and G is the shear modulus. This process will generate strain in the

surrounding matrix and in the interface.

Using a thermodynamic approach, the included droplet pressure is given by [89]

p ¼ kTrlx þ 2Zεrl

��
1� kT

2Zε

�
x5 � x3

�
(27.16)

where k is the Boltzmann constant, rl is the liquid density of Te at given T (temperature),

x¼ r/rl is the liquid density normalized with respect to the density at 1 atm (for droplets

to be in compression, x> 1), Z is the average coordination number in liquid Tez 3.1, ε is

the pair association energy (z1.2 eV), and k is the Boltzmann constant. The calculated

dependence of the Te droplet pressure on the temperature for various interstitial con-

centrations is shown in Figure 27.14. Taking the precipitated Te interstitial number per

droplet as a quantity of size, it follows from the figure that the pressure increases with

particle volume.

The Greenwood–Foreman–Rimmer mechanism of interstitial dislocation loop

punching is one of the possible processes that can effectively reduce the overall free

energy. The mechanism is schematically illustrated in Figure 27.14 (right). The excess

internal pressure p0 (Eqn (27.16)), acting outwardly on the droplet/matrix interface,

produces shear strain in the neighboring solid region; above a threshold level, this

punches a part of an atomic layer and places it as a platelet of the interstitials sand-

wiched between two adjacent regular atomic planes. Of course, the punching occurs on

the energetically-most-favorable atomic planes. In the process, the droplet volume in-

creases and, thus, the pressure decreases. Theoretically, it is shown that the loop

punching will occur if [89]

p0 ¼ p� 2gIF

rd
� Gmb

2prd
ln

rd
b

�
(27.17)

where b is the Burgers vector of the dislocation loop and Gm is the shear modulus of the

matrix. All another parameters are specified in Eqns (27.15) and (27.16).

27.6 Faceting and Twinning
27.6.1 Faceting during Growth

In general, crystals grow from solutions, supercooled melts, and vapor phases with planar

faces (habit faces), whereby faces with low surface energies grow slowly and determine the

final morphology of the crystal (Wulff theorem [120]). A crystal that has fully grown on the

habit faces consists of growth sectors—that is, regions grown on different habit faces and

separated by growth-sector boundaries (Figure 27.20). These boundaries are formed by

the path of the edges between neighboring habit faces during growth. Due to their

different growth directions and often also different crystallographic (i.e., symmetrically

nonequivalent) nature, growth sectors usually exhibit slightly different, growth-induced
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physical properties, such as different optical birefringence (“optical anomaly” [133]). Due

to this phenomenon, growth sectors are sometimes misinterpreted as twins.

Similar features can be observed at crystal growth from melts, especially in materials

with atomically smooth (i.e., singular) planes. Most dielectrics show such planes parallel

to lattice planes of small Miller’s indices. The common semiconductor materials, with

their covalent bonding, tend also to form facets during melt growth, although only on

their most closely packed (i.e., {111}) planes [1].

27.6.2 Growth Twins and Postgrowth Twins

A twin is a frequently occurring aggregate or intergrowth of two or more crystals of the

same species (same chemical composition and crystal structure) with a defined crys-

tallographic orientation relationship (determining the orientation states of the twin

components), which in mineralogy is called the “twin law”. Besides the twin law, the

boundary between twin domains (the contact relation) plays a decisive role: twins occur

in those crystals in which boundaries of low energy can be formed. This has quantita-

tively been proven by Gottschalk et al. [134], who showed that the ease and frequency of

the formation of (111) spinel twins (Figure 27.24) in the zinc blende structure of III–V

semiconductor compounds is correlated to the (111) stacking fault (twin-boundary)

energy: the lower the stacking fault energy, the more frequent the twinning. There is,

however, also a theory stating that the boundary energy is of minor importance and that

kinetic influences play a decisive role in the formation of twins [135]. This approach,

however, has been critically discussed [136,137].

Twins are mainly classified by morphological features (dove-tail, contact, penetra-

tion, sector, polysynthetic twins, etc.), their genetic origin (growth, transformation,

mechanical or deformation twins), and their lattice coincidence features, such as

FIGURE 27.20 Fully faceted crystal, divided into growth sectors (i.e., regions grown on different habit faces). They
are separated by growth-sector boundaries, which are internal surfaces generated by the movement of the edges
joining neighbored faces during growth. The vectors ni indicate the growth directions. Dashed lines: contours of
the crystal at different stages of growth. One of the growth sectors has “grown-out.” With permission from
Springer Science þ Business Media [45].
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merohedral twins (full or partial three-dimensional lattice coincidence, also called CSL

lattice in the treatment of grain boundaries). Reviews on twinning are presented in many

textbooks of mineralogy and crystallography (e.g., Refs [138,139]). A comprehensive

treatment has been provided by Hahn and Klapper [140] (see here especially for growth

twinning, p. 412–14). A survey of X-ray topographic characterization of twinned crystals

was given by Klapper [141].

In the growth of technologically significant crystals, the spinel twins of cubic crystals

with twin law “reflection plane” (111) or “twofold axis” [111] require particular attention.

They occur as growth twins in crystals with diamond structures (Si, Ge), zinc blende

structures (e.g., ZnS, GaAs, InP, CdTe [134,142]), and sodium chloride structures

(photographic materials AgCl and AgBr [143]). They are characterized by a partial lattice

coincidence of one-third of the lattice points (so-called S3 twins), which form a hex-

agonal sublattice, with its principal axis along the threefold axis [111] common to both

twin components. Preferred twin boundaries are planes {111} and {112}. The typical

shapes of spinel twins grown from solutions are shown in Figure 27.21. For semi-

conductor crystals grown from melts, see, for example, Refs [1,145,146].

In many cases, twins are formed during the first stage of spontaneous nucleation,

possibly before the subcritical nucleus reaches the critical size necessary for stable

growth. This formation is strongly evidenced for penetration and sector twins, where all

domains are of similar size and originate from one common, well-defined point in the

center of the twinned crystal, which marks the location of the spontaneous nucleus

FIGURE 27.21 Spinel twins of cubic crystals
with twin reflection plane (111) or
twofold twin axis [111] (or alternatively
�60� rotation around [111]). The domains
of the two orientation states are white
and shaded. (a) Contact twin with (111)
contact plane (two twin components).
(b, c) Penetration twin (idealized) with
one [111] and three f112g contact planes
(12 twin components, six of each
orientation state) in two different views:
(b) with one [001] axis vertical, (c) with
the axis [111] common to both domains
(twin axis) vertical. (d) Skeleton of the six
components (exploded along [111]) of the
shaded orientation state of (c). With
permission from Springer
Science þ Business Media [45].
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(Figure 27.22). Other prominent examples are the penetration twins in rhombohedral

crystals such as corundum (aluminum oxide, Al2O3 [147]) or iron borate (FeBO3, calcite

structure [141]), and sector twins of pseudo-hexagonal crystals such as ammonium

lithium sulfate (Figure 27.22), potassium sulfate [140], and aragonite CaCO3, which form

twins with three orientation states. The origin of twinning by nucleation must also be

assumed for contact twins (Figure 27.21(a)) if both partners of the final twin have

roughly the same size, or if all spontaneously nucleated crystals in one batch are twin-

ned. For example, all crystals of monoclinic lithium hydrogen succinate precipitated

from aqueous solution are without exception dove-tail contact twins.

An approach to the twin formation during crystal nucleation has been advanced by

Senechal [148], who proposed that the crystal nucleus first formed has a symmetry that is

not compatible with the lattice of the (macroscopic) crystal. This symmetry may even be

noncrystallographic. It is assumed that, after the nucleus has reached a critical size

beyond which the translation symmetry becomes decisive, the nucleus collapses into a

twinned crystal with domains of lower symmetry and continues to grow as a twin. This

idea of twin formation from noncrystallographic nuclei has been experimentally sub-

stantiated by high-resolution transmission electron microscopy investigations of nano-

crystalline diamond-type and fcc cubic crystals, such as Ge, Ag, and Ni [149].

According to Hurle [145], also in zincblende crystals, the twinning starts at two-

dimensional nucleation on the {111} facets during CZ and VGF growth when such

FIGURE 27.22 Photographs of (001) plates (approximately 20-mm diameter, 1-mm thick) of orthorhombic pseudo-
hexagonal NH4LiSO4 between crossed polarizers, showing sector growth twins. (a) Nearly regular threefold sector
growth twin (three orientation states, three twin components). (b) Irregular sector twin (three orientation states,
but five twin components). With permission from the internat. Union of Crystallography (IUCr) [140, p. 413].
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planes are adjacent to the three-phase boundary of melt, crystal, and ambient. This

model demonstrates that, because of the orientation dependence of interfacial energies

in the presence of facets, there is a configuration of the three-phase boundary for which,

for sufficiently large supercooling, the free energy of formation of a critical nucleus is

actually lowered by forming that nucleus at the three-phase boundary in twinned

orientation (i.e., specified by a rotation of the lattice by 60� about a h111i axis). Such a

twinned nucleus is thermodynamically favored if the supercooling exceeds a critical

value. Rudolph [34] postulated that even a residual melt association in the form of

tetrahedra can promote a false stacked nucleation. This fluid configuration appears

demonstrably, especially in melts of high ionicity such as II–VIs (CdTe, ZnSe) [150,151]

but also in InP, which shows the highest ionicity (>40%) and lowest stacking fault energy

of III–Vs.

As for dislocations (see Section 27.3.2), inclusions are also frequently sources of twins.

It is assumed that a nucleus in twinned orientation forms at the inclusion and proceeds

in this orientation during further growth. An instructive experimental key study of this

process was presented by Sunagawa et al. [152] for Dauphiné and Brazil twins in

synthetic quartz. Amethyst quartz contains much more Dauphiné and Brazil twins than

normal (colorless) quartz. The higher frequency of twin formation is doubtlessly due to

its relatively high content of iron [153]. Sunagawa et al. [152], and references therein,

grew amethyst quartz hydrothermally in various solutions containing ferric iron on

amethyst seed plates of various orientations. They studied the twinning generated on as-

grown faces, on etched growth faces, and on cut surfaces by light-microscopic methods.

In all cases, the Dauphiné and Brazil twins originated from solid inclusions containing

iron (probably as Goethite, FeOOH). In some cases, the Brazil twins are associated with

dislocations originating from the same inclusion.

There are two causes for the formation of postgrown twins during cooling to room

temperature after growth: phase transitions and ferroelastic switching [154].

Crystals often can only be grown at elevated temperatures where they crystallize in

another (high-temperature) phase, of usually higher symmetry than what they adopt at

room temperature. On cooling below the transition temperature, the twin domains are

formed, whereby the lost symmetry elements of the mother phase act as twin elements

(twin laws) relating the twin domains. For instance, lithium niobate LiNbO3 is grown

from the melt at Tm¼ 1275 �C and undergoes a paraelectric–ferroelectric transition at

Tcz 1140 �C, whereby ferroelectric domains are formed. The high-temperature super-

conductor YBa2Cu3O7�d, usually grown from flux, is subject to a transition at approxi-

mately 750 �C from the tetragonal parent phase into an orthorhombic modification,

whereby it develops two nearly orthogonal systems of twin lamellae parallel to the two

{110} mirror planes of the tetragonal mother phase, lost in the transition [155]. These

lamellae are ferroelastic and can be changed or even removed (detwinned) by

mechanical stress. A similar case was reported by Rudolph et al. [156]: ZnSe crystals

underwent a phase transition from wurtzite to zinc blende structure atw100 K below the

melting point Tm¼ 1520 �C. Thus, during the cooling down of melt-grown crystals,
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numerous twin lamellae were formed. An example related to mineralogy is provided by

quartz, which is stable in its trigonal phase below 575 �C (a-quartz, point group 32) and

hexagonal (b-quartz, point group 622) above this temperature. The transition from the

hexagonal to the trigonal modification invariably leads to the formation of Dauphiné

twinning (loss of the twofold axis in the sixfold axis). The shape and arrangement of twin

domains generated by crystal growth or by phase transformation (e.g., for Dauphiné

twins) is quite different. In mineralogy, these different features of twin textures are very

helpful for the determination of the conditions of mineral formation. Brazil twins of

quartz and his homeotypes (e.g., gallium phosphate GaPO4) cannot be generated by the

phase transition; they are always growth twins.

The twin domains of ferroelastic crystals switch by mechanical stress from one

orientation state into the other. This occurs quite easily at elevated temperatures where

the coercive stress is strongly reduced. Thus, in a ferroelastic crystal grown without

twinning, twin domains may be introduced by stress developed during cooling to room

temperature. Here again, inclusions forming stress centers are the main reason. The

ferroelastic twin pattern is often correlated to the growth defects of the crystal, such as

with growth striations ([157], Figure 100; [141], p. 379). Postgrowth formation of twins

by ferroelastic switching has been observed, for example, in ammonium sulfate

(NH4)2SO4 [158] and Rochelle salt ([157], p.184), which are both grown from aqueous

solution.

27.6.4 Measures to Avoid Twinning

In most cases, twinning of technologically important crystals seriously impairs their

usability for technical devices. This is largely avoided by optimizing the growth condi-

tions. For solution growth, the most important measure is to use twin-free seed crystals

and avoid inclusions.

A more serious and recurrent problem is given by facet-induced twins of melt-grown

crystals. Many LEC and Bridgman experiments have demonstrated that the twin prob-

ability is reduced markedly if the temperature oscillations of the growth system, and

therefore undercoolings with related excursions of the angle of the contacting meniscus,

are minimized. This is due to the reduced probability of encountering the critical angle

when the meniscus angle fluctuations are reduced [1,145]. In fact, Hosokawa et al. [159]

succeeded in twin-free InP crystal growth with diameters up to 100 mm by careful

maintenance of thermal stability during growth assisted by convection damping of the

magnetic field around the melt.

Neubert et al. [146] accentuated the importance of growth rate stability during LEC and

VGF. They proposed highly sophisticated and robust model-based feedback control to

avoid crystallization velocity fluctuations and, thus, reduce twin frequency in compound

semiconductor growth [160]. Rudolph et al. [156,161] obtained a minimized twin density

in CdTe and ZnSe melt-grown Bridgman crystals when the fluid phase was markedly

overheated before the crystallization started. They attributed this effect to the reduced
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degree of melt association, preventing the probability of false stacking sequences when

associated species, such as tetrahedra are still present and being incorporated.

27.7 Concluding Remarks
The most important defect types and possible origins during crystal growth from melt

and solution have been discussed in this chapter. Today, most of the defect-forming

mechanisms are well understood. However, some important questions remain to be

solved. For instance, the influence of the melt configuration on the growth kinetics,

which probably plays an essential role in II–VI systems, it is not yet fully understood.

Furthermore, the dislocation patterning and bunching mechanisms related to the

growth conditions have not yet been decoded completely. Also, the main twinning origin

has not yet been revealed.

Eminent success has been achieved in technological developments. Computer-

controlled VGF has become the leading industrial production method for semi-

conductor compound crystals. However, that is not to say that all defects can be avoided.

For example, the relatively poor thermal conductivity and low yield stress of III–V and

II–VI compounds as compared with Ge and Si mean that it is not possible to reduce

thermal stress to a sufficiently low level to avoid dislocations.

Scaling up to achieve cost reduction is an ever-present pressure. Increasing crystal

diameter also increases the thermal stresses experienced during cooling. Avoiding

increased dislocation density requires ever-increasing refinement of furnace design;

here, computer modeling plays a key role.

An additional problem posed by scaling-up is the increased turbulence that occurs in

the melt. The use of magnetic fields or another external force is being exploited to

achieve damping of this turbulence [132]. In many chapters of this book, the correlation

between growth parameters and all previously discussed defect types, as well as mea-

sures of prevention, are discussed.
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28.1 Introduction
The demand for crystals of well-defined structural, chemical, optical, and electrical

properties produced with a maximum level of yield and reproducibility is the motivation

to develop highly sophisticated automatic control systems. For example, the better a

crystal meets its desired diameter and the better the diameter constancy in the cylin-

drical part of the crystal, the less material has to be cut off after growth. On the other

hand, strong diameter changes influence the structural properties of the crystal [1–4].

Hence, ensuring the desired diameter is a main purpose of control systems in processes

in which no shaping devices or forming containers are available. Not only the diameter

but also other quantities like the crystal growth rate are of special importance. For

example, the growth rate directly influences the properties of the growing crystal. It

correlates with the amount of imperfections, like the amount of native point defects,
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residual impurities and that of intentionally introduced dopants or higher dimensional

defects like dislocations, twins, precipitates, or inclusions. Consequently, for process

technology there is also a huge interest in growth rate control. A typical example can be

found in Czochralski (Cz) silicon crystal growth where the relation between growth rate

and thermal gradients at the interface is of great importance in order to ensure an

extremely low content of native point defects [5–9]. More recently, the focus of control

design has been extended to maintain additional degrees of freedom that affect crystal

quality as well as crystal shape, for example, in Cz growth also during the neck, shoulder,

and tail sections in addition to the main body [10–16].

When designing a control system the first task is to characterize the dynamic relations

between the inputs and the outputs of the process to be controlled, usually by means of a

mathematical model. Secondly, the control objectives have to be defined, which are

mainly determined by the desired material requirements. They are specified as the

particular process phenomena that have to be controlled [17]. Based on these results a

control structure is chosen. Here, different levels of mathematical complexity, questions

about linear or nonlinear control design, robustness, and real time capability come into

play. In any case and no matter which control strategy is chosen to address these issues,

crystal growth processes are usually an extremely challenging control object.

This chapter will give a broad overview of the approaches found for different bulk

crystal growth processes from melt with respect to topics like model-based analysis,

process characteristics, open- and closed-loop control, reference trajectory design, and

state estimation. Of course, it is impossible to cover all crystal growth processes from

melt in this chapter. As examples, the Cz , the Floating Zone, the Bridgman, the Detached

Bridgman, and the Kyropoulos methods are treated. Of all of these, the Cz system is by

far the most thoroughly investigated one in the literature. Please note that additionally a

state-of-the-art control system approach for the Floating Zone technique is discussed in

detail in Vol. IIA, Chapter 7 of this handbook.

28.2 Basics about Control Systems
The purpose of a control system is to keep a set of process quantities, in the following

referred to as the controlled variables, on a certain set point or to track them along a

given reference trajectory. This is done by appropriately manipulating the inputs of the

process, in the following referred to as the manipulated variables. It can be achieved by

predetermined knowledge of the process (open-loop control) and/or by feedback of

certain measured process information (closed-loop control). The intention of this section

is to introduce some of the basic concepts used in control technology as far as they are

required for an understanding of the numerous strategies for control of the discussed

crystal growth processes. For this purpose, the essential components of a control system

are briefly summarized according to [14,18,19]. A broader introduction can be found in

[20,21], and a graphical overview showing all essential components of a control system is

given in Figure 28.1. Since modeling and computer simulation play an important role in
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crystal growth process design as well as in control applications, a short comparison of

how models are used in automatic control in contrast to numerical approaches in crystal

process design will be given first. The approaches and requirements differ quite a lot [19]

between both fields.

28.2.1 Modeling in Crystal Growth Analysis and Control

A mathematical model that takes the spatial distribution as well as the time dependency

of material parameters into account leads to a system of coupled partial differential

equations with the corresponding initial, boundary, and compatibility conditions. They

belong to the so-called infinite dimensional or distributed parameter systems. Such

systems are usually solved numerically using finite element methods (FEMs). Using this

approach one can obtain results reflecting the reality rather accurately. FEM is an

absolutely essential resource in solving problems in plant design, thermal and stress

analysis, etc. However, computational effort increases dramatically depending on the

accuracy required, especially for solving time-dependent problems.

The approach used in control technology, especially in model-based control

(cf. Section 28.2.5), is to keep the models as simple as possible. This is achieved by

partitioning the system under consideration into domains that may reasonably well be

considered as homogeneous, i.e., the material parameters of which are assumed to be

constant. Heat and mass transfer between these domains is calculated from appropriate

mass and energy balance equations. Since any spatial dependence of the parameters is

neglected, one ends up with a set of ordinary differential equations. Such approaches are

called finite dimensional or lumped parameter models. They can be used to calculate the

basic system behavior leading to a qualitatively and quantitatively sufficient insight into

the process. Powerful methods for controller and observer design (cf. Section 28.2.3),

trajectory planning, and dynamic analysis exist for this class of models. The lack of

accuracy can be admitted by the introduction of feedback. Another advantage of these

FIGURE 28.1 Sketch of a modern feedback control loop.
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models is the fact that one is able to run them on the limited computer hardware usually

available at the growth furnaces.

The big challenge in applying model-based control strategies to problems in crystal

growth technology is that the dynamics of these processes are mainly driven by complex

nonlinear radiative, conductive, and convective heat transport phenomena. They cannot

be fully captured by either a linear or a nonlinear lumped parameter model. Above all,

melt growth processes are systems with free boundaries (at least the solid–liquid

interface, in case of processes where the crystal grows freely from the melt, e.g., in Cz

growth, also the crystal shape) making it even more complicated to solve the underlying

dynamic equations. Many unknown physical parameters and the complex structure of

the inner assemblies worsen the situation. Here, from a control technological point of

view, one has to find a balance between accuracy and real time capability of the models

[10,14,22].

28.2.2 Reference Trajectory Generator

The reference trajectory generator, cf. Figure 28.1, calculates reference values for the main

variables to be controlled, e.g., crystal diameter, crystallization rate, or other useful

quantities. Usually the independent parameter of this calculation is the growth time or

the crystal length. These reference values are used in the feed-forward and the feedback

controllers of the control system. Planning of trajectories has to consider the physical

properties of the system in order to avoid not realizable or not favorable values for the

manipulated variables. Furthermore, one cannot request physically impossible behavior

from the system, such as steps in any of the system quantities or their derivatives. For

example, in Floating Zone crystal growth it is reasonable to keep the crystal diameter and

the zone length in a certain range in order to maintain a stable melt zone. Also, the

crystal growth rate in Bridgman growth must be kept below a critical value to ensure

perfect growth of the crystal.

Such constraints must be carefully considered during reference trajectory planning. It

may be useful to reschedule the reference trajectories during growth to guarantee

smooth behavior of the controller.

28.2.3 State Estimator

It is not always possible to measure the controlled variable directly using a sensor. As will

be shown in the next sections, this is the case in a lot of crystal growth processes. For

example, in Cz growth usually the force measured by a load cell or the diameter of a

bright ring on the meniscus is the only measured quantity available while one is inter-

ested in the control of crystal diameter and growth rate. In Bridgman process nothing

can be measured directly describing the state of the growing crystal. In such cases one

might reconstruct the required variables from measured variables by means of a state

estimator, often called an observer. This is possible if a suitable model of the system is

available and the system is observable (a certain system property, cf. [23,24]).
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An observer is based on the following idea, cf. Figure 28.2, also. Assume a lumped

parameter mathematical model

_xðtÞ ¼ f1ðxðtÞ;uðtÞÞ; yðtÞ ¼ f2ðxðtÞ;uðtÞÞ; xð0Þ ¼ x0

of a process with ðxðtÞ; uðtÞÞ˛Rn � Rr and yðtÞ˛Rm. If some components of x are not

directly measured, one might implement a “copy”

_bxðtÞ ¼ f1

�bxðtÞ; uðtÞ�; byðtÞ ¼ f2

�bxðtÞ; uðtÞ�; bxð0Þ ¼ bx0

of the system model with the estimated state bx in a computer program. The trajectories

of the manipulated variables u acting on the real system are fed into this computer

program, too. Then one has access to all components of bx. However, since the initial

values of bx are not known, i.e., bx0sx0, and because of model inaccuracies as well as

disturbances acting on the system, generally the values calculated for bxðtÞ will not be

equal to the real values x(t). However, under certain circumstances it is possible to inject

the error by � y between the estimated value by and the measured value y in such a way

that the difference between the estimated value bx and the real value x will converge to

zero as time advances [23]. In this case the system

_bxðtÞ ¼ h
�bxðtÞ;uðtÞ; byðtÞ � yðtÞ

�
; bxð0Þ ¼ bx0

byðtÞ ¼ f2

�bxðtÞ;uðtÞ�
is called an observer.

Design and dimensioning of the injection of the error related to the measured vari-

able is the key task when developing an observer. However, it is important to know if it is

possible to reconstruct a quantity from the measured variable at all. This property is

commonly referred to as “observability.” If the stochastic properties of the process are

incorporated into the design of such an observer, it is usually called Kalman filter or

extended Kalman filter [25]. An introduction to practical observer design is given in

Ref. [26]. Especially for Cz growth, many approaches deal with this topic (cf. Section

28.3.2 for more details).

Process Simulator

Estimate of state

Unkown disturbances Initial conditions

Real
output

Computed
output

Injection of real output

FIGURE 28.2 Working principle of a state estimator.
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28.2.4 Feed-Forward Controller

The feed-forward controller calculates the manipulated values (like heater powers or

crystal/crucible/feed rod translation rates) from the reference values of the controlled

variables (e.g., crystal diameter) generated by the reference trajectory generator. This can

be done empirically or by means of a mathematical model describing the system

behavior. In crystal growth, a common method in practice is to determine the feed-

forward control by careful analysis of repeated growth runs, resulting in a trajectory

for the manipulated variables that can then be used as part of the process recipe in the

following runs.

While this method is widely accepted, it suffers from the fact that it is extremely time

consuming and, thus, expensive. It functions only if the same conditions are repeatedly

met and there are no significant variations from run to run. However, any change in

plant setup or change in reference values for the controlled variables means repeating

this procedure. Finally, not all details of the system dynamics can be determined by this

empirical approach.

If a sufficiently exact model of the process is available, this model can be used as a

basis for determining proper feed-forward control trajectories that then can be fine-

tuned in an empirical manner afterward. A short example is given as follows illus-

trating this strategy [19]. One may have a system with the manipulated variable u˛R (for

example, a heater power), the output variable y˛R (which has to be controlled, e.g., a

bright meniscus ring diameter in Cz growth), and two internal states x1; x2˛R (e.g., the

crystal diameter and a value describing the cone angle). Its dynamics may be captured

by the following very simple, fictive lumped parameter model of order 2:

_x1 ¼ x2 (28.1a)

_x2 ¼ x2
1 þ ðx2 þ 2Þu (28.1b)
y ¼ x1: (28.1c)

From this model, a model-based feed-forward control can be easily calculated. Solving

Eqn (28.1b) for the heater power u one obtains:

u ¼ _x2 � x2
1

x2 þ 2
: (28.2)

Now, one would like to steer the system, namely the diameter y, along a reference tra-

jectory t1yrefðtÞ. This reference trajectory is assumed to be two times continuously

differentiable, i.e., _yrefðtÞ; €yrefðtÞ exist. Since according to system (28.1) one has

x1 ¼ y; x2 ¼ _x1 ¼ _y; and _x2 ¼ €y the resulting reference trajectory for the manipulated

variable u reads (cf. Eqn (28.2)):

uref ¼
€yref � y2ref
_yref þ 2

: (28.3)

Using the calculated feed-forward control, one might be able to steer the system along its

reference trajectory if the system is stable, only small perturbations are acting on the

system, and the model is accurate enough.
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The example given above demonstrates the general design procedure of a lumped

parameter model-based feed-forward control. However, the dynamics of crystal growth

process will certainly never be captured sufficiently by such simple models. Hence, this

example also reveals one of the main problems in control system design for crystal

growth—finding the appropriate balance between simple models suitable for control

system design and accuracy of the models describing the system dynamics. The sections

dealing with the control of the particular growth processes will focus especially on this

topic.

28.2.5 Feedback Controller

Obviously, the main component of the control system is the feedback controller. Its

purpose is to compensate for disturbances acting on the process and to correct inac-

curacies in trajectory tracking resulting from imprecise feed-forward control. This is

achieved by feedback of the measured variable (or its estimate, cf. Section 28.2.3) and a

correction of the manipulated variable.

28.2.5.1 Proportional-Integral-Derivative Controller
It is common practice to realize feedback control by means of a proportional-integral-

derivative (PID) controller. The PID controller processes a deviation e(t) between the

reference and the real value of the controlled variable in order to calculate a change Du(t)

of the manipulated variable:

DuðtÞ ¼ KPeðtÞ þ KI

Z t

t0

eðsÞdsþ KD

de

dt
ðtÞ: (28.4)

The dynamic behavior of the PID controller is determined using the three real-valued

constants KP, KI, and KD. It is an implementation of the following natural assumptions:

(1) The larger the control deviation, themore onehas to counter steer, an implication that is

covered by the proportional part KPe(t). (2) The longer the control deviation is pending, the

more the manipulated variable has to be changed in order to reduce it. This behavior is

realizedby the integral part parameterizedusing the factorKI, the second term inEqn (28.4).

(3) The faster the control deviation changes, the stronger one has to counteract—this is

covered by the third term in Eqn (28.4)—the differential part with parameter KD. To avoid

the influence of measurement noise, usually this differentiation is combined with a first-

order low-pass filter. A detailed introduction and discussion of the application of PID

controllers under industrial conditions can be found in [27–29].

The PID controller is suitable for a wide range of technological systems found in

practice and has some advantages: its operating principle is simple and it can be easily

implemented. If certain conditionshold, it canbe adjustedusing some simple rules [30,31].

Typical examples for its application are all kinds of temperature control, flow rate control,

or position tracking in which only small perturbations occur. However, there are some

drawbacks: Its parameterization is adjusted for a certain operating point of the process. If
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one does not have a steady state operating point, parameters have to be continuously

changed. This is usually the case in crystal growth processes. Furthermore, the perfor-

mance of PID controllers is limited if the system shows nonlinear behavior. The reason for

this is the fact that a change of the manipulated variable results in an “unexpected”

nonlinear response of the system. The situationworsens if the system contains time delays

(dead times). Then, a reaction y of the system to a change of the manipulated variable u

appears delayed by the delay time s> 0, for example, y(t)¼ u(t� s). Dead times must not

bemixedupwith a time constantTof a dynamic system, e.g., in afirst-order low-pass filter:

T _yðtÞ ¼ �yðtÞ þ uðtÞ. Time delays may result in an undamped increasing integral of the

PID algorithm (cf. Eqn (28.4)). For example, in Cz crystal growth, the liquid-encapsulated

Czochralski (LEC) process with its boron–oxide layer covering themelt belongs to the class

of delay systems, cf. Section 28.3.1.1.

28.2.5.2 Model-Based Control
Fortunately, theory and application of control systems have been developed very rapidly

in the last decades. Increasing capacity of microcontrollers and programmable logic

controllers (PLC) combined with powerful mathematical control design methods pre-

pared the ground for the use of sophisticated model-based controllers in practice. A

model-based controller uses a mathematical model of the system, i.e., its structure and

parameters fit to the system. This means that the controller can be used in a wide range

of operating points and reflects the nonlinear system characteristics as well as time

delays. In addition, parameterization effort is dramatically reduced. Refer to Ref. [32] for

a broad overview of nonlinear model-based strategies. Such controllers show good

performance only if the underlying model matches the structure and the parameters of

the system appropriately. This is the crucial point when trying to enhance the capability

of conventional control systems.

In order to make the strategy of model-based control more clear, the design of a

simple nonlinear feedback controller based on the lumped parameter model (28.1) from

Section 28.2.4 is sketched. Exactly how this type of model-based controller design is

successfully applied, for example, is shown in the Cz method (Section 28.3.5.1) and in the

Detached Bridgman method (Section 28.5.3). If one wants to make the output y (e.g., a

diameter) follow a reference trajectory yref(t), the controller is designed in such a way

that the tracking error y� yref satisfies the linear second-order differential equation�
€y � €yref

�
þ k1

�
_y � _yref

�
þ k0

�
y � yref

�
¼ 0 (28.5)

with k0, k1> 0.

The values of yref ; _yref ; and €yref are defined by the reference trajectory. If one desires

the dynamics of the tracking error to satisfy Eqn (28.5), the second time derivative of the

output y must behave as

€y ¼ €yref � k1

�
_y � _yref

�
� k0

�
y � yref

�
: (28.6)
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This can be achieved by a proper choice of the input u because by inserting the right-

hand side of Eqn (28.6) in the equation used for calculation of u (cf. Eqn (28.2)) one

obtains

u ¼ _x2 � x2
1

x2 þ 2
¼ €y � y2

_y þ 2

¼
€yref � k1

�
_y � _yref

�
� k0

�
y � yref

�
� y2

_y þ 2
:

(28.7)

This equation determines the manipulated variable u (e.g., the heater power) in such a

way that the tracking error satisfies the given error dynamics Eqn (28.5). The coefficients

k0, k1 in Eqn (28.5) are the controller parameters defining the dynamical behavior of the

tracking error, i.e., the way the error converges to zero (e.g., fast with an overshooting or

slowly creeping). The real value inputs are y; _y;, and the desired value inputs are

yref ; _yref ; €yref .

28.2.5.3 Model Predictive Control
The model-based strategy presented so far relies on an analytical expression of the

control law, cf. Eqn (28.7) as a possible example. A special model-based approach

currently becoming more and more important is the so-called model predictive control

strategy that is often used in process technology. Roughly speaking, in this approach no

analytical control law is derived. Instead, the way of calculating values for the manip-

ulated variable is based on optimization methods, cf. Figure 28.3. For this purpose, in

each time step the set of control activities recorded so far is evaluated (i.e., the

manipulated variables and the resulting controlled or measured variables) in order to

Future
inputs

Past real inputs
and real outputs

Reference trajectory

Predicted
outputs

Predicted errors

Constraints

Cost functional

Apply first computed future input
as far as cost functional 
is minimal

Process

ModelOptimizer

Optimization
loop

FIGURE 28.3 Model predictive control.
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predict the values of the manipulated variable over a finite prediction horizon by means

of a dynamic mathematical model of the process. Now, the basic idea is to repeat this

calculation until an optimization criterion is minimized. Then, the first predicted

manipulated value is applied to the process. In the next time step, this procedure is

repeated. The optimization criteria, in some sense the “parameters” of a model pre-

dictive controller, reflect, for example, the dynamics of the deviation between desired

and real values and the control effort. The solution of such optimization problems is well

known and widely used in mathematics.

The advantage compared to the analytical model-based approaches presented above

is that the underlying models can be arbitrarily complex as long as they can be repeatedly

numerically solved in each time step over a finite time horizon. This is, of course, the

limiting factor—one has to keep in mind that for computing a new set point value of the

manipulated variables, several time-dependent solutions of the model are required.

Another advantage of this method is that it is easy to account for constraints on the

system states or the manipulated variables. A disadvantage is that it is more difficult to

prove the stability of the closed-loop system because of the “trial and error” character of

the method. A detailed introduction into this method can be found in Refs [33,34].

Application examples of this control method can be found for Cz growth in Section

28.3.5.3 and for Floating Zone growth in Section 28.6.

28.3 Cz Process
The Cz process is one of the most important crystal growth technologies used in the

industrial mass production of single crystals, cf. Vol IIA, Chapters 2–4 of this handbook.

Accordingly, a large amount of literature exists that deals with modeling, analysis, and

control of this process.

28.3.1 Process Characteristics and Control Objectives

In Cz, as it is mostly practiced nowadays, the crystals are grown freely from the melt, i.e.,

there are no shaping devices ensuring a constant or well-defined diameter, which is

mainly important in matters of technological requirements.1 Next to the diameter, the

crystal growth rate is also an important quantity that should be controlled, cf. Section

28.1. As manipulated variables, the power of one or several heaters and the vertical

translation rates of the pulling rod as well as of the crucible are available. The rotation

rates of the crucible and the crystal can be used to affect the growth, too. However, these

1In the past, especially in III–V semiconductor growth, a so-called coracle—a ceramic silicon nitride

ring floating on the melt—was applied. Besides a thermal stabilization of the meniscus region, a

self-stabilization effect due to the conical shape of the coracle and nonwetting conditions between melt

and coracle was utilized, see e.g., Refs [35–38]. However, this was only an episode because of upcoming

automatic diameter control.
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are barely used in automatic control systems but under certain circumstances might be

helpful for skilled operators to quickly influence the process.

28.3.1.1 Importance of the Meniscus Region
The key task when automating this process is an exact control of the meniscus region,

the interconnection between melt and crystal, cf. Figure 28.4. The meniscus and its

shape result from gravitational forces and surface tension. Its shape can be determined

by numerically solving the Laplace–Young equation [39,40] or by suitable analytical

approximations, e.g., by Hurle [41], Boucher and Jones [42,43], or Landau [44].

Furthermore there exist widely used analytical approximations for the meniscus height

hi itself derived by Tsivinskii [45], Boucher and Jones [42,43], or Johansen [46]. At the

meniscus upper end, the so-called phase boundary, or interface, is located where

crystallization takes place. Thereby the latent heat is released. Because the crystal is

pulled upward into colder regions of the furnace, a temperature gradient is established,

leading to a heat flow by conduction from the hot interface into the colder crystal [47].

By this mechanism, crystallization is maintained throughout the growth process. The

amount of heat transported into the crystal consists of the amount of heat transported

from the meniscus region into the interface and the amount of heat released by crys-

tallization. In general, the following relation holds for the vector y!g of the growth rate

along the phase boundary described by z ¼ ƵðrÞ; r˛½0; ri� (keep in mind that the vector

vg is directed in negative z-direction):

y!gðr;ƵðrÞÞ ¼ 1

rsDHf

ðlmVTmðr;ƵðrÞÞ � lsVTsðr;ƵðrÞÞÞ; r˛½0; ri�: (28.8)

In this equation one has the heat of fusion DHf, the density rs of the solid at melting

point temperature, and the crystal radius ri at the interface. The heat conductivities of

the solid and the melt are denoted by ls and lm, respectively, and Ts(r, z) and Tm(r, z)

represent the temperatures of the solid and the melt. A necessary condition for growth is

that the heat flux is directed from the melt into the crystal.

Changes in the temperature gradients on the melt or solid side of the phase boundary

lead to an immediate change of the growth rate, as can be easily seen from Eqn (28.8).

FIGURE 28.4 Sketch of the interface
region with important physical quantities.
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On the one hand, a local change of the growth rate results in a deformation of the phase

boundary and in a change of the crystal diameter if this deformation is located at the rim

of the interface. On the other hand, a change in interface geometry again initiates a

change in heat transport. Furthermore, the shape of the meniscus depends nonlinearly

on the radius ri of the crystal at the interface as well as on the growth angle a ¼ Q0 þ ai

with the equilibrium growth angle Q0 and the crystal slope angle ai [39,42,48], cf.

Figure 28.4. Consequently, the demand of growing crystals of well-defined shape re-

quires exact control of the thermal conditions in the interface region. Without any

precise measurements characterizing the state of this region, this is an overwhelming

task. An approach trying to realize such a direct control by blowing inert gas around this

region is presented by Brice et al. [49]. However, usually any measurements available at

the process are more or less distant to this region, complicating the control of the

process.

A big challenge in achieving a proper control of the thermal situation in the

meniscus region arises from the so-called “batch character” of the Cz process. This

means that it does not have a steady state operating point, mainly resulting from the

fact that the whole system configuration changes during the growth—while one has a

crucible filled with melt in the beginning, it is nearly empty at the end of the process

and the melt mass is transferred into the crystal. The falling melt level leads to a

continuously changing heat entry form the heaters into the system. Thus, the process

dynamics changes heavily throughout the process. Understanding the influence of

these variations on the process dynamics provides a foundation for developing a robust

process control system. Detailed discussions on these subjects can be found in Refs

[17,22,50,51].

Besides that, variants of the process are even more difficult to control. In the LEC

method [52], the liquid boron–oxide layer upon the melt introduces time delays (cf.

end of Section 28.2.5.1) into the process [53–56]. In the so-called vapor pressure–

controlled Czochralski (VCz) method [57] with intentionally reduced axial and radial

temperature gradients, diameter control is even more difficult [4].

28.3.1.2 Lumped Parameter Modeling
First analyses of the principal system behavior of the Cz process were published by

Bardsley, Hurle et al. in the 1970s [58–62] in order to improve diameter feedback control.

A global lumped parameter model of the overall Cz crystal growth system was first

presented by Steel et al. [63]. In order to simplify and improve parameterization of PID

controllers, they analyzed a linearized model in terms of a transfer function in several

growth stages. The central idea of their approach consists in partitioning the Cz system

into the four areas: melt—meniscus—crystal—ambient. This is still the basis of all

lumped parameter models of the Cz process used to date. In Ref. [64] Hurle presents a

method for experimentally determining a lumped parameter model (in the form of a

transfer function) of the Cz process. Other models suitable for system analysis and

control system design on a lumped parameter basis have been presented by Hurle
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[22,36,65], Satunkin [66,67], Looze [53], Gevelber [10], and Sveshtarov [68–70]. A more in-

depth analysis using FEM methods has been presented by Derby, Brown, et al.

[47,71–74].

28.3.1.3 Stability
An important matter in control theory is the question whether the system under

consideration is stable or not, since unstable systems have a limitation to achievable

control performance. When discussing this subject it is very important which type of

model is used for stability analysis and which physical effects are included in the model.

Surek’s initial stability analysis was only of the capillary problem, i.e., for the meniscus

region [75]. He came to the conclusion that the capillary system is unstable. However, if

the heat fluxes are taken into account, one comes to a different conclusion, depending

on the assumptions made during modeling. Tatarchenko [76–78], Surek [48], Hurle [65],

as well as Derby [73] show stable behavior of the growth system under certain operating

conditions. Nevertheless, Crowley [79] and Johansen [80] show that the system is un-

stable for the cases they evaluated, even if the thermal effects are included in the

analysis. A more recent in-depth analysis and summary of this problem is provided by

Tatarchenko in Ref. [81].

28.3.2 State Estimation

The quantities that one would like to control are mainly the crystal diameter and the

crystal growth rate. Unfortunately, they cannot be directly measured. However, three

different approaches exist to acquire indirect information about at least the crystal

diameter:

1. Evaluation of the force acting on a load cell mounted at the top of the pulling rod,

originally presented by Levinson and Rummel [82,83], discussed in detail by

Bardsley et al. [58,60–62]. Alternatively, weighing of the crucible is possible [84,85].

2. Capturing of the meniscus shape, typically by detecting and evaluating the bright

meniscus ring resulting from reflections of the hot glowing heaters [86–90].

3. Image processing of the whole crystal [91–93].

The third method has no technological relevance because on the one hand it is very

complicated to be realized and on the other hand because changes in the growth are

detected not until they have already influenced the crystal [94]. (This is actually not the

case when using the first and second technique where changes in the meniscus precede

a change in the crystal diameter).

Consequently, the first two approaches are widely used in industry. Which one is

chosen depends on the constraints given by the process and plant setup; since silicon

has a large Laplace constant (i.e., high surface tension and low density resulting in large

meniscus heights) and because of its metallic reflectivity, this material is an obvious

candidate for the second technique. In the LEC process the boron–oxide layer covering
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the melt prevents optical detection of the meniscus. Hence, in this process the weighing

method is used. The same holds for the growth of oxides with their high melting points.

There the inner assemblies required for a good insulation prevent a sufficient view on

the meniscus from the top of the growth furnace. Additionally, more light is emitted

from the crucible, making it difficult to detect the bright ring on the meniscus. A com-

bination of both approaches is proposed by Bruni in Ref. [95].

28.3.2.1 Weighing Technique
The idea behind the weighing technique is that, at a first glance, the rate of change of the

force acting on the load cell—the so-called differential weight gain signal—might be

proportional to the crystal cross-section area at the growing interface. This can be

evaluated by a controller. The gravitational force Fc of a rotationally symmetric crystal of

length l and density rs can be calculated by

Fc ¼ pgrs

Z l

0

r2i ðlÞdl (28.9)

with crystal radius ri and gravitational acceleration g. However, the force measured by

the load cell is not equal to Fc of the crystal in Eqn (28.9) and, hence, the differential

weight signal is not equal to the time derivative of Eqn (28.9). In fact, it is also influenced

by forces resulting from the surface tension of the meniscus, the hydrostatic pressure of

the melt raised over the melt level [58], and in case of LEC by the buoyancy forces

resulting from the liquid boron oxide [54]. For this reason, things become considerably

more complicated as it might seem from a first glance at Eqn (28.9).

A major problem when using this method occurs if the density of the solid is smaller

than the density of the liquid. Then, a well-known anomaly comes into play, which

consists of the fact that, e.g., an increase of the crystal diameter is not necessarily

accompanied by an increase in the differential weight gain signal. The reason for this

effect is that an increasing crystal diameter first results in a decrease of the meniscus

height and of its volume (cf., Figure 28.5, middle). Hence, since the density of the melt is

larger than the density of the solid, a decreasing meniscus volume makes the differential

weight gain signal decrease at first although the crystal diameter is increasing (cf.,

Figure 28.5, bottom). For materials that do not completely wet their solids, i.e., Q0s 0, a

similar effect can be observed since an increase in crystal diameter (ai> 0) leads to a

reduction of the vertical component of the surface tension acting on the crystal (it is

proportional to cos(Q0þ ai)) [60]. Unfortunately, all commonly grown semiconducting

materials show this effect. A detailed discussion on this topic can be found in

Ref. [60,96,97] for the standard Cz process and in Ref. [55,56] for the LEC process.

The anomaly also leads to crucial problems during the transfer from the shoulder into

cylindrical growth, cf., Figure 28.6 (top)—a sudden increase of the derivative of the force

acting on the load cell with respect to time is observed just before the crystal diameter

reaches the cylinder. This behavior can be explained by the fact that the height (and
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FIGURE 28.6 Top: Increase of the derivative of the differential weight gain signal before the crystal reaches the
phase of cylindrical growth. Bottom: The impact of the time delay (or “dead time”, cf. Section 28.2.5.2) is
illustrated in the case of the LEC process: An “aftershock” occurs in the differential weight gain signal when the
crystals emerge from the boron oxide layer. The dashed curves represent the corresponding diameter trends.

Crystal diameter

Meniscus height

First derivative of mass measured by load cell

Abnormal behavior
Normal behavior

Time
FIGURE 28.5 A slight change of the crystal diameter (top) results in a temporary break of the differential weight
gain signal (bottom). The reason for that is the reduction of the meniscus height during the diameter transfer
(middle).
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thus, volume) of the meniscus changes significantly at this phase of the process. More

detailed discussion with respect to this subject can be found in Refs [11,66,97]. The

strength of the effect depends on several factors discussed in detail in Ref. [61].

Especially the growth rate is of great importance. Roughly speaking, the lower the pulling

speed, the stronger the effect.

In case of LEC growth, additionally the influence of the boron–oxide layer comes into

play. One has to take into account the buoyancy as well as the time delay introduced by

the emerging crystal, resulting in additional dynamical effects. For example, Figure 28.6

(bottom) shows an “aftershock” occurring in the differential weight gain signal when the

crystal begins to emerge from the boron–oxide layer. These effects are discussed in Refs

[54–56] and must be carefully considered during control system design.

Yet another factor limiting the weighing technique is the diameter of the crystal body.

The larger it is the larger the measured force at the load cell. However, the larger the

nominal load cell capacity, the worse the absolute resolution for small loads. This is

problematic especially during the initial phase of the process. A discussion of the load

cell dynamics and its consideration in the control system can be found in Ref. [66].

The reconstruction of the crystal diameter and other quantities by means of an

observer (cf. Section 28.2.3) from the weighing signal is the subject of several publica-

tions. Satunkin and Leonov discuss the question of observability in case of Cz and LEC

growth in Ref. [66]. A Kalman filter approach can be found in [98]. In both cases, the

discussion is based on a linearized model of the overall process, which is bound to the

knowledge of some thermodynamic parameters. An elegant approach is presented in

Refs [99,100] where, roughly speaking, an iterating algorithm is used that fits the theo-

retically calculated mass of the load cell to its real value by heuristically changing the

crystal diameter in every step. However, this algorithm contains a parameter that must

be empirically determined to guarantee convergence. A reduced order nonlinear tracking

observer for the Cz and the LEC system including full meniscus dynamics is presented in

Ref. [15]. As far as the system is tracked along its reference trajectory, this approach

produces very accurate results.

If the influence of the changing meniscus can be more or less neglected, a simple

approach is presented in Refs [101,102]. Here the basic idea is to exclude the meniscus

dynamics from the model, making it easy to solve the remaining equations for the radius.

This method is useful for reconstruction of the radius during cylindrical growth and for

crystals with slowly increasing diameter in the cone. If one is obliged to grow crystals

with large slope angles in the shoulder, this method fails, especially when fading into the

cylinder. Another approach modulates the crystal pulling velocity with a small sinusoidal

signal with a period much shorter than the dominant time constant of the process. In

such a setup it is possible to reconstruct the diameter by a versatile algorithm [103,104].

28.3.2.2 Detection of the Bright Meniscus Ring
The idea behind this measuring technique is based on the fact that light emitted by the

red-hot heaters is reflected in an upward direction from the meniscus surface. These
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reflections can be seen and detected by an optical camera as a so-called “bright ring.”

Then, image processing software is able to determine the diameter of the ring in real

time [105,106]. This can be achieved in a similar way by measuring the radiation in-

tensity using a pyrometer [87,90,107]. The determined diameter of the bright ring,

scaled by an empirically determined factor accounting for the difference between

measured bright ring radius and expected crystal radius, is used as the measured

variable in the control system. Hence, although the crystal radius itself is not

measured, this technique is widely and successfully used especially in silicon Cz

growth. However, one has to take into account that the measure is the diameter of the

meniscus at a certain height, not the crystal diameter at the three-phase boundary.

This means that the anomaly discussed above comes into play again—if the crystal

radius begins to decrease, first the meniscus height will increase. This means that the

diameter of the bright meniscus ring will increase, which might result in incorrect

reactions of the controller if it is not adapted to this behavior [17]. A detailed discussion

on how to obtain an estimate of the real crystal diameter from the camera system

under these constraints is given in Refs [108,109].

28.3.3 Feed-Forward Control

Model-based lumped parameter approaches are presented in Ref. [50] (400 silicon),

Ref. [102] (InP), and Ref. [110]. Since the underlying models neglect the spatial distri-

bution of system properties (cf. Section 28.2.1), most often some empirical corrections

(e.g., in Ref. [102]) are introduced to fit the result to reality. An approach trying to

circumvent this problem is proposed in Ref. [111], based on a mathematical description

regarding the most important qualitative dependencies between the relative changes of

manipulated and controlled variables during growth. For a certain thermal setup this

approach allows easy calculation of reference trajectories for different crystal shapes,

growth, and crucible translation rates.

In order to overcome such limitations one may describe the system behavior without

neglecting the spatial dependence of some of the system properties. Then one is con-

fronted with the problem of numerically solving a set of time-dependent 2D/3D partial

differential equations with free boundary conditions. Even though powerful FEMs for

solving such problems exist, and computational performance has dramatically increased

in the last several years, this still is one of the most challenging tasks [112,113]. The

situation gets even worse if feed-forward trajectories need to be rescheduled in real time

during growth, for instance, in order to react to some perturbations. Extensive studies on

this task can be found in Refs [114–117], presented for the examples of growth of large

diameter silicon and germanium crystals. To reduce the computational effort, one might

restrict the problem to the quasi-stationary case. The feed-forward trajectory is then

generated piecewise. This very powerful strategy has been presented in detail by Derby

and Brown in Refs [47,72]. An approach using a simplified 2D model especially designed

for control purposes can be found in Ref. [118].
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A proper reference trajectory planning for the controlled variables is essential to

obtain suitable feed-forward control trajectories. A good introduction into this subject

w.r.t. Cz growth is given by Satunkin in Ref. [119].

28.3.4 Conventional PID-Based Control

28.3.4.1 PID-Based Control Using Optical Diameter Estimation
When designing a control system that tracks crystal diameter and growth rate, one has to

reflect the different time constants that the manipulated variables have on the system:

(1) Changes in pulling speed are affecting the system quite quickly; (2) Changes in heater

power need some time depending on the thermal conditions occurring in the system

[11,17]. Therefore, most often a cascaded control structure is chosen assuming that

pulling speed vp is more or less equal to the growth rate (cf. Figure 28.7) [120]. Deviations

Dri from the reference value ri,ref of the crystal radius ri are fed into a PID controller

manipulating the reference value vp,ref of the pulling speed by an amount of Dvp. This

value, indicating a deviation of the real pulling speed trajectory from its precalculated

reference value, is fed into a second PID controller manipulating the reference value Pref

of the heater power by an amount DP. By this strategy it is ensured that the system is able

to react quite quickly on perturbations occurring in crystal diameter. Accumulated de-

viations in the pulling speed trajectory lead to a change of the heater power trajectory

ensuring that the system is kept in its reference state in a long-term manner. Especially

the pulling speed is brought back to its reference. This control approach requires very

careful planning of the feed-forward trajectories, especially for the pulling speed needed

to obtain a certain growth rate trajectory.

28.3.4.2 PID-Based Control Using Weight Measurement
If one does not have the possibility to capture the diameter of the bright meniscus ring,

the usual control strategy is to use the crystal or the crucible “weight” as measured

variable. When growing crystals from volatile melts, crystal weighing is preferred

PIDRate

PIDPower

Plant

Fast loop

Slow loop

FIGURE 28.7 Cascaded PID-based control
scheme utilizing pulling speed vr,ref and
heater power (P) for diameter (di) control.
Reference values are denoted by the
subscript ref.
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compared to crucible weighing because melt evaporation falsifies the signal in the latter

one. The same holds when using rf-heaters where additional vertical forces induced in

the crucible susceptor come into play [36]. One has to distinguish between two modes of

operation [36,58]:

Weight mode: The weight measured by the load cell is compared to the reference

value and the difference is used as an error signal for the PID controller. Hence, in this

mode the controller tries to keep the weight on its reference value, meaning that a

previous error in crystal radius later results in an error of opposite sign. This, on the one

hand, is usually not preferable when trying to grow a crystal of well-defined shape. On

the other hand, this mode circumvents noise generation by numerical differentiation of

the force raw signal as required in differentiated weight mode.

Differentiatedweightmode: The force raw signal is differentiatedwith respect to timeand

then compared to the reference value resulting from the predefined shape of the crystal. If

one neglects the dynamics of the meniscus, this signal is proportional to the crystal radius,

i.e., this mode tries to keep the radius on its reference value without being influenced from

the past. The differentiation of the raw signal leads to a phase advance in the control system,

which tends to make the system “more stable”. On the other hand, sophisticated signal

processing and filtering methods as well as high resolution load cells are required.

The most crucial part in this technique is the anomalous behavior of the signal, cf.

Section 28.3.2. The consequence of this anomaly is that the performance of the control

system is fundamentally limited [10]. The controller “is only allowed to respond care-

fully” to any sort of perturbation since they could be of opposite direction, not indicating

what really goes on at the interface.

28.3.4.3 Improvements and Optimizations
In this section some approaches trying to compensate for the problems mentioned

above are sketched.

In Refs [61,62] Bardsley, Hurle, et al. present a sophisticated control algorithm con-

taining a method to overcome the problems resulting from the anomalous behavior.

They try to estimate the anomalous components in the measured weight gain signal and

subtract them from the signal. The estimation is done using a linear model calculating

the radius change dri induced by changes in heater power. This value can be used for

calculating an estimate of the anomalous component of the signal. Experimental results

demonstrate the performance of this approach. However, it is restricted to the knowl-

edge of a sufficiently precise model of the process, especially of the thermal conditions in

the furnace.

A challenging task in this control approach is the choice of the parameters of the PID

controller. Most often this is done by trial and error. However, there are some interesting

approaches trying to determine optimal parameters of the PID controller on the basis of

the model knowledge available. Satunkin et al. [66,121] propose an approach based on a

cost functional for adjusting parameters in a single, as well as, multiloop control system

utilizing heater power and pulling speed as manipulated variables. The same authors
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present a modeling approach focusing on inaccuracies of the weight sensor and the

consideration of these in the control system [66].

As already mentioned, the dynamic characteristic of the process changes during

crystal growth. As a consequence, parameters of the PID controller determined for one

set point may not produce acceptable results as the process proceeds. The strategy to

overcome this problem is to change the parameters on relevant intervals. This strategy is

commonly known as parameter or gain scheduling in the field of adaptive control

[122,123]. An approach for Cz growth can be found in Ref. [16].

28.3.5 Model-Based Control

28.3.5.1 Lumped Parameter Model-Based Control
InRefs [10–13]Gevelberet al. propose amodel-basedmultiloopcontrol system.Thefirst two

publications of this series are based ona seventh-ordermodel of the process,while the latter

onesmakeuseof amore refinedmodel oforder 34. In thesepublications, amultiloopcontrol

system is proposed not only to ensure a correct diameter during the process but also to

compensate identifiable disturbances before they affect the growth dynamics. Two main

disturbancesare identified,bothrelated to themeltdrop: the thermal stateof themelt,which

changes the heat flux entering the interface; and the thermal environment that the crystal is

exposed to, affecting the heat flux from the interface and thus the growth dynamics. By

adding a closed loop around the melt temperature, the impact of this disturbance is

significantly reduced, enabling tighter control of diameter and thusminimizing growth rate

variations in a robustmanner. Additionally, thiswork analyzes the importanceof controlling

the interface shape in addition to the crystal diameter. This requires the use of additional

actuators, andan importantpart of thedesign task is to select anactuator set that can control

both degrees of freedom relatively independently. To further obtain design insight,Gevelber

et al. derive amodel that especially reflects the influenceof radiationheat transferwithin the

furnace as exactly as possible within a lumped parameter model.

Further model-based approaches have been presented by Satunkin [98] (using a

linear state space controller), Sabanskis [118] (using a 2D approximation), and Riedling

[124] (combining heuristic and deterministic techniques in the 400 growth of GaAs

crystals using the LEC method).

The bottleneck of the lumped parameter model-based approaches is the appropriate

modeling of the thermal effects. An elegant solution to circumvent this is the following

approach [14]: for the Cz process, a relatively simple second-order lumped parameter

model of the meniscus dynamics only can be derived if rotational symmetry and a planar

solid–liquid interface is assumed [14]. It reads:

_ri ¼ yg tanðaiÞ (28.10a)

_ai ¼ yp � yc � cazðri;aiÞyg
canðri;aiÞ : (28.10b)

In these equations, ri denotes the crystal diameter at the solid–liquid interface, ai the

cone angle (cf. Figure 28.4), vp the crystal pulling rate, vc the crucible translation rate,
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and vg the crystal growth rate. Furthermore, caz and can are some nonlinear functions

that can be found in Ref. [14]. The growth rate results from the thermal situation in the

furnace, cf. Eqn (28.8), but is considered as unknown in this approach.

Although this capillary model does not cover the complete process dynamics, it can

be utilized to derive a partial model-based control system [14,15]. Considering the

relation _x=yg ¼ ðdx=dtÞ=ðdl=dtÞ ¼ ðdx=dlÞ ¼ x0 in which l is the crystal length and x an

arbitrary quantity, one can divide the differential equations of the model (10) by the

growth rate vg ¼ dl/dt. As a result, one obtains a model that is parameterized in crystal

length instead of time:

r0i ¼ tanðaiÞ (28.11a)

a0
i ¼

yz � cazðri;aiÞ
canðri;aiÞ with yz :¼ yp � yc

yg
: (28.11b)

The dimensionless quantity yz is denoted as the lift ratio. Now, a model-based control

law can be derived according to the procedure described in Section 28.2.5, Eqns

(28.5)–(28.7) with y ¼ ri and _y ¼ r0i ¼ arctanðaiÞ. One obtains:

yz;ref ¼ n
canðri;aiÞ
1þ �

r 0i
�2 þ cazðri;aiÞ with

n ¼ r 00i;ref � k1

�
r0i � r 0i;ref

�
� k0

�
ri � ri;ref

�
:

(28.12)

This model-based controller calculates desired values yz;ref for the intermediate

quantity yz. Since one lacks a model of the thermal behavior, PID controllers are placed

around this model-based controller, transforming this intermediate value into the real

inputs pulling speed yp and heater power P available at the process. This approach is

sketched in Figure 28.8. A nonlinear state estimator provides values for ri, ai [15].

Parameter scheduling for the PID parameters and the proper assignment of the

manipulated variables to the controlled variables are discussed in Ref. [16]. By this

strategy, a large amount of lumped parameter model knowledge is introduced into the

control system. A similar procedure can be found in model-based control of the

Detached Bridgman process, cf. Section 28.5.3.

In all cases discussed in this section, the overall closed-loop performance is

considerably enhanced, however, because of the lumped parameter character, some

more or less strict constraints exist with respect to process setup, model validation, or

trajectory planning.

28.3.5.2 Distributed Parameter Model-Based Control
Some publications try to overcome the limitations resulting from the lumped parameter

approach by directly working on the partial differential equations of the distributed

parameter models. Such approaches, for example presented by James Ng et al. in Refs

[125–127] and Wang in [128], are fundamentally important for understanding the dy-

namics of the process, especially when focusing on the effects related to heat transport

phenomena or variable phase boundary problems. However, for an implementation
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under real world conditions and controller parameterization they are not suitable. The

reason for this is that in these models the manipulated variables are also spatially

distributed, e.g., a temperature distribution on the heater surface. But, what the

controller actually manipulates is the current entering the heater, which is a lumped

quantity being connected to the temperature distribution on the heater surface in an

unknown way.

28.3.5.3 Model Predictive Control
An interesting approach based on this strategy can be found in Refs [129,130]. The model

used in this approach is of lumped parameter type. It includes melt convection, which

requires very strict assumptions to be fulfilled in order to make the model applicable.

Another approach to establish such a model-based control on the basis of a lumped

parameter model has been published by Voronkov et al. [9,120]. It is closely related to the

yg=G theory [5,7], which requires very precise tracking of the growth rate yg.

28.4 Vertical Bridgman and Vertical Gradient Freeze
Process

From a control technological point of view, the Vertical Bridgman (VB) and the Vertical

Gradient Freeze (VGF) crystal growth processes (cf. Vol. IIA, Chapter 9) are outstanding

challenging tasks. On the one hand, one has—compared to other processes—a relatively

large number of strongly coupled manipulated variables, and on the other hand, one has

exactly zero measurement information about the most important process quantities.
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controller 1
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FIGURE 28.8 Combination of model-based
and PID control. Adapted from Refs
[14,15].
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28.4.1 Process Characteristics and Control Objectives

Common to both processes is the continuous movement of a (more or less) fixed tem-

perature gradient in vertical direction of an ampule or crucible containing the molten

material. This movement is done in such a way that crystallization inside the ampule

takes place in a well-defined manner from the bottom toward the top. In the VB process

this is realized by the relative mechanical movement between ampule and the axially

arranged heaters, independently, which of both is really moved. In contrast, in the VGF

process the movement of the temperature gradient is solely realized by an appropriate

tracking of the heater powers.

The key problem when trying to establish a feedback control for the Bridgman pro-

cess is the fact that no measurement information about the variables that should pri-

marily be controlled is available. The most prominent candidate for the controlled

variable would be the growth rate (the crystal shape is already fixed by the ampule).

Assuming a flat interface shape, it could be treated in a lumped parameter sense as done

in the Cz process above. However, in real systems the interface represents the melting

point isotherm inside of the furnace and is never completely flat. The deflection of the

interface, its convex or concave shape, directly influences the crystal quality. Usually a

slightly convex interface shape is preferred in order to avoid a concentration of grown-in

defects (cf. Vol. IIA, Chapter 9). To achieve this goal, the interface shape has to be

detected in situ and feedback controlled. However, besides manually detecting the po-

sition of the interface [131] (which may lead to contamination issues and mechanical

generation of structural defects at the interface) or using a transparent ampule [132]

(which is limited to few materials) up to now no feasible method for an in situ mea-

surement under industrial conditions of this process quantity is known. The most

promising technique for this task seems to be the application of ultrasound. Here the

basic work was done by Parker and Manning [133] followed by Carter et al. [134]

(Germanium) and Schmachtl [135] (metal alloys) first presented acceptable resolutions.

A modern approach is presented, e.g., by Azizi et al. [136] for multicrystalline PV silicon

normal freezing and for FZ in Dold et al. [137]. Achieved growth rate resolutions were

roughly in the range of � (1.2) mm/h. This is acceptable to have approximate infor-

mation about the position of the phase boundary. However, for Bridgman growth with

its low growth rates just in that range of several mm/h, the resolution has to be better by

a factor of 5–10 for using it in a robust feedback control system.

In both processes, the heater powers are important manipulated variables. The cor-

rect adjustment of the heater powers in order to maintain the required temperature field

is a challenging task. In the VB process, the heaters have to be controlled in such a way

that despite the moving ampule and the phase transformation in it, the temperature field

remains constant. In the VGF process, the temperatures of the heaters have to be

continuously changed in a predefined manner in order to establish the movement of the

temperature gradient. In both cases, only very small tolerances are acceptable. The main

problem here is that one has a system of several heaters that are responsible for the
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temperature and its dynamics at several points of the furnace. However, each heater

does influence the whole temperature field. Hence, when designing a temperature

control system, one deals with a typical multi-input-multi-output (MIMO) system with a

strong cross-coupling. Because of this, controller design is much more complicated

compared to single-input-single-output (SISO) systems. An additional control task in VB

growth is the proper tracking of the relative motion between ampule and heaters.

28.4.2 Conventional Control

As stated above, in the majority of applications the primary system quantities, espe-

cially the interface shape, cannot be directly measured. However, because a certain

interface shape and interface position is directly connected to a certain temperature

field within the ampule [138], which itself is characterized by a certain temperature

distribution on the ampule’s boundary, it makes sense to content oneself with a proper

feedback control of the heater temperatures [139] and/or the movement of the ampule.

Such an “indirect” control system uses the temperatures of thermocouples installed on

the surface of the ampule as the controlled variables and the heater powers as the

manipulated variables. For its function, one has to calculate the required boundary

temperature distribution using a suitable model of the process. Because of the

complexity of the models and possible ambiguities of the solutions, this calculation has

to be done a priori. The result is used as a reference for conventional real time MIMO

PID feedback control. Control design for such coupled systems using PID controllers is

a well-matured task in control technology. A general introduction of the control of such

systems is given, for example, in Refs [140–142] and especially for multizone heating

systems in Refs [143,144].

The key problem of this indirect control strategy is the correct and unambiguous

calculation of the reference temperature profile and/or translation rate of the ampule.

This requires not only appropriate model knowledge, usually by means of high order

FEM models, but also time-consuming experimental effort to match the models to the

relevant plant setup. Furthermore, under industrial conditions, all plants have to be kept

in exactly the state that has been used for this matching (“copy exactly”, cf [145]). A wide

range of modeling approaches for this purpose exists in literature; Kuppurao, Derby,

et al. [146,147] may be used as a starting point.

28.4.3 Model-Based Control

Only a few publications exist for the model-based control of the VB/VGF process. Apart

from the measurement issues, this is due to the fact that models of the system appro-

priate for control purposes are of distributed parameter type, cf. Section 28.2.1. For

example, the controlled variable “interface shape” cannot be described by a single

variable but by a functional relation. The same holds for the temperature distribution at

the ampule boundary. Only the heater powers are of lumped type. The feedback control

of such distributed parameter systems with lumped inputs is currently a highly dynamic
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subject of investigation in control theory [148,149]. An approach for a very simple model

of the VGF process detailing this strategy can be found in Refs [150,151].

Apart from that, model-based approaches exist focusing on subordinate problems

and trying to reduce the problem to the control of some lumped parameter quantities.

They are detailed in the next two sections.

28.4.3.1 Temperature Control and Interface Shape Detection
The model-based temperature control of the Bridgman processes has been the subject of

several publications by Batur et al. In Refs [132,152] a method for the identification of a

linear lumped parameter MIMO model of the heating zone system is proposed. The

model is used for the design of a self-tuning linear state space controller for tracking of

the zone temperatures. Experimental results from an eight-zone VB system with three

thermocouples in each zone are provided showing the importance of the consideration

of the cross-coupling between the heaters in the controller design. In the investigated

setup, a transparent ampule for the growth of lead bromide has been used. This makes it

possible to directly detect the interface shape and to close the feedback path. An

appropriate algorithm for the detection of the interface from the camera pictures is

provided in the mentioned publications as well as in Ref. [153]. Of course such an

approach is not possible when growing crystals of nontransparent materials in non-

transparent ampules, which is the case in the majority of VGF-grown elemental and

compound semiconductors. The controllers used in this approach are of quite complex

structure due to the MIMO character of the system and the strong cross-coupling be-

tween the zones. Therefore, in Ref. [154] the same authors present reduced-order con-

trollers based on so-called projective control strategies [155].

A much more refined approach is presented by Batur et al. in Ref. [139] on simulation

studies, cf. Figure 28.9. Again it is assumed that a certain desired interface shape requires
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FIGURE 28.9 Bridgman crystal growth control system. Adapted from Ref. [139].
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a corresponding temperature distribution inside the material. The task of the interface

shape control loop is to establish this temperature distribution and can be accomplished

by manipulating the boundary conditions around the material. These boundary condi-

tions are established by the furnace temperature controller. If the interface shape or the

inside material temperatures can be measured, it is compared with the desired interface

shape or the reference material temperatures, and the resulting error signal is sent to the

material temperature controller. The required boundary conditions, or equivalently the

furnace (or heater) temperatures, are determined by the material temperature controller.

The boundary conditions are used as the reference temperatures for the furnace tem-

perature controller. The actual boundary conditions established by the furnace tem-

perature controller determine the temperatures inside the material through the

dynamics of the crystal growth mechanism. The approach provides the possibility to

estimate the shape of the interface if it cannot be measured directly (cf [156]).

28.4.3.2 Flow Speed Control
In Refs [157,158] Sonda, Yeckel, and Derby present a model-based approach for con-

trolling the melt flow. In their system, the meridional melt speed S is used as the

controlled variable. This is the spatial root-mean-square average of the velocity

magnitude, defined as

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

V

Z
ðV Þ

�
y2r þ y2z

�
dV

vuut
where yr and yz denote the magnitude of the velocities in the radial and axial directions,

respectively and V is the total melt volume. The crucible rotation speed is used as the

manipulated variable. By this choice, a SISO-controller design procedure is possible. A

nonlinear input–output feed-forward controller combined with a state feedback

controller [159] is chosen by the authors to address the problem. The model-based

controller approach is tested by simulation on models provided by Kim et al.

[160,161], Müller et al. [162], and Derby et al. [163,164] assuming two configurations:

melt at the top of the ampule (“stable configuration”) and melt at the bottom of the

ampule (“unstable configuration”). The results are further compared to simple linear P-

and PI-controllers. It has been shown that flow oscillations in the melt could be atten-

uated by a significant amount. Due to the lack of any measurements, especially of S, the

approach is of theoretical interest only. However, by such studies one gains deep insight

into the process dynamics and the correlation between different process phenomena.

28.5 Detached Bridgman Process
The Detached Bridgman crystal growth process is a promising candidate for the pro-

duction of bulk, single-crystal semiconductors of extraordinarily quality because it

provides zero container contact of the crystal (as in Cz growth) and low thermal stress (as

in Bridgman growth) (see Chapter 19 of Volume IIB). Thorough investigations of this
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process especially with respect to process control have been provided by Yeckel and

Derby [165–167], on which this section is mainly based.

28.5.1 Process Characteristics and Control Objectives

Detached growth occurs when the crystal solidifies into the melt without contacting the

ampule wall, cf. Figure 28.10. Hence, a narrow gap that is usually filled with inert gas

between the crystal and the ampule remains. In stable detached growth, the melt is in

contact with the ampule above the crystal. The gap between the ampule wall and the

triple-phase line is bridged by a small liquid meniscus. The primary control task is to

achieve a stable growth regime with constant crystal diameter under terrestrial condi-

tions, i.e., the crystal neither contacts the ampule wall nor grows away from it during

growth. Compared to zero-gravity conditions, this is more complicated because of the

continuously decreasing static weight of the melt on top of the growing crystal. Hence,

this effect must be robustly compensated [165]. Another control task would be the

regulation of the crystal growth rate or the interface shape as in conventional Bridgman

growth. Here, for growth rate control the same issues and limitations exist, cf. Section

28.4, and up to now no publications are available dealing with the feedback control of

this important process quantity. Anyway, a proper control of the crystal diameter or

equivalently of the gap width is of superior priority since it enables one to maintain the

detached state over the full process duration. It has to be noticed that no method for

the in situ detection of the gap width has been developed so far. Against this background

FIGURE 28.10 Sketch of a detached Bridgman growth furnace. One has the growth angle a, the wetting angle Q,
the gap width w, the crystal radius ri, the inner ampule radius Rc, the melt surface tension s, and the pressure
difference DP between the upper and the lower vapor space. The angle between the vertical and the meniscus at
the three-phase-line (TPL) is denoted by j. The two figures to the right show situations in which stable growth
tends to fail because of inadequate values of the manipulated variable DP: (a) DP � 0 (too much suction); (b)
DP[0 (too much pressure downward). Adapted from Refs [166,168].
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the following explanations are of more theoretical value, however, they may be helpful in

understanding the process and its dynamics in more detail.

28.5.1.1 Choice of the Manipulated Variable
In order to control the crystal diameter and to stabilize the system, an appropriate

manipulated variable must be available. Several methods have been developed for this

purpose. Duffar et al. [168,169] propose a system in which a second vapor space above

the melt is introduced. Then, gas is injected into the upper and lower vapor space in such

a way that a stable growth regime is achieved. This configuration is depicted in

Figure 28.10. In this case the manipulated variable is the pressure difference DP between

the two vapor spaces. A similar method is proposed by Palosz [170]. Pätzold [171]

alternatively manipulated the pressure on the meniscus by controlling the temperature

of the vapor space in the bottom of the ampule.

28.5.1.2 Lumped Parameter Model
Fortunately, it is possible to derive a simple first-order lumped parameter model of the

capillary part of the system as appropriate for control purposes if one uses the pressure

DP as the manipulated variable. It is very similar to that employed in Cz growth. With the

denotations from Figure 28.10 one has:

_w ¼ yg tanða� jÞ (28.13a)

j ¼ arccos

��
DP

2
� cosQ

	
ð1�wÞ � DP

2ð1�wÞ


: (28.13b)

The growth rate yg depends on the thermal situation at the interface (cf. Eqn (28.8)) and

has to be calculated from a model of the thermal system.

28.5.1.3 Stability and Operational Limits
When designing the control system the most important question to be answered is under

which conditions stable growth occurs. As in Cz growth, the answer depends on the

effects included in the model on which the stability analysis is performed, cf. Section

28.3.1.3. First studies on this topic neglecting any thermal effects and the shape of the

crystal–melt interface can be found in Ref. [168] under zero gravity and under terrestrial

conditions in Refs [169,171,172]. The influence of the gap width on the interface shape is

studied in [173,174]. A linear stability analysis of Epure [175] shows that gravity may have

a stabilizing effect on the process, while in Ref. [176] it is shown that mechanical per-

turbations to the meniscus may lead to dewetting. The most rigorous analysis under zero

gravity based on a full thermocapillary model has been provided by Yeckel et al. in

Ref. [165]. Their approach interestingly confirmed the basic stability criterion Qþ a > p

derived originally by Duffar without regarding thermal effects (refer to Figure 28.10 for

an explanation of the symbols). From this stability criterion, it follows that when growing

typical semiconductors with growth angles a in the range of 10�.30� a strongly non-

wetting ampule material with Q> 150�.170� is required. Apart from that, this stability

criterion combined with the capillary model (13) provides further insight into the system
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characteristics important for controller design as carried out in Ref. [166]: Stationary

growth with respect to the gap width (i.e., _w¼ 0) occurs if a ¼ j. The corresponding

pressure difference DPe depending on the gap width w follows from Eqn (28.13b):

DPe ¼ �2ð1�wÞ
wð2�wÞ ðcosðaÞ þ ð1�wÞcosðQÞÞ: (28.14)

The pressure difference DP* below which no equilibrium exists is characterized by the

condition j ¼ 0. From Eqn (28.13b) it follows:

DP� ¼ �2ð1�wÞ
wð2�wÞ ð1þ ð1�wÞcosðQÞÞ: (28.15)

The difference DP*�DPe defines the largest possible perturbation of the manipulated

variable and forms a strong restriction on the controller performance. On the other hand,

the gap width we for stationary growth reads

we ¼ 1� cosðaÞ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2ðaÞ þ DPðDP � 2 cosðQÞÞp
DP � 2 cosðQÞ (28.16)

with shape stable solutions for the positive sign and shape unstable solutions (aþQ<p)

for the negative sign. Here, two cases of instability must be distinguished—perturbing

the gap width to a smaller value may cause reattachment of the crystal to the ampule;

perturbing it to larger values may lead to necking of the crystal.

The gap with w* at which the dewetting failure occurs is obtained by setting j ¼ 0 in

Eqn (28.13b):

w� ¼ 1� 1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ DPðDP � 2 cosðQÞÞp
DP � 2 cosðQÞ (28.17)

with the positive sign for DP > cosðQÞ and the negative sign for DP < cosðQÞ. By a

similar procedure, the maximum allowed interval for the wetting angle of the ampule

wall can be determined. If the wetting angle increases due to a chemical or physical

heterogeneous ampule wall, the meniscus will deform in an upward direction to

maintain the pressure balance. This might violate the DP* border. This critical angle Q*

results from Eqn (28.13b) with j ¼ 0 and using Eqn (28.14) to eliminate DP. Hence, the

maximum allowed perturbation dQ of the wetting angle reads

dQ ¼ arccos

�
cosðaÞ þ ð1�wÞcosðQÞ � 1

1�w

	
�Q: (28.18)

Equations (28.15), (28.17), and (28.18) form the basis to determine the operational limits

DP>DP*, 0<w<w*, dQ of a control system.

28.5.2 PI-Based Control

In a first step, it is natural to address the gap width control by means of a P- or

PI-controller (cf. Section 28.2.5) with the gap width as the controlled variable and the

pressure difference as the manipulated variable. A comprehensive discussion on this
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strategy is presented in Ref. [166]. It turns out that due to the strong nonlinearity of the

process and the restricted operational limits (cf. previous section) a robust control of this

system based on such linear controllers is not favorable. For example, in closed-loop

mode a certain minimum gap width occurs, making diameter control more compli-

cated. Furthermore, solution multiplicities are introduced. Hence, the applicable

controller gain KP (cf. Eqn (28.4)) is limited. The key problem here is the fact that the P-

or PI-controller naturally does not have any model knowledge, which enables it to ac-

count for the very restricted limitations of the system. Thus, the possibility is relatively

large that the controller drives the system into a state in which immediate detaching

failure occurs. This issue can only be addressed by tuning the controller very weakly or

by introducing hard limits on its output. This, on the other hand, results in slow actuator

performance and, hence, in poor disturbance rejection.

28.5.3 Model-Based Control

The very simple capillary lumped parameter model (13) of the system enables one to

derive a nonlinear model-based controller for the system. The procedure in doing so is

exactly the same as in the introductory example in Section 28.2.5 and in Cz growth

(Section 28.3.5.1). Since the restrictions derived in Section 28.5.1 result from this model,

such a controller will account for them. This approach has been published by Yeckel

et al. [167] for the case of microgravity and will be sketched in the following:

In order to derive the controller, the control error in the gap width is introduced as

z¼ (w�wRef)/wRef with the reference gap width wRef. One wants the tracking error to

fulfill a stable first-order dynamics, which is defined as

k0 _zðtÞ þ zðtÞ ¼ 0 5 zðtÞ ¼ zð0Þe� t
k0 (28.19)

with the characteristic time k0> 0, the controller parameter determining how quickly the

control error converges to zero (cf. Eqn (28.5) also). Substituting Eqn (28.13a) into

Eqn (28.19) and using Eqn (28.13b), one obtains the control law

Dp ¼ �2ð1�wÞ
wð2�wÞ ðcosða� bÞ þ ð1�wÞcosðQÞÞ with

b ¼ arctan

�
wRef �w

k0

	 (28.20)

which provides the pressure difference required for the correction of disturbances in

the gap width. Note that DP will always exhibit or equal the pressure limit given in Eqn

(28.15). Furthermore, this control law naturally reduces to the relation of the equilib-

rium pressure (Eqn (28.14)) if w¼wRef. A method on how to increase robustness with

respect to bias errors by introducing an additional integral part and an in-depth dis-

cussion of the proper choice of the parameter k0 as well as of controller performance

can also be found in Ref. [167]. Additionally, it is shown that errors resulting from the

static weight of the melt in case of terrestrial growth are accounted for by the

controller, too.
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28.6 Floating Zone Process
The Floating Zone (FZ) technique is favored if high material purity is required that

cannot be ensured by, for example, the Cz method, because of melt contamination by

the crucible material. The method itself is explained in detail in Vol. IIA, Chapter 7 of this

handbook where a modern model predictive control system is also presented. The next

chapter gives a more general overview of FZ control issues.

28.6.1 Process Characteristics and Control Objectives

Theprimary task of anFZcontrol system is to ensure a stablemolten zonebetween the feed

rod and the growing crystal. Among other parameters it is defined by the diameters of the

feed rod and the crystal, respectively, and its height, the so-called zone length. The crystal

diameter and the zone length are the controlled variables. A proper control of these

quantities is a key issue because inappropriate valuesmay lead at least to a reduced crystal

quality and in the worst case to leakage of the melt zone or melt-inductor contact. As

manipulated variables, the vertical translation rates of the feed rod (responsible for the

melt flux into themolten zone) aswell as the heat induced in themolten zone are available.

The latter one is usually provided by single coil electromagnetic heaters, i.e., the current

entering the inductor is the thirdmanipulated variable. The translation rate of the crystal is

usually kept constant in order to support a constant growth rate. This system is of strongly

coupled nature—on the one hand, an increase of the heater power will increase the zone

height because the amount of melt that is molten is increased. As a result of this, one will

observe a temporary diameter deflection until a new steady state is reached. On the other

hand, an increase of the feed rod translation rate in the downward direction will decrease

the zone height, which results in an increase of the material molten from the feed rod per

time unit. Hence, since the volume of the molten zone cannot increase beyond certain

limits, the crystal diameter will increase to a new steady state value. These interrelation-

ships are extremely sensitive with respect to the correspondingmanipulated variables and

require highly skilled operators for manual control or carefully adjusted control systems.

As in Cz growth, a first stability analysis of the Fz process has been provided by Surek in

Ref. [75] focusing only on the capillary problem. From this point of view, the system is al-

ways inherently stable. Amore in-depth analysis has been given by Tatarchenko in Ref. [78]

(also briefly summarized in Ref. [81]), including also dynamic effects and the influence of

the heat flows in the system. Especially, it has been shown that from a system theoretical

stability point of view pulling downward should be preferred compared to pulling upward

(pedestal growth). Further investigations on this topic can be also found in Ref. [98].

28.6.2 Measurement Techniques

A big advantage in Fz growth is the fact that the parts of the melt zone that are not

hidden by the inductor coil can properly be monitored through a camera system.
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The determination of the crystal diameter and the zone length as well as of the phase

interfaces from such an imaging system are described in a Siemens patent from 1963

[177]. Additional information can be gathered if one tries to determine the tangent to the

melt surface at certain points of the melt zone. This is described in Ref. [178]. Capturing

of the whole visible molten zone shape enables one to reconstruct information about the

state of the process, which is far beyond that gathered from the diameter and zone

height, for example, the crystal cone angle or the melt angle. These quantities can be

useful in a model-based control system. With respect to this, Lie et al. [179] and

Wünscher [180] provided a set of methods for the calculation of the surface shape of the

molten zone, including the electromagnetic pressure. One may also consult the con-

tributions of Shyy and Rao [181] and the Kalman-based method by Werner (cf. [182] and

Vol. IIA, Chapter 7).

28.6.3 Reference Trajectory Planning and Conventional Control

In the Fz process the planning of the reference trajectories is of special importance. For

example, the diameter of the inductor hole limits the size of the melt neck to an upper

value since one has to avoid short circuits due to contact of the melt with the heater. On

the other hand, the melt neck must not be too thin since this may (in the worst case)

result in detaching of the melt from the feed rod [182]. These constraints have to be

considered during planning of the reference trajectories for the crystal diameter and the

zone length. The size of the latter is also limited to ensure a stable melt zone. This topic is

discussed by Heywang [183].

Keeping these constraints in mind, it is possible to implement a control system

using standard PI or PID controllers (cf. Section 28.2.5.1). A first control approach

was proposed by Rowton in 1965 [184] for a silicon refinement process. There, a

relation between the diameter deviation of the feed rod and the inductor frequency is

derived. Then, the measured inductor frequency is used as controlled variable. A

cascaded control regime ensures proper diameter tracking, in some sense similar to

that usually used nowadays in Cz growth (cf. Section 28.3.4). A deviation in the

frequency drives a PID controller manipulating the heater power, and the deviation

of the heater power is used for a correction of the translation rates in order to keep

the disturbances of the ingot diameter away from the refined rod. Such an indirect

control regime is also proposed by Otani et al. [185] for the growth of refractory

metals. Today, crystal diameter and zone height are directly measured. Hence, a two-

loop control system can be established; in this, a first PID controller is responsible for

keeping the diameter on its reference value using the heater power as manipulated

variable, and a second PID controller uses the feed rod translation rate for keeping

the zone length on its reference value. Such an approach is discussed in detail,

for example, by Chan et al. [186] for the growth of TiC, and is also claimed by the

Shin-Etsu patents [187–189].
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28.6.4 Model-Based Control

As in Cz growth, the performance of PID-based control regimes is fundamentally limited

due to the nonlinearity and the batch character of the process. Hence, a variety of model-

based strategies is proposed in the literature. A model predictive control approach (cf.

Section 28.2.5.3) has been presented in a patent by Wacker [190]. There, a reduced order

model derived from a high order one is used to perform the required real time opti-

mization calculations. The patent illustrates the basic idea of such an approach rather

than providing a realizable model. A linear fourth-order lumped parameter model

suitable for controller design (in a certain set point) is derived by Satunkin in Ref. [98].

Werner proposes an eleventh-order nonlinear model in Ref. [182]. Based on this model, a

sophisticated nonlinear model predictive control strategy is established, which is also

sketched in Vol. IIA, Chapter 7 of this handbook.

28.7 Kyropoulos Process
The Kyropoulos growth method was intentionally designed to grow crystals under

extremely low thermal stress. It has tended to be sidelined for decades, but nowadays it

is experiencing a kind of renaissance, e.g., for sapphire growth [95,191]. Similarly, new

applications occur for the growth of multicrystalline silicon for PV applications [192].

Hence, the demand for a proper control of this process is increasing. Unfortunately, only

very few publications exist dealing with this topic. Thus, the following compilation may

be useful as a starting point for further research.

28.7.1 Process Characteristics and Control Objectives

The setup of the Kyropoulos technique is sketched in Figure 28.11. In the initial stage of

the process, after seeding, the crystal grows into the melt with a sharply convex interface

shape, driven by the cooling of the seed crystal. Later, as the diameter increases and the

release of latent heat reaches a significant amount, the temperature field inside of the

growing crystal and the melt is manipulated by the heater power in such a way that

crystallization is maintained. During growth, the crystal is nearly not, only slightly, or

moderately pulled in an upward direction [194,195]. The exact translation rate is a

question of technological requirements like internal transport of heat, shape control, etc.

In modern approaches for sapphire growth – for example – the trend is toward extremely

slow movement of the pulling rod [195,196] or to no translation/rotation at all [197]. At

least in cases where the crystal is additionally rotated [194], the remaining difference to

Cz is that the crystal grows far below the melt surface, i.e., no melt meniscus is present.

The submerged growth of the crystal provides very low axial and radial thermal gradi-

ents. The finished crystal is irregularly shaped and occupies almost the entire crucible.

Usually the crucible is touched by the crystal at the bottom region only. Critical stages of

the process are the seeding and initial expanding phase of the shoulder and the end of

the process when the crystal reaches the crucible bottom [197]. A process control system
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has to ensure that the crystal diameter does not increase too fast during the initial phase

and is kept on a more or less constant value for the rest of the process. Furthermore, a

sudden freezing of the melt has to be avoided. Because of the very low thermal gradients

in the furnace, this is a challenging task.

28.7.2 Control Approaches

The manipulated variables are the power of one or several heaters, and the preferred

controlled variable would be the crystal diameter. Instead, usually the force acting on a

load cell connected to the seeding rod is used as the controlled variable [191,198]. For a

proper design of the control system using a lumped parameter model, one has to derive

a relation between the force acting on the load cell and the evolution of the crystal

diameter. Because of the strongly convex interface shape and the irregular growth of the

crystal preventing any symmetry assumptions and other simplifications in the models,

this is a much more complicated task than in Cz growth where usually a planar interface

and rotational symmetry can be assumed for such calculations. The situation still

worsens because strong buoyancy effects of the (partially) submerged crystal have to be

considered.

First investigations on calculating the crystal shape in Kyropoulos growth were

published by Singh [193] using also results from Schönherr [199]. Their technique is

based on a pure mass transfer approach assuming that the crystal interface shape can be

described as spherical or as an ellipsoid of rotation. Although the influence of the heat

transfer and melt convection is not considered in their approach, the results have been

verified with acceptable limits of error by numerous experiments. Furthermore, for

materials not showing a density anomaly, it is shown that the crystal radius reaches a

limit value rmax ¼ Rc

ffiffiffiffiffiffiffiffiffiffiffiffiffi
rm=rs

p
with the crucible radius Rc and the densities rm, rs of the

FIGURE 28.11 Sketch of a Kyropoulos plant (left) and geometrical abstraction of the process (right). Adapted from
Ref. [193].
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melt and the crystal, respectively. A more refined (also purely geometrical) approach is

given by Zhang et al. [196,200].

A common approach for controlling the Kyropoulos process is to numerically

calculate the evolution of the temperature field in the furnace, which represents the

desired growth of the crystal. The time evolution of the temperature field can be rep-

resented by trajectories of the heater powers. Hence, one can apply a feed-forward

control regime using these heater power trajectories. A discussion related to this topic

can be found, for example, in Refs [201,202]. This approach is similar to that in Bridgman

growth, cf. Section 28.4.2. However, because the force on the load cell is available as

measurement information about the process state, one is able to add a feedback control

loop to the system compensating for the inaccuracies of the feed-forward control. Such

an approach is presented by Kokh et al. in Ref. [198].

28.8 Conclusions
In this chapter, different approaches for the control of selected crystal growth processes

frommelt havebeendiscussed. It hasbeen shown that adeepunderstandingof theprocess

dynamics makes controller design considerably easier. Here, model-based strategies are a

key tool since they reveal the most critical characteristics of the process that have to be

considered in the determination of the reference trajectories as well as for open- and

closed-loop control design. On the other hand, it has also become apparent that

the lumped parameter strategies usually used in control theory hit their limits in these

processes. This is mainly because of the complex nonlinear thermal and convective phe-

nomena in these systems that cannot be captured sufficiently by low order lumped

parameter models. While they provide insight into subordinate problems, e.g., when

dealing with the capillary phenomena, cf. Section 28.3.5.1 (partially model-based control

of the Cz process) or Section 28.5.1.3 (operational limits of the Detached Bridgman pro-

cess), the approach fails where a global treatment of the systemquantities is inevitable, for

example, in the case of Bridgman growth (cf. Section 28.4.3). With respect to this, the

authors are of the opinion thatmodel predictive control strategies (cf. Section 28.2.5.3) are

the key for further development of control systems in crystal growth since they are able to

rely on more accurate (but much more complex) models of the process. A necessary

condition for this is that computational power increases insofar as to solve the underlying

full transient high-order models in real time. Model reduction strategies keeping the

principal system dynamics are an important discipline that should be involved for this

purpose, too. The scientific community is encouraged to follow the path in this sense.
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[119] Satunkin G, Rossolenko S, Kurlov V, Reg’kin B, Tatarchenko V, Avrutik A. Cryst Res Technol 1986;
21(10):1257.

[120] Voronkov V, Mutti P. U.S. Patent No. US 2002/0043208 A1; 2002.

[121] Satunkin G, Rossolenko S. Cryst. Res Technol 1986;21(9):1125.
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29.1 Introduction
Crystallization of substances from supersaturated solutions at normal pressure condi-

tions in suitable nonreactive solvents in which they are fairly soluble is usually referred

to as crystal growth from solutions. The solvents used for the crystallization of different

substances are usually water, various organic liquids and their mixtures, and melts of

some chemical compounds and/or their mixtures. Water and organic liquids and their

mixtures are in the liquid state under the usual laboratory pressure and temperature

conditions, whereas chemical compounds and/or their mixtures are in the liquid state at

elevated temperatures. From a consideration of the growth temperature when the sol-

vent used is in the liquid state, one differentiates between crystal growth from low- and

high-temperature solutions. In growth from low-temperature solutions, the crystalliza-

tion temperatures generally do not exceed 70�80 �C; in growth from high-temperature

solutions, the crystallization temperatures rarely exceed 1200�1300 �C. In both low-

and high-temperature growths, the highest possible growth temperature is the boiling

point of the solvent used.

Crystallization from supersaturated solutions devoid of foreign particles with delib-

erately introduced seeds always occurs in two stages: formation of three-dimensional

(3D) microscopic nuclei and development of these 3D nuclei into large entities visible

to the naked eye. These two stages are called homogeneous 3D nucleation and crystal

growth, respectively. Foreign particles (usually called impurities) in solutions facilitate

the formation of 3D nuclei (heterogeneous nucleation) and can change their subsequent

growth, whereas seeds introduced in solutions eliminate the nucleation stage and enable

crystals to grow without 3D nucleation. Crystallization is usually understood as the

nucleation and development of crystalline product, but the term growth is used for large-

sized crystals with or without the nucleation stage. A necessary condition for the

crystallization of a solid mass dissolved in a pure or mixed solvent is the creation of

supersaturation in the solution.

In this chapter, the principles and experimental techniques for the growth of crystals

from low- and high-temperature solutions are described. The contents of this chapter

are an extended and revised version based on a review published previously [1].
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29.2 Low-Temperature Solution Growth
Crystal growth from low-temperature solutions is well suited for materials that

decompose in the melt or in the solid at high temperatures and that undergo structural

transformations while cooling from the melting point. It also allows crystals of the same

substance to grow in a variety of morphologies and polymorphic forms by variations of

growth conditions or of the solvent. Consequently, materials ranging from micrometer-

sized crystalline organic pharmaceutical chemicals to large-sized inorganic nonlinear

optical crystals are grown from low-temperature solutions. The method is widely used

because: (1) the growth apparatus is relatively simple and cheap; (2) in contrast to other

methods involving melts, low growth temperature introduces small thermal stresses

(and hence a low concentration of equilibrium defects and dislocations) in the crystals;

and (3) the crystals obtained usually have well-developed faces (growth habit) that make

it possible to investigate crystal growth processes, including in situ observations of the

surfaces and capture of impurities.

Crystal growth from low-temperature solutions has been reviewed in several mono-

graphs and reviews [1–9]. The list of compounds grown from low-temperature solutions

can be found in the monographs [3,6,7].

29.2.1 Basic Concepts of Low-Temperature Crystallization

29.2.1.1 Driving Force for Crystallization
Crystallization of a compound always occurs from its supersaturated solutions in the

metastable zone. The metastable zone is the region between curves representing solu-

bility (solid curve) and supersolubility (dashed curve), shown schematically in

Figure 29.1. The supersolubility curve indicates the limiting value of solute concentration

when instantaneous 3D nucleation (i.e. precipitation) occurs in the solution.

FIGURE 29.1 Schematic illustration of
the dependence of solute
concentration in a solute–solvent
system on solution temperature. Solid
and dashed curves represent solubility
and supersolubility curves, respectively.
See text for details. Adapted from
Ref. [12].
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From Figure 29.1, three areas can be distinguished: (1) stable undersaturated zone, (2)

metastable zone, and (3) unstable supersaturated area. In area (1), which lies below the

solubility curve, the actual concentration c of a solute in the solution at a given tem-

perature, say Tlim, is lower than the corresponding equilibrium concentration c0 repre-

sented by the solubility for the solute–solvent system. In an undersaturated solution,

more solute will dissolve. In areas (2) and (3) lying above the solubility curve, the actual

solute concentration c at the temperature Tlim is higher than its solubility c0. In these

areas, the solution is supersaturated. However, the processes of 3D spontaneous

nucleation and crystal growth occur in the region lying between the solubility and

supersolubility curves—that is, in the metastable zone. Obviously, the supersolubility

curve represents the concentration when 3D spontaneous nucleation ceases to occur.

Deviation in the concentration of a dissolved salt from its equilibrium value at a given

temperature or deviation in the temperature of the solute–solvent system of a given

equilibrium concentration from a saturation temperature is a measure of the driving force

for crystallization. In Figure 29.1, it is the concentration difference Dc¼ c2� c1 corre-

sponding to the saturation concentration c1 at temperature T1 or the temperature dif-

ference DT¼ T2� T1 corresponding to the saturation concentration c2 at temperature T2.

In terms of solute concentrations in the solution, the driving force for crystallization is the

dimensionless supersaturation ratio S¼ c2/c1, and the degree of supersaturation or simply

supersaturation s¼ ln SzDc/c1. Obviously, S< 1, S> 1, and S¼ 1 for undersaturated,

supersaturated, and saturated solutions, respectively. In terms of the solubility of a solute,

when 3D nucleation of the new phase occurs instantaneously, as shown schematically by

the dashed curve in Figure 29.1, the driving force for crystallization is the limiting value of

metastable zone.

The metastable zone width can be described by a polythermal or isothermal method.

In the polythermal (also called non-isothermal) method, the metastable zone width is

measured as the maximum supercooling DTmax¼ (T2� Tlim), with reference to a con-

stant concentration c0 corresponding to the saturation temperature Tlim (Point D), by

cooling the solution at a constant cooling rate R from a temperature somewhat above T2

(Point A in Figure 29.1) to a temperature Tlim at which first crystals are detected in the

solution (Point D). With reference to the temperature Tlim corresponding to the

maximum solute concentration c2, this metastable zone width is the maximum con-

centration difference Dcmax¼ (c2–c0). The isothermal method, on the other hand, con-

sists of attaining solution supersaturation as fast as possible, followed by the

measurement of time period for the appearance of first detectable nuclei in the solution.

When the appearance of detectable nuclei occurs immediately after attaining the pre-

defined supersaturation corresponding to the limiting temperature Tlim, one defines the

maximum supersaturation ratio Smax¼ (c2/c0) and the maximum supersaturation

ln Smax¼ ln(c2/c0) as the width of the metastable zone width with reference to Tlim.

When cmax is the solute concentration corresponding to the saturation temperature T

in Figure 29.1, one obtains the traditional relations for maximum supersaturation ratio

Smax¼ cmax/c0 and maximum supersaturation smax¼ (cmax� c0)/c0. Then, with reference
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to the saturation temperature T in Figure 29.1, the temperature difference

DTmax¼ (T� Tlim) is the maximum undercooling. Alternatively, with reference to the

limiting temperature Tlim, DTmax¼ (T� Tlim) is the maximum supercooling and defines

the metastable zone width.

29.2.1.2 Metastable Zone Width
The polythermal technique is the most widely used method for determining the meta-

stable zone width. In fact, investigation of solubility and metastable zone width of

various solute–solvent systems has been a field of intensive research activity for over four

decades [10]. However, since 2008 several papers have been devoted to the under-

standing of the effect of various experimental factors on the metastable zone width. The

developments in the understanding of metastable zone width of solute–solvent systems

have recently been reviewed [11].

According to the self-consistent Nývlt-like approach [12], the relationship between

the maximum supercooling ratio DTmax/T and cooling rate R may be given by

lnðDTmax=T Þ ¼ Fþ b ln R; (29.1)

where F is the extrapolated value of ln(DTmax/T) when ln R/ 0, and b¼ 1/m (m is the

nucleation order). However, according to the approach based on the three-dimensional

nucleation theory [13], the relationship between DTmax/T and R is of the form
�

T

DTmax

�2

¼ Fð1� Z ln RÞ; (29.2)

where F is the extrapolated value of (T/DTmax)
2 when ln R/ 0, and the constant Z is

characteristic for a solute–solvent system. Both Eqns (29.1) and (29.2) predict that, at a

given saturation temperature T, the quantities ln(DTmax/T) and (DTmax/T)
�2 decrease

linearly with an increase in ln R.

The parameters F and ln(F1/2) as a function of saturation temperature T may be

described by an Arrhenius-type relation, written in the following form [12,13]:

ln y ¼ ln y0 � Esat

�
RGT ; (29.3)

where ln y denotes �F and ln(F1/2); the factor ln y0, associated with the pre-exponential

factor y0 of the Arrhenius-type relation, denotes the extrapolated values of �F and

[ln(F1/2)] when 1/T/ 0, RG is the gas constant; and Esat is the activation energy associated

with the diffusion of solute molecules in the solution.

Irrespective of the cooling rate R, with an increase in saturation temperature T, the

value of maximum supercooling DTmax¼ T� Tlim decreases for some solute–solvent

systems, it remains practically constant for some others, and it increases for the

remaining solute–solvent systems. Typical examples showing such trends are shown in

Figure 29.2. This means that the supercooling ratio DTmax/T decreases, increases, or

remains constant with increasing saturation temperature T. Analysis of the experimental

data revealed [11,14,15] that the nature of solute–solvent system is related to the acti-

vation energy Esat for diffusion of nucleating species in the solution. When the value of
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Esat is comparable with the value of activation energy ED for diffusion of ideal species, the

supersolubility curves are roughly parallel to the solubility curves (i.e., DTmax/T is in-

dependent of T). When Esat> ED, DTmax/T decreases with an increase in T0. However,

when Esat< ED, DTmax/T increases with an increase in T.

In the polythermal method, the rate of creation of supersaturation in a solute–solvent

system and its metastable zone width are determined by controlling the rate of cooling of

the solution at a constant rate. However, this method can be used only for substances

whose solubility increases with temperature (i.e., for substances that have a positive

temperature coefficient of solubility). Irrespective of the temperature coefficient of solu-

bility, supersaturation in the saturated solution of a solute in a solvent can also be gener-

ated bymixing anothermiscible solvent, usually called antisolvent or nonsolvent, in which

the solute is insoluble or poorly soluble. This is associated with the fact that, at a given

temperature, the solubility of a solute in different solvents is different. The rate of creation

of supersaturation in the solution and its metastable zone width are associated here with

the rate of addition ofmiscible antisolvent. In recent years, there has been a steady interest

in understanding the metastable zone width in antisolvent crystallization [16].
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FIGURE 29.2 Typical examples of solubility and supersolubility curves for different systems: (a) KTB (potassium
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29.2.1.3 Temperature Dependence of Solubility
The experimental data of the solubility c of a compound in a solvent as a function of

temperature T is described satisfactorily according to the empirical relation [16,17]

c ¼ C0 þ C1T þ C2T
2; (29.4)

where the solubility c is expressed as mass of solute per given mass of solvent or solution;

the temperature T is expressed in �C or K; and C0, C1, and C2 are empirical fitting pa-

rameters. The data of the temperature dependence of solubility, such as those shown in

Figure 29.2, can be represented by Eqn (29.4) in the entire investigated range of tem-

perature. Another relation, based on the theory of regular solutions, that can equally be

used to describe the above data is of the form [16,17]

ln c ¼ A� DHs

RGT
; (29.5)

where solubility c is expressed in mole fraction, A is a constant, RG is the gas constant,

and DHs is the enthalpy of dissolution of the solute in the solvent. For ideal solutions, the

constant A¼DHm/RGTm, where Tm is the melting point of the solute and the enthalpy of

melting DHm¼DHs. However, for regular solutions, AsDHm/RGTm and DHmsDHs.

Although Eqns (29.4) and (29.5) are commonly used to describe the temperature

dependence of solubility, they are not satisfied in the entire range of the investigated

temperature. Figure 29.3 illustrates typical examples of the temperature dependence of

solubility c for some common inorganic compounds in water in the temperature interval

0–100 �C. As seen from the figure, in certain temperature intervals the solubility of

different compounds either increases or decreases with an increase in temperature.

1/K

FIGURE 29.3 Examples of the temperature dependence of solubility c for some common inorganic compounds in
water. Adapted from Ref. [9].
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The increasing or decreasing trends of the dependence of solubility c on temperature

T are usually discussed in terms of positive or negative temperature coefficient of sol-

ubility (i.e., vc/vT) in a particular temperature range. Depending on the nature of

solute–solvent system, the solubility coefficient can be high or low and can vary in

different temperature intervals.

29.2.2 Selection of Solvents

Thefirst step for crystallization is the choice of solvent. Solution is a homogeneousmixture

of a solute in a solvent. Solute is a component that is usually present in a smaller quantity

than the solvent in the solution. For a given solution, theremay be different solvents. At the

growth temperature, an ideal solvent should ensure a sufficient solubility and a good

temperature gradient of solubility in it; have low vapor pressure, low toxicity, low flam-

mability, and low viscosity; not corrode the growth apparatus; and be inexpensive.

The most commonly solvent used in low-temperature growth is water because at

least 90% of the crystals produced by low-temperature solution methods are soluble in

water. It is not toxic and is less volatile than organic solvents, which are generally toxic,

volatile, and flammable. Moreover, in comparison with most organic solvents, it is easily

available in the pure state and is inexpensive. Because its boiling point is higher than that

of most of the organic solvents commonly used for the growth, it provides a reasonably

wide range for the selection of the growth temperature. However, water is not a

reversible solvent for some materials. It hydrolyzes some materials and introduces water

of crystallization to other compounds, which may be desired in the anhydrous form or in

the hydrated form of particular composition.

A simple rule of thumb for the proper selection of a solvent is chemical similarity

between the solvent and the compound to be grown. For example, crystals of nonpolar

organic compounds can be grown easily from nonpolar organic solvents. Chemical

similarity also defines solute solubility in the solvent.

The solvent from which a material is crystallized influences the crystal morphology

and growth rate. These effects of the solvent on the morphology and growth rates of

crystals from solutions are related to the solubility of the crystallizing compound in the

solvent and to the nature of crystal–solution interface. High solubility of the solute leads

to high viscosity of the solution, which hinders mass transfer at the crystal–solution

interface. The crystal–solution interface for a solute–solvent system can be rough at a

given temperature as a result of high solubility of the solute in the solvent (thermody-

namic roughening) and high supersaturation of the solution (kinetic roughening). Both

of these yield high growth rates of crystals and high density of defects. Therefore, to

ensure good crystal growth of a substance, it is necessary to use (1) a solvent in which the

substance is moderately soluble, (2) medium solution supersaturation, and (3) nontur-

bulent stirring conditions.

Most crystallized inorganic materials are ionic. This means that dissociation re-

actions, ionic interactions, and solution acidity (pH) determine the solubility of
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inorganic compounds in aqueous solutions. In the case of organic compounds and

inorganic compounds in nonaqueous solvents, a wide variety of solvents and solvent

mixtures are usually employed. The differences in the solubility of different compounds

in various solvents are associated with solute–solvent interactions, which are determined

by solute concentration in the solution, solution temperature, composition of the

solvent, and impurities present in the solution.

Experiments suggest that a solvent in which the compound has a solubility between

10% and 60% at a given temperature is economically suitable for crystal growth. These

growth rates from solutions fall in the range of 0.1–1 mm/day. Very low and very high

solute solubilities provide low growth rates due to low solute concentration and

increased viscosity, respectively. Therefore, in both cases, it is desirable to use additives

to change the solute solubility in a solvent or solution viscosity. Additives not only

change the properties of solutions but also lead to changes in crystal growth habits.

29.2.3 Crystal Growth Techniques

Crystal growth methods differ in the way the supersaturation is generated and main-

tained constant during a growth run, and 3D nucleation is initiated. In general, the se-

lection of a method for the growth of a compound can be made from a consideration of

temperature coefficient of its solubility (see Figure 29.3). If a compound has a reasonable

temperature coefficient of solubility in a certain temperature interval and does not

undergo phase changes, it can be grown by changing the temperature, with simulta-

neously maintaining the required supersaturation for growth (temperature changing

method). In principle, substances with both positive as well as negative temperature

coefficients of solubility can be grown by this technique (by decreasing and increasing

temperature, respectively), but usually substances having positive temperature co-

efficients of solubility are grown by it. These substances can also be grown by main-

taining a temperature gradient between zones of crystal growth and solute supply

(temperature gradient methods). If a compound undergoes phase transition at a

particular temperature, the above methods cannot be used. Instead, one can use a

method in which both temperature and supersaturation are maintained constant

(constant temperature and supersaturation method). However, when the solubility re-

mains practically constant with a change in temperature, the supersaturation can be

created by evaporating the solvent (solvent evaporation method).

The importance of selecting an appropriate method lies in the fact that the same

crystallization performed under different conditions can yield crystals of different

properties (size, morphology, chemical purity, polymorphic form, etc.). However, the

design of a cost-effective crystallization process requires many types of data, including

mass transfer and equilibrium solubility as a function of the solvent, temperature, and

pH. Surface and bulk supersaturation should be made as close as possible to the kinetic

regime by suitably stirring solutions so that diffusion processes of supply of solute to the

growing crystal do not limit the growth rate (see Section 29.2.4).
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29.2.3.1 Temperature-Changing Technique
In this method, the value of supersaturation necessary for the growth of crystals is

achieved due to slow temperature reduction, which, as a rule, is controlled by a special

program. The mass of the substance Dm depositing during the reduction of temperature

by DT may be calculated from the relationship

Dm ¼ dc

dT
V0DT ; (29.6)

where c is the concentration of the substance in the solution, dc/dT is the solubility

coefficient, and V0 is the solution volume. This relationship follows from Eqn (29.4) and

holds in a small temperature interval.

Typical vessels for crystal growth by the temperature changing method involve large

glass containers with several seeds suspended in the supersaturated solution. For

growth, a solution saturated at a temperature T is poured into the crystallizer and heated

a few degrees above the saturation temperature to avoid spurious nucleation due to the

cooling of its walls during its transfer to the outer water bath. When the solution tem-

perature is slightly above the saturation temperature, the seeds are suspended in the

solution and the crystallizer is hermetically sealed. Then, the temperature is lowered to

the growth temperature in the metastable zone and solution cooling is commenced at a

preassigned rate such that the growing crystals remain the supersaturated solution. After

the completion of growth with the temperature steadily decreasing to a terminal tem-

perature, 10–15 �C above the room temperature, the crystals are gently taken out of the

crystallizer, wiped, and stored.

The temperature-decreasing method is widely used for commercial crystal growth

[3,18]. However, its inherent drawback is variation in the temperature during a growth

run, which results in considerable changes in growth rate, adsorption of the impurity on

the faces, and capture of the impurities by the growing crystal.

The possibility of obtaining large high-quality single crystals by the temperature

reduction method using “point seeds” has been reported [19–21]. In this case, the final

size of the crystal does not depend on the size of the seed.

29.2.3.2 Solvent Evaporation Technique
In this technique, the supersaturation required for the growth is produced by evap-

orating the solvent at a constant temperature [3]. Therefore, the growth rate is regu-

lated by controlling the evaporation rate. Excess mass of the substance for

crystallization is created from a consideration of the solubility of the compound in the

solvent and the evaporation rate of the solvent. In most cases, the pressure of the

solvent vapor over the solutions is higher than that of the solute. This enables one to

evaporate solvent vapor into the atmosphere or withdraw it as condensate using

water-cooled coils. Therefore, the supersaturation necessary for crystal growth can be

maintained by controlled evaporation of the solvent. For nontoxic solvents such as

water, solvent evaporation into the atmosphere is permissible; for toxic and flammable
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solvents, precautions are taken to avoid the leakage of solvent vapor into the

atmosphere.

The mass of the deposited substance Dm is proportional to the volume DV of the

solvent removed from the solution and to the concentration c of the substance in the

solution. Therefore, crystal growth rate is controlled by changing the rate of evaporation

of the solvent. During growth by this method, the solution always contains a reserve of

the crystallized substance. However, as the amount of the solvent diminishes and the

crystal grows, concentration of impurities increases in the solution. Consequently, as

growth proceeds, impurity concentration also increases in the crystal. To reduce such an

effect, it is necessary to use large volumes of the solvents. However, in this method, it is

difficult to maintain constant supersaturation during a long growth run. As the solution

volume decreases, the value of supersaturation available in the solution increases when

the evaporation is maintained constant. High evaporation rates lead to spurious

nucleation followed by mass crystallization in the solution. Spurious nucleation usually

occurs on the solution meniscus, where regions of high supersaturation may be formed

locally by evaporation of the solvent.

29.2.3.3 Temperature Gradient Techniques
Temperature gradient techniques are based on the creation of two zones of different

temperatures. In one of these zones, at a lower temperature T2 the crystal is grown onto

an introduced seed; in the other zone, at higher temperature T1 the solute is dissolved to

obtain saturated solution. The solution supersaturation can be controlled by changing

the temperature difference DT¼ T1� T2. Material transport may be ensured by natural,

thermal, or forced convection. In growth involving natural convection, the saturation

region of temperature T1 is at the top whereas the growth region at temperature T2 is at

the bottom of the growth setup such as a cylindrical crystallizer. When the growth zone

at T2 is at the top and the nutrient zone of T1 is at the bottom, material transport occurs

by thermal convection. In two-tank crystallizers based on forced convection, solution is

pumped between separate tanks for solutions kept at different temperatures. The so-

lution is forced to circulate from one tank to the other through connecting pipes.

The common difficulty with two-tank crystallizers is the occurrence of parasitic

nucleation in the connecting pipes; this may result in the cessation of solution circu-

lation. This necessitates running the tubes and pumps at relatively high temperatures.

This difficulty is overcome by inserting an additional tank at a temperature T3> T1 be-

tween the nutrient tank at temperature T1 and the growth tank at temperature T2. The

additional tank serves as a reservoir of a subsaturated solution, which is pumped to the

growth tank and again back to the nutrient tank to be reheated and resaturated. The first

well-known three-tank system for crystal growth is due to Walker and Kohman [2].

Nowadays, three-tank crystallizers are widely used for crystal growth from low-

temperature solutions [19].

The main advantages of the above method involve economy of solvent and growth of

crystals of good quality. However, because the growth rate depends on the temperature
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difference between the nutrient and the crystal growth zones, temperature changes have

to be kept to a minimum. Moreover, the entire solute in the nutrient tank is not grown as

crystals. A method has been introduced [22] to achieve a 100% solute–crystal conversion

efficiency. The experimental setup for crystal growth by this method consists of a growth

ampoule made of glass with seed mounting pad at its base and a ring heater located at

the top of the growth ampoule facilitates solvent evaporation. The main advantages of

this method are: (1) the experimental setup is simple, (2) crystal growth occurs essen-

tially at room temperature, (3) it enables the growth of bulk single crystals along specific

orientations, and (4) it prevents microbial growth. Because the temperatures in the top

and bottom zones essentially remain stable during a growth run and the crystal grows at

room temperature, growth occurs at controlled supersaturation and there are minimum

thermal stresses in the crystals, resulting in their good quality.

29.2.3.4 Growth from Boiling Solutions
To grow a substance in a given phase and/or composition and at a reasonable rate, the

choice of an optimum temperature interval is an important factor in low-temperature

solution growth. As in other processes, the growth at elevated temperatures takes

place faster. However, at elevated temperatures, smooth growth necessitates better

temperature control, while increased vapor pressure creates problems connected with

the control of supersaturation and spurious nucleation. These difficulties may be over-

come during crystal growth from boiling solutions.

Crystal growth from boiling solutions has features of temperature-changing, evapo-

ration, and temperature gradient methods. Constant supersaturation is developed by

withdrawing a known amount of the solvent evaporated from the solution saturated at

the boiling point that is constant during growth. Stirring is ensured by bubbles generated

in the volume of the solution.

The greatest advantages of the method are constant temperature of boiling and

stirring provided by bubbles nucleating at the walls of a reactor without an additional

mechanical device. Moreover, the crystals grown from boiling solutions are less defective

than those grown at low temperatures. The main drawback of the method stems from

the relatively high temperature, which gives rise to problems of leakage of solvent vapor

at the joints of the growth assembly. Another difficulty is nonuniform temperature in the

growth vessel owing to uncontrolled sources of bubbling, because each bubble origin

gives a temperature gradient along the direction of its movement. The principle of the

technique, experimental apparatus for growth, and applicability of the method are

described in a review [8].

29.2.4 Different Factors Affecting Crystal Growth

Among the important parameters affecting the growth rate and quality of crystals are pH,

temperature, and supersaturation of the solution. Change in the composition and,

consequently, in the solution rO is one of the parameters that enables control of the
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process of crystal growth. In particular, by choosing the acidity of a saturated solution,

one can control the growth rate either of one of the crystal faces or of the whole crystal,

thereby changing the external shape (also called habit or morphology), and can regulate

the incorporation of impurities in the crystal.

There are several explanations of the effect of pH on crystallization. For example, it

has been suggested that the presence of free acids or bases modifies the nature and

concentration of ions in the solution [2]. The effect of pH on the growth of potassium

chloride crystals has been explained in terms of the structure of aqueous solutions

involving hydration of ions [23].

Growth rates of different morphologically important faces at temperature Tg usually

increase with increasing supersaturation s at a given pH of the solution of saturation

temperature T or supercooling defined in terms of temperature difference DT¼ T� Tg.

For instance, it has been observed [24] that the growth rates R of both prismatic and

pyramidal faces of potassium dihydrogen phosphate (KDP) crystals increase with

increasing supercooling DT at different pH of solutions, but for different values of

supercooling the highest growth rates for these faces occur at pH of 4.2. The results also

indicate that the growth of prismatic faces always occurs above a minimum supercooling

for all values of pH, and the lowest value of this critical supercooling for growth for the

solution is pH of approximately 4. However, the growth of pyramidal faces occurs

practically without the appearance of this minimum supercooling. The region of su-

persaturation or supercooling where no growth occurs is usually called the dead su-

persaturation zone; the threshold supersaturation and threshold supercooling are

denoted by sd and DTd, respectively. The higher value of supersaturation or supercooling

for the growth of prismatic face of KDP crystals is associated with the fact that this face is

very sensitive to the adsorption of the growth sites by impurities.

Investigation of the effect of temperature on the growth of crystals from solutions has

always been of interest. It is well known that the growth temperature has pronounced

effects on the quality and morphology of crystals even in the same solvent. In fact, it is a

general observation that the crystals grown at relatively high temperatures usually have a

better quality than those grown at a low temperature. The effect of temperature is

associated with the process of integration of growth species into the surface of a growing

crystal. This process becomes favorable at increased temperature.

Crystallization can be regarded as a two-stage process: (1) supply of solute from

solution to the crystal surface through a diffusion boundary layer of thickness d between

the growing crystal and the solution by molecular and convective diffusion, and (2)

integration of solute ions/molecules into the crystal. The former is rate-limiting if the

supersaturation at the crystallization surface is lower compared with the bulk super-

saturation. In this case, the growth is said to proceed in the diffusion regime. The second

stage is rate-limiting if the bulk supersaturation and crystal surface supersaturation are

similar. In this case, the growth regime is said to be kinetic. Crystals are generally

considered to grow in a mixed diffusion–kinetic regime. Following Chernov [5], the basic

ideas of kinetic and diffusion regimes are given below.
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Assuming that a spherical crystal of radius rx grows in an isotropic environment such

that its growth is determined by kinetic coefficient b and the solute concentration in the

bulk solution phase and at the crystal surface, separated by distance x, is c and c0,

respectively, the relationship between the resultant growth rate R of the crystal, the con-

centration difference (c�c0) across the diffusion layer, and the effective kinetic coefficient

beff for the growth of crystal surface and the rate D/rx of solution diffusion is given by [5]

R ¼ beffUðc � c0Þ; (29.7)

where the effective kinetic coefficient beff of growth of crystal surface is defined in terms

of the sum of resistances due to the two contributions b and D/r as

1

beff

¼ 1

b
þ rx

D
¼ 1

b

�
1þ brx

D

�
; (29.8)

where D is the solute diffusion coefficient in the solution and U is the solute molecular

volume (U¼ 1/r; r is the solute density).

Crystal and environment interact through the medium of the boundary layer, the

thickness of which may vary from the minimum (e.g., in stirred solutions) virtually to

infinity in unstirred solutions under certain conditions. From Eqn (29.8) the following

two extreme cases may be distinguished.

1. Kinetic regime. When brx/D � 1, the contribution due to diffusion can be neglected.

In this case, the rate R¼Ub(c�c0) does not depend on crystal size, which increases

as rx¼Ub(c�c0)t. Since the kinetic coefficient b depends on supersaturation, it re-

flects the reaction of the growing surface to the deviations from equilibrium. The

specific response, in turn, depends primarily on the interface roughness and defect

structure of the surface, which define its growth mechanism: layer (by screw disloca-

tions or two-dimensional nucleation) or continuous (normal).

2. Diffusion mode. When brx/D [1, the rate-limiting step is solute diffusion transfer

across the boundary layer dz rx. In this case, the crystal size increases as

rx¼ [2U(c�c0)D]1/2t1/2 and the rate decelerates as R¼U(c�c0)D/rx. Steady state is

never reached in this regime. The main feature here is that, after exceeding a

certain critical size that decreases with increasing supersaturation, the crystal loses

morphological stability and the starving surface disintegrates into separate sinks

for the insufficient nutrient. Morphologically, the event is marked by the onset of

hopper and dendritic growth.

In recent years, numerous investigations of surface morphological evolution have

been carried out on crystals grown from solutions [25–27]. The results of these studies

have been analyzed within the formalism of BCF theory [28] and its subsequent modi-

fications [29], and have led to a broad understanding of the mechanics of dislocation-

controlled crystal growth. For example, the growth rate of KDP crystals depends on

many parameters, such as growth temperature, supersaturation of growth solution, and

impurities. Typically, these KDP crystals grow on vicinal hillocks formed by dislocations.
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The normal growth rate R of a crystal face growing by the screw dislocation mechanism

is given by the geometrical relation

R ¼ pv (29.9)

where p is the slope of dislocation hillock and v is the tangential velocity of the

elementary steps. According to Eqn (29.9), there are two ways to increase the growth

rate: either increase the step velocity v or the slope p of the dislocation hillock.

We consider a composite hillock composed of m equally-spaced dislocations of

Burgers vector h, arranged along a line of length L. The slope p of the hillock in this case

is given by the relation [28,29]:

p ¼ mh

y þ 2L
; (29.10)

where the interstep distance y ¼ 19r�2D, with the radius of the critically-sized two-

dimensional given by

r�2D ¼ gU

kBTs
(29.11)

where g is the solute–solvent interfacial energy, which is related to the linear edge free

energy gl by the relationship gl¼ ga2 (the growth unit dimension azU1/3); s is the

supersaturation.

As seen from Eqn (29.10), the hillock slope p (and hence R) can be increased by

increasing either s or T or by changing the number m of dislocations in the growth

source. In the kinetic regime, the step velocity v is given by the following [27,29]:

v ¼ bbs (29.12)

with the constant b related to the solubility c0 and the kinetic coefficient

b ¼ b0 expð� EA=kBTÞ; (29.13)

where b0 is a constant, EA is the activation barrier of the slowest stage of growth, and T is

the temperature. Thus, the step velocity (and hence R) can equally be increased either by

increasing T or s.

It should be mentioned that direct control of the growth rate by changing the

dislocation structure is difficult because of the complicated relationship between the

structure of a dislocation source s and T. However, as was shown by De Yoreo et al. [30],

in contradiction to the predictions of simple BCF models, for s> 5% the activity of a

growth hillock is dominated by the presence of strain-induced dislocation cores and is

nearly independent of s.

29.2.5 Crystal Growth Rates and Dead Supersaturation Zone

29.2.5.1 Basic Concepts of Impurity Effects
Growth of crystals occurs by the attachment and detachment of adatoms at kinks in the

steps (ledges) present on their flat faces (F faces). Under ideal conditions, growth on a

vicinal F face proceeds by step flow, with steady motion of a uniform train of steps.
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However, the addition of small concentrations of impurities can greatly change the

properties, morphology, and kinetics of the growing crystal, with important conse-

quences in materials applications. Consequently, the effects of impurities on the growth

kinetics of crystals have been studied intensively, both theoretically and experimentally.

Here, the kinetic effects of impurities are briefly described. For more details, the reader is

referred to Ref. [31].

Impurities are usually more effective at low supersaturations due to the favorable

competition of impurity species with low concentration of solute particles for the

adsorption and occupation of same growth sites available on the growing face. This

results in a threshold supersaturation sd, below which no growth takes place; this is

usually revealed in the dependence of the displacement rate v of steps on the F faces and

face growth rate R of crystals growing from solutions containing a certain amount of

impurity on supersaturation s. The value of the threshold supersaturation sd increases

with increasing impurity concentration ci in the solution. The occurrence of a dead

supersaturation zone induced by impurities has been reported for many crystals growing

from solutions. Typical examples are KH2PO4, paraffin, K2Cr2O7, ammonium oxalate

monohydrate [(NH4)2C2O4$H2O; AO], and KCl.

Bredikhin et al. [32] reported extensive data on the existence of dead zone in the case

of the supersaturation dependence of the linear growth rate R of the (100) face of KDP

crystals grown from aqueous solutions containing different concentrations of Al3þ and

Fe3þ ions under the conditions of free convection. These authors observed two different

supersaturation barriers sd and s* for these impurities, such that for s< sd, there is no

growth; for sd< s< s*, the growth rate slowly increases following the classical

Burton–Cabrera–Frank (BCF) parabolic law: R¼ b(s�sd)
n, where b is an empirical

constant and the exponent n¼ 1 or 2; while for s> s*, the growth rate rapidly increases

following an R[(s�s*)5/4] dependence.

Rashkovich and Kronsky [33] studied the effect of trivalent cations on the supersat-

uration dependence of displacement velocity v of steps on the (100) and (101) faces of

KDP crystals and made observations similar to those described above. These authors

found three regions of v(s) dependence: (1) there is no growth for s< sd; (2) the velocity

v increases slowly with s for sd< s< s*; and (3) for s*< s< s**, v steeply increases with

s above s*. In the region s> s**, the v(s) curve becomes a straight line passing through

the origin, as expected from the theoretical linear dependence, and the step velocity v in

the presence of attains a value equal to the velocity v0 for the system without impurities

occurs at a threshold supersaturation s**. These authors attributed the behavior of the

v(s) curves to the effect of impurities at low values of s. The appearance of these

different threshold supersaturations is illustrated schematically in Figure 29.4.

The origin of the appearance of the above threshold supersaturations sd, s and s*

may be explained in terms of adsorption of impurity particles at kinks in step ledges

(Kubota–Mullin model) and on the surface terrace between successive ledges

(Cabrera–Vermilyea model). These two models differ in the way impurity particles

arriving from the bulk medium at the terraces between the ledges on an F face are
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adsorbed. Once they are adsorbed, they physically block the motion of advancing step

ledges (pinning mechanism), as illustrated in Figure 29.5. This figure shows two steps

from an array of steps, moving from left to the right, with an average distance y0 and an

average distance x0 between the kinks in a step.

There are two extreme cases for the impurity particles to block the motion of steps.

When the adsorbed impurities are sufficiently mobile on the surface, they can reach

some of the kinks in the step ledges instantaneously (mobile impurities). These adsorbed

impurity particles not only block the integration of solute molecules in the advancing

step ledges but also physically block their movement by the pinning mechanism.

However, the impurity particles can also be firmly adsorbed onto the surface terrace as

soon as they reach there (immobile impurities). When the advancing step contacts an

impurity particle, it tends to curl around it. The step will stop when the average distance

between the adsorbed particles L < 2r�2D, while it will squeeze between a pair of neigh-

boring particles when L> 2r*. The critically sized two-dimensional nucleus radius r�2D on

the surface is given by expression (29.11). The configuration of the advancing steps is

thus changed by the adsorbed impurity particles and their average velocity v in the

presence of the impurity become smaller than the velocity v0 in the absence of the

impurity. The mechanism of blocking of the movement of a step ledge by two firmly

adsorbed particles is shown in Figure 29.5.

FIGURE 29.5 Illustration of blocking of
movement of step ledge by two firmly attached
impurity particles. Adapted from Ref. [31].

FIGURE 29.4 Schematic presentation of the
above v(s) data illustrating the appearance of
different threshold supersaturations at a
hypothetical concentration ci of an impurity.
Adapted from Ref. [15].
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Using the relationship between the advancement velocity vr of a curved step and the

radius r of the curvature of the step, given by [34]

vr
�
v0 ¼ 1� r�2D

�
r; (29.14)

one obtains the minimum velocity vmin corresponding to the curvature r¼ L/2 in the

form

vmin

�
v0 ¼ 1� 2r�2D

�
L: (29.15)

In the absence of impurity when L/f, vmax¼ v0. In Eqn (29.15) when v is taken as the

arithmetic mean velocity v¼ (vminþ v0)/2 and the geometric mean velocity v¼ (vminv0)
1/2,

one obtains [28,31,35]

v
�
v0 ¼ 1� r�2D

�
L ¼ 1� sdl

�
s; Kubota�Mullin model; (29.16)

v
�
v0 ¼

�
1� r�2D

�
L
�1=2 ¼ ð1� 2sds=sÞ1=2; Cabrera� Vermilyea model: (29.17)

In Eqns (29.16) and (29.17), sdl and sds are the threshold supersaturation barriers by

Kubota–Mullin and Cabrera–Vermilyea models, respectively, given by

sdl ¼ gla

kBTL
¼

�
gla

kBTx0

�
ql; (29.18)

sds ¼ gla

kBTL
¼

�
gla

kBTl

�
q1=2s ; (29.19)

where x0 is the average distance between kinks in a step; l is average distance between

possible adsorption sites on the surface terrace, the fractional linear coverage ql¼ x0/L,

and fractional surface coverage qs¼ (l/L)2; and the terms given in the brackets are

measures of impurity effectiveness. Because x0 is much larger than lz a, for a

solute–impurity system the impurity effectiveness and the threshold supersaturation sdl

according to the Kubota–Mullin mechanism is always much lower than sds predicted by

the Cabrera–Vermilyea mechanism.

According to the above concept, growth proceeds according to the usual growth

mechanism after the occurrence of the threshold supersaturation barrier sd, up to a

particular value of supersaturation s* when impurity adsorption on the growing surface

becomes time dependent. However, in the case of time-dependent impurity adsorption

at kinks, there is a time constant s characterizing the upper limit when impurity

adsorption ceases to be time-dependent [28,35–37]. This upper limit corresponds to a

third threshold supersaturation s** when the step velocity v approaches the value v0.

The theoretical interpretation of effect of impurities and threshold supersaturations

sd and s* relates step velocity v with supersaturation s for crystal growth, but no

theoretical relationship between face growth R and supersaturation s has been reported.

However, in comparison with the v(s) data, there is a large amount of published data on

face growth R as a function of supersaturation s, where threshold supersaturations have

been observed.
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The sd(ci), s*(ci), and s**(ci) data for different impurities used during the growth of

crystals may be described by the following dependences [28,31,37]:

1

s
1=r
c

¼ Q1=r

�
1þ 1

KLci

�
; (29.20)

s1=r
c ¼ B0 þ B1ci; (29.21)

which are derived by using Langmuir and Freundlich adsorption isotherms, respectively.

In these equations, KL is the Langmuir constant, the constants B0 and B1 are related to

the parameters of Freundlich isotherm, the exponent 1/r ¼ 1 or 2, and Q is a parameter

related to the value of step velocity v corresponding to the type of threshold supersat-

uration. Figure 29.6 presents the plots of sd, s* and s** for the (100) face of KDP crystals

against the concentration ci of different trivalent impurities, according to Eqn (29.21).

Analysis of the data according to Eq. (29.21) revealed [36] that the average interkink

distance x0 corresponding to the three threshold supersaturations sd, s* and s** follows

the trend: x0(sd)> x0(s*)> x0(s**). These distances correspond to three different values

of supersaturation representing three average distances y0 ¼ 19r�2D between successive

steps (cf. Eqn (29.11)): (1) when the steps are completely stopped, y0� ld; (2) when the

steps squeeze out through the fence of adsorbed impurity particles as a result of

decreasing r�2D until y0¼ l*; and (3) when the steps essentially become straight and

impurity adsorption no longer takes place on the steps. Steady-state (or instantaneous)

and unsteady-state (or time-dependent) impurity adsorption occur in the supersatura-

tion regions s< s* and s> s*, respectively. Finally, impurity adsorption becomes time

independent at s> s**.

The above conclusion of three distances corresponding to the three threshold

supersaturations is consistent with the concept advanced by Rashkovich and Kronsky

[33]. According to these authors, the barrier sd occurs at 2r�2D ¼ ld when the steps are

FIGURE 29.6 Example of the plots of sd, s*
and s** for the (100) face of KDP crystals
against the concentration ci of different
trivalent impurities, according to Eqn (21).
From Ref. [37], reproduced with permission
of Wiley-VCH.
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completely blocked, while the origin of s* is associated with the burial of adsorbed

impurity particles as a result of curling of advancing steps around them when the depth

of the bent steps reaches a depth d. The burial of impurity particles occurs when the

critical nucleus diameter 2r�2Dfs�1 (see Eqn (29.11)) becomes equal to l* between the

adsorbed impurity particles. The threshold supersaturation s** corresponds to l**, when

the burial of impurity particles is complete and the successive steps are parallel to each

other.

In the late 1950s, Frank [38] and Cabrera and Vermilyea [39] used the concept of time-

dependent impurity adsorption to explain the origin of kinematic waves and step

bunching in terms of relationships between flux of steps passing across a point and the

density of steps on the surface. According to this concept, at given concentration of an

impurity its adsorption is time-dependent at low density of steps but the impurity

adsorption becomes time independent at high density of steps (i.e., low interstep dis-

tance y0). Later, van der Putte et al. [40] suggested that adsorption of an impurity remains

time independent at high concentrations of the impurity.

In a study of the effect of Fe(III), Cr(III), and Al(III) ions on the growth of KDP, Land

et al. [41] proposed that recovery of crystal growth beyond the dead supersaturation zone

in KDP is accompanied with the propagation of macrosteps (bunches of monolayer

steps) in contrast to the growth of elementary steps considered in the Cabrera–Vermilyea

model. Weaver et al. [42] suggested an improved model for describing impurity effects

on crystal growth by synergizing the Langmuir model of adsorption dynamics along with

the Cabrera–Vermilyea model.

Extensive studies on the growth kinetics of AO crystals from pure aqueous solu-

tions and from aqueous solutions containing various impurities revealed that the

appearance of different threshold supersaturations is associated with the nature of

solute–additive–solvent system [36,43–47]. It was found that, for a given impurity con-

centrations, the face growth rate R approaches a value corresponding to pure solutions

for supersaturation s> s**, a behavior similar to that for KDP crystals [33]. Analysis of

the experimental data on the kinetics of growth of different faces of the crystals in so-

lutions containing Cr(III) impurity suggested that the appearance of threshold super-

saturations at s> sd occurs when there is a transition in the mechanism of adsorption of

an impurity from Cabrera–Vermilyea to Kubota–Mullin mechanism.

29.2.5.2 Effect of Organic Additives on Crystal Growth
Foreign substances inherently present in a growth medium or deliberately added to it

affect growth rates in different ways. They can change the properties of the growth

medium, whereby the equilibrium saturation concentration (i.e., solubility) of the solute

and, hence, the supersaturation available for the formation of 3D nuclei and their

subsequent growth in the medium, are altered. The affect of foreign substances on the

growth of crystals is associated with kinetic and thermodynamic terms involved in the

growth models. The kinetic parameters involved in the growth models are connected

with the density of kinks and obstructions provided by impurity particles in the
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movement of step ledges on the surface, whereas the thermodynamic parameter in these

models is the crystal–medium interfacial energy g. The kinetic effects of impurities were

discussed in the preceding section, where no attention was paid to the thermodynamic

parameters on growth kinetics. In fact, the above treatment holds when the interfacial

energy g remains unchanged during growth.

It is well known that the solubility c0 of various substances in aqueous solutions is

related to their interfacial energy g [10]. The higher the solubility c of a substance in a

solvent, the lower is its interfacial energy g, and, consequently, the higher is the step

velocity v and the face growth rate R of its crystals. Following this line of argument, it can

be concluded that the usual retardation of step velocity v or face growth rate R by an

impurity leads to an increase in the solute–solvent interfacial energy g. However,

consideration of the adsorption process in terms of adsorption isotherms and reversible

adsorption equilibrium shows that adsorption of foreign substances decreases the value

of g [48,49]. This decrease in g will, consequently, lead to an increase in v and R.

Impurity particles firmly adsorbed at step ledge and onto the surface terrace can also

serve as sources of additional kinks for the integration of solute molecules, thereby

leading to an increase in v and R [31].

The above considerations show that, at relatively low concentrations of an impu-

rity, one expects opposite effects of kinetic and thermodynamic parameters on growth

kinetics. The kinetic parameter tends to decrease v and R, whereas the thermody-

namic parameter tends to increase them. Thus, at low supersaturations that ensure a

low density of kinks in the step ledges, the rates increase for small impurity con-

centrations and decrease as the impurity concentration is increased. However, at

relatively high supersaturations when a high density of kinks is available in the step

ledges, impurity adsorption always decreases v and R for all values of impurity con-

centrations ci. With an increase in impurity concentration ci, an initial increase and

then a decrease in R passing through a maximum at a particular impurity concen-

tration ci were first observed by Bliznakov and Kirkova [50] for the growth rates of the

(100) and (111) faces of Pb(NO3)2 crystals grown from aqueous solutions in the

presence of methyl blue.

For many crystals, the ionic surface structure of different faces is fundamentally

different. Therefore, organic additives interact differently with different crystal faces [51].

For example, in the case of KDP crystals, the {101} faces are terminated by a layer of Kþ

ions whereas the {100} faces by a layer of both Kþ ions and H2PO
�
4 groups. Consequently,

because alcohols contain hydroxyl groups, adsorption of alcohols onto the {100} faces

through the formation of H-bonds between the alcohols and H2PO
�
4 groups is more

favorable than that onto the {101} faces. Similarly, the effect of urea is less pronounced

on the growth rate than that of alcohol. Enqvist et al. [52] showed that the negative

charge on O atoms of alcohols containing the hydroxyl group is about 1.6 times higher

than that of urea containing the carbonyl group. Therefore, the adsorption of alcohols on

the {101} faces is more favorable than that of urea. Consequently, alcohols inhibit the

growth of the {101} faces more than that of urea.
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Small amounts of organic impurities can also cause a growth promoting effect. The

positive effects of organic additives on crystal growth and quality have been reported by

several authors [53–56]. For example, during ADP and KDP crystal growth, the addition

of ethylene glycol, glycerol, and ethylenediamine tetra-acetic acid (EDTA) significantly

increases the width of the metastable zone and the crystal growth rate in comparison

with those from pure solutions [55,56]. These observations are usually explained by the

ability of formation of complexes of additive molecules with multivalent ions inherently

present in growth solutions.

29.2.6 Effect of Mechanical Impurities on Crystal Growth

Nonlinear optical (NLO) materials capable of second harmonic generation (SHG) have

received a great deal of attention due to their commercial importance in optical

communication, signal processing, sensing, and instrumentation. Systematic in-

vestigations of NLO materials are devoted to inorganic and semiorganic crystals such as

KDP, K2SO4, KAP, and LAP with embedded organic molecules and inorganic nano-

particles. These impurities offer mechanical obstruction during growth. The studies were

aimed at correlating structural properties to the nonlinear responses with the ultimate

goal being the possibility of “tuning” the structure to enhance the nonlinear properties.

Therefore, crystallization of some inorganic and semiorganic salts in the presence of

organic molecules and inorganic nanoparticles is an important process still under

careful examination by several research groups.

29.2.6.1 Growth of Water-Soluble Crystals with Embedded Organic Molecules
Gliko et al. [57] studied the morphology and growth kinetics of the pyramidal face of KDP

crystals in the presence of the dye Chicago Sky Blue. The crystals were grown in crys-

tallizers of about 10 L volume at the initial temperature of about 60 �C and impurity

concentration ci¼ 1.4 ppm (1.4$10�6 mol/mol KDP). It was found that staining of the

crystal begins only at temperatures below 35 �C when the crystal already reaches a

sufficiently large size. This observation is a consequence of a sharp increase in dye

adsorption with decreasing temperature.

Figure 29.7 shows the dependence of normal growth rate R of dislocation hillocks on

supersaturation s of aqueous solutions containing different dye concentration ci. It may

be seen from the figure that the measured values of normal growth rate R in the pure

solution and in the presence of the dye are close. The minor difference between them

can be attributed to the difference in the activity of dislocation sources and influence of

temperature. The experimentally derived dependence of velocity v of movement of steps

on supersaturation s, shown in Figure 29.8, has a character that is unusual for pyramidal

faces. The v(s) dependence is sublinear for the shallow sector below sz 0.035 (top

curve), whereas v is nearly proportional to s for steep sectors in the whole region of

supersaturation (bottom curves). From the figure, it may also be seen that the dye

concentration does not noticeably affect the velocity of the growth layer’s movement.
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The fact that the capturing of a dye starts only at a sufficiently high velocity of the step

in the case of the shallow sector composed of array of parallel steps with large interstep

distance y0, but it is not captured by the steepest vicinal sectors comprised of arrays of

parallel steps with small y0, is evidence of a short lifetime of dye molecules on the

surface. Another observation in support of this argument is the occurrence of capturing

impurity particles only at sufficiently high concentration in the solution. Gliko et al. [57]

explained the observation of the capture of dye particles in the framework of a model

[58], describing the movement of a step and its morphological stability in the presence of

mobile impurity stoppers.

In an in situ atomic force microscopy (AFM) study of potassium sulfate (K2SO4)

crystal growth in the presence of acid fuchsin and pyranine, Moret [59] found that these

polysulfonated dyes adsorb onto the {110} and {010} faces, producing strong habit

FIGURE 29.8 Dependence of velocity v of moving
growth layers in three vicinal sectors on
supersaturation s. Saturation temperature about
37.5 �C. Adapted from Ref. [57], with permission
of the Materials Research Society.

FIGURE 29.7 Dependence of normal growth rate
R of dislocation hillocks on supersaturation s of
aqueous solutions containing different dye
concentration ci: (1,2) no additive, (3) 1 ppm,
(4) 1.5 ppm, and (5) 2 ppm. Saturation
temperature: (1,3) ca. 33 �C, and (2,4,5) ca.
37.5 �C. Adapted from Ref. [57], with permission
of the Materials Research Society.
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modification and changes in the surface micromorphology of the crystals. The main

observations of this study were the following:

1. The presence of dye molecules at concentrations as low as about 2$10�6 and

4$10�4 M for pyranine and acid fuchsin, respectively, produces significant changes

in the step morphology and growth rates.

2. Bunching of steps occurs as a result of absorption of impurities binding to the

crystal surface.

3. Additive molecules attach to the terraces pinning the growing front and lead to the

roughening of edges of the growing steps.

4. At a given supersaturation, there exists a critical value of dye concentration

above which crystal growth is stopped along particular crystallographic directions

(i.e., dead supersaturation zone).

5. At low supersaturations, layers grow by step flow at preexisting steps by the addi-

tion of growth units at the step edges.

The first four observations may be explained by the Caberera–Vermilyea mechanism,

whereas the last observation suggests that growth is controlled by volume diffusion.

The validity of Cabrera–Vermilyea mechanism in the above study is associated with

the adsorption behavior of acid fuchsin and sulfonated pyrene molecules on the two

faces of K2SO4 crystals. Acid fuchsin and sulfonated pyrene are strong polyelectrolytes

that can adsorb on terraces because of the high number of simultaneous attaching

points on a molecule (three/four sulfonated groups) strongly interacting with the surface

via long distance electrostatic forces. This class of molecules should remain practically

immobile once adsorbed onto the surface due to the strong interactions with the host

surface, provided that sulfonate–sulfonate distances reasonably match the distance

between the sulfate ions on the surface host lattice and with sulfonate groups

substituting for surface anions. This should particularly hold for pyranine due to its

conformational rigidity, and its effects on K2SO4 are indeed significantly stronger than

those produced by acid fuchsin.

A major goal in crystal growth studies is to ascertain whether the additives adsorb

onto the surface terraces between steps or at kink sites on the steps. For example, cor-

relation of distribution of foreign molecules inside the host crystal with surface micro-

topography can shed light on the relationships between surface structure, growth

mechanism, and additive incorporation. For layer growth, specific affinity for dye

incorporation into a growing surface is associated with its detailed structural features

(i.e., density of kinks and ledges). Because nonequivalent crystallographic directions

have different structural properties, they differ in their affinities toward the capture of an

additive.

29.2.6.2 Growth of Water-Soluble Crystals with Embedded Nanoparticles
The methods of growth of single crystals with inclusions of the second fine-crystalline

phase (of nanometric dimensions) are of great interest for designing new composite
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crystalline materials with new valuable properties. Examples of such materials are the

so-called combined nonlinear–optical media based on inorganic matrix (single crystal)

with incorporated nanoparticles [60,61,62]. In the case of KDP crystals, SiO2 and CdTe

nanoparticles of size up to 250 nm were found to be captured [60,63].

Rudneva et al. [60] carried out an interesting study devoted to the nature of interaction

of nanocrystals and crystalline SiO2 particles with the growing face and the mechanism of

their incorporation into KDP crystal. This study showed that in unstirred solutions the

capture of nanocrystals and crystalline SiO2 particles by a growing crystal face takes place

at a growth rate exceeding a certain critical value which depends on particle size. The

smaller the particles, the higher is the growth rate. Crystal growth from stirred solutions in

the presence of solid particles showed that capture of particles by a growing crystal is also

possible. As in the case of growth from unstirred solutions, the probability of capture of

particles depends mainly on particle size and decreases with decreasing particle size. The

specific feature of the experiments on crystal growth under the conditions of solution

stirring was the formation of long channels during the capturing of particles. Such

channels are not observed from unstirred solutions. It was found that at the growth rates

exceeding the critical values the influence of supersaturation and growth rate of a crystal

on the probability of the particle capture is insignificant.

Pritula et al. [61] carried out a similar study on the growth of KDP crystals from

aqueous solution in the presence of TiO2 nanoparticles by the temperature reduction

method onto a point seed. The authors found that, under the conditions of intense

stirring, TiO2 nanoparticles are captured predominantly by the pyramidal growth sector

and, to a considerably lesser extent, by the prismatic sector. Difference in the nature of

interaction of the nanoparticles with the {100} and {101} growth faces is obviously caused

by differences in the structure of the two faces and the nature of adsorption of impurity

particles onto them. These differences are responsible for the threshold value of

supersaturation necessary for the growth of the faces.

Capture of mechanical impurities in crystal growth from solutions may be explained

from a consideration of two forces [5]: (1) force pressing impurity (e.g. SiO2 particles) at

the crystallization front against the crystal surface, and (2) repulsive force of disjoining

pressure arising in a thin (10–5–10�7 cm) solution layer between a particle and a crystal.

The pressing force, in addition to the hydrodynamic component, also has a component

related to the effect of the particle entrainment by a diffusion flow. The disjoining

pressure arises mainly because of the molecular (van der Waals) and electrostatic

(Debye) forces and the structural component of the disjoining pressure due to partial

ordering of the liquid in the vicinity of solid surfaces. According to this concept [5], if the

distance between a particle of radius r and a crystal surface becomes less than a certain

critical distance ca. 0.1r, the particle screens the surface of a growing face from the

diffusion flow. This decreases solution supersaturation under the particle, which, in turn,

leads to the formation of a V-like depressions on the growing face. At certain critical

growth rate, the conditions for capture of a foreign particle by the crystal are created and

a channel filled with mother solution is formed.
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Pritula et al. [62] showed the possibility of creating a composite material on the

basis of KDP crystal with incorporated Al2O3$nH2O (NAO) nanoparticles. These authors

investigated the effect of NAO nanoparticles on the growth kinetics of KDP crystal faces

and showed predominant interaction of the nanoparticles with the {100} crystal faces.

KDP:NAO crystals were grown from aqueous solutions containing 1–100 ppm NAO

impurity (with respect to KH2PO4) by the temperature reduction method. It was found

that the nature of the R(s, DT) curves for the {101} and {100} faces of KDP in the

presence of NAO nanoparticles and their incorporation in different sectors is similar to

that observed in the case of TiO2 nanoparticles discussed above and trivalent cationic

impurities [32,33].

29.3 High-Temperature Solution Growth
Complex multicomponent compounds usually have high melting points, high vapor

pressure, or decompose incongruently before melting. It is difficult to grow such sub-

stances from conventional methods such as growth from their melts. Crystallization of

these compounds is carried out from high-temperature solution where temperature for

their growth is much lower than their melting points.

High-temperature solution growth has features similar to those of growth of sub-

stances from low-temperature solutions. The compound to be crystallized, or compo-

nents reacting to form it, is first dissolved in a solvent at high temperature. Then, a

supersaturation in the solution is attained by slow cooling of the solution or evaporation

of the solvent such that crystals nucleate and grow in the supersaturated solution.

Supersaturation can also be attained by creating a temperature difference between the

locations of growing crystal and nutrient. Growth is carried out either in the air or in any

other suitable atmosphere. The growth temperature is usually between 300 and 1800 �C,
and the concentration of the solute in the high-temperature solution is between 1 and

30 wt%.

The main advantage of the method is that practically any material can be grown in

some solvent whose composition may be found from a knowledge of the composition

of solvents used for the crystallization of chemically similar compounds. Because the

growth temperature in this method is lower than that in melt growth, technically the

control of growth temperature is easier and the quality of the crystals is better in

terms of dislocation densities and point defects. The main disadvantage of the

method is that the solvent provides a variety of impurities, which can be incorpo-

rated into the grown crystals either substitutionally as solvent ions or as solvent

inclusions.

Crystallization from high-temperature solutions has been described before in excel-

lent books [3,64,65] and reviews [66–69]. The reader is referred to these literature sources

for more information on experimental procedures for growth, characterization methods,

and the materials crystallized before 1998.
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29.3.1 Principle of the Method

High-temperature solution growth method employs the fact that complex compounds

with high melting points have high solubilities in appropriate molten salts and oxides

used as solvents. Once appropriate solvents are found for substances to be grown, crystal

growth is carried out on seeds spontaneously nucleated in the bulk molten solution or on

seeds introduced into the solution, using some procedures to achieve supersaturation.

The range of substances grown as single crystals from high-temperature solutions

extends from elements, such as diamond and metals; semiconducting compounds, such

as GaP, GaN, and AlGaAs; borates; and various oxides. Table 29.1 lists some examples of

substances grown from high-temperature solutions. This table contains examples of

fluxes published in the literature in recent years.

A usual growth experiment consists of weighing and mixing of required constituent

materials, loading them into a crucible, tightly closing the crucible to avoid solvent losses

by evaporation, placing the crucible in a furnace initially heated to the maximum

temperature, holding the crucible for several hours of soaking time to dissolve and ho-

mogenize the solution, slow cooling of the furnace to the desired temperature to create

supersaturation for nucleation and growth of crystals, fast cooling down of the furnace

to room temperature, and finally leaching out the crystals. The crystals obtained

after growth can also be separated from the solution by decanting it. The typical pro-

cedure used for crystal growth from high-temperature solutions is summarized in

Figure 29.9.

29.3.2 Composition of Fluxes and Their Selection

The selection of a suitable solvent for the material to be grown from high-temperature

solutions is also a critical step in this method. In the selection of a solvent, both its

physical and chemical properties are important. At the growth temperature, a solvent

should ensure a sufficient solubility of the compound and its components, and the

solubility should show sufficient change with temperature. The compound to be crys-

tallized should also be stable in the solvent. The solvent should have low melting point,

low vapor pressure (low volatility), low viscosity, and low toxicity. It should also not

corrode the growth apparatus (crucible and furnace) and should be cheaply available in

the pure state.

There is no universal high-temperature solvent that satisfies all of the conditions

mentioned above. Most of the solvents used for crystal growth are various individual

chemical compounds or their mixtures, and up to about 1990 they were selected by a

trial-and-error method. However, in later years the composition of solvents for the

growth of different materials have been established from knowledge of solvents pro-

posed before for the crystal growth of similar compounds.

For the growth of oxides from high-temperature solutions, the following fluxes are

commonly used: (1) compounds containing lead and bismuth; (2) borates; (3) vanadates,

Chapter 29 • Fundamentals of Crystal Growth from Solutions 1211



Table 29.1 Some Examples of Single Crystals Grown by Different High-Temperature
Methodsa

Crystal Solvent/Solution Method Ref.

KTP K8P6O19–BaF2 Top-seeded solution growth; Pt crucible, homogenization
at 1100 �C, cooled at 40 �C/h to about 900 �C, seed
introduced at about 10 �C above saturation temperature,
temperature decreased at 0.2–1 �C/day until end of
growth; rotation rate 60–120 rpm with rotation direction
reversed every 120 s with interval pause of 5 s; after
growth crystal, withdrawn from solution and furnace
cooled to room temperature at 20 �C

[70]

KTP:Zr K2O–P2O5–TiO2–ZrF4 Slow cooling method; Pt crucibles, homogenization at
1100 �C for 10 h, cooled to 750 �C at 3 K/h

[71]

NdP5O14 H2P4O7 Slow solvent evaporation; platinum crucible, growth
temperature 500 �C

[72]

KNbO3 K2CO3–NbO5 Micropulling down; Pt crucible, cooling rate 30 �C/min,
pulling rate 0.5 mm/min

[73]

LaMn1�xCoxO3 Cs2MoO4–MoO3 Electrochemical growth; Pt crucible, anode current
density 5–10 mA/cm2, 80–100 h

[74]

LiNbO3 (Li2O:Nb2O5)�K2O Czochralski method; pulling rate 2 mm/h, rotation rate
20 rpm

[75]

b-FeSi2 Sn Temperature gradient solution growth; quartz ampoule,
TG¼ 880 �C, TS¼ 920–960 �C, temperature gradient
40 K/cm

[76]

PZN–PT
(6–10 mol% PT)

1.7–3.0 mol% TiO2

þ(ZnO:Nb2O5:PbO¼
19:11:68)

Temperature gradient method; Pt crucible,
homogenization at 1160 �C for 8 h, self-nucleation,
cooling at 0.5–0.75 �C/h to 890 �C, crucible cooling in
70 h

[77]

3C-SiC Si Top-seeded dipping method (LPE); graphite crucible,
growth on dipping 6H-SiC(0001) seed mounted
at the end of graphite rod at 1300 �C for 50 h

[78]

BaAlBO3F2 LiF:B2O3:NaF¼ 5:2:0.6 Middle-seeded solution growth; Pt crucible,
homogenization at 950 �C for 24 h, slowly cooled to,
temperature 10 K above melting, insertion of seed,
mounted on Pt rod, temperature decrease
at 0.6–2.6 K/day, rotation rate 20–40 rpm with
inversion; grown crystal withdrawn from solution surface
by 10 mm, cooled down to RT at 10 K/h

[79]

KBi(WO4)2 80% K2W2O7 Top-seeded solution growth; Pt crucible, homogenization
at about 800 �C for 24 h; b-oriented seed, crucible
rotated slow cooling at 10 rpm; after 10 days of
growth at 730 to, 720 �C, crystal cooled to room
temperature at rate 10 K/h

[80]

Y1�xCaxBa2Cu3O7�d Y:Ba:Cu Top-seeded solution growth; mixtures of Y2O3, BaCO3,
CaCO3 and CuO homogenized in air in alumina
crucible at 880 �C for 2 days; growth in ZrO2 crucible on
MgO seed, temperature gradient 15 K/cm above melt in air
or oxygen; soaking temperature ca. 1050 �C; seed and
crucible rotated at 40 rpm in opposite directions

[81]

1212 HANDBOOK OF CRYSTAL GROWTH



molybdates, and tungstates; and (4) various chlorides and fluorides. Fluxes from the first

group are very effective for growth. They are volatile, toxic, and relatively active with

platinum crucibles. They dissolve in hot aqueous HNO3 solutions. Fluxes from the group

of borates have relatively low melting points but they are very viscous (see Figure 29.10)

and have a strong tendency to creep out of the crucible. They also dissolve in hot diluted

HNO3, whereas some of them also dissolve in water. Vanadium, molybdenum, and

tungsten oxides are good solvents but they are very volatile at high temperatures.

Consequently, their salts (i.e., vanadates, molybdates, and tungstates) are usually used.

Table 29.1 Some Examples of Single Crystals Grown by Different High-Temperature
Methodsa—cont’d

Crystal Solvent/Solution Method Ref.

La2CaB10O19(LCB) LCB:CaO:Li2O:B2O3 Top-seeded solution growth; solution homogenization at
1000 �C for 48 h, seed introduced into solution 10 �C
above TS, after initiation of growth temperature decreased
between 0.24 and 0.5 �C/day, crystal rotation rate
15–45 rpm

[82]

NBT–KBT (5% KBT) Na2CO3–K2CO3–Bi2O3

(20% excess flux)
Top-seeded solution growth; Pt crucible, homogenization
at 1360 �C, growth on seed mounted on a rod, pulling
rate 1.0–1.5 mm/day, rotation rate 5–10 rpm, crystal
withdrawn, from melt, furnace cooled down to room
temperature at 30–50 �C

[83]

CsLiB6O10 Cs2CO3:Li2CO3:H3BO3:
NaF (1:1:12:0.5)

Top-seeded solution growth; Pt crucible, homogenization
at 850 �C for 24 h, z-oriented seed introduced in melt, for
growth cooling rate 0.1–0.6 �C/h, rotation rate 20–40 rpm,
crystal withdrawn from melt, furnace cooled to room
temperature at 10–15 �C/h

[84]

aAbbreviation: TS, saturation temperature.

FIGURE 29.9 Typical procedure for crystal growth from high-temperature solutions. Adapted from Ref. [68].
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They all dissolve in aqueous solutions of acids and alkalis. Chlorides and fluorides are

good solvents with low viscosity but they are volatile (see Figure 29.11). Fluorides

dissolve in acids, whereas chlorides in hot water.

Oxide superconductors usually have complex composition and have two or more

oxide components. As the complexity of composition of oxide superconductors in-

creases, they become increasingly less stable. It is known that practically all high-

temperature Tc oxide superconductors decompose before melting. Consequently,

these materials are usually grown from high-temperature solutions. Three types of

fluxes are used for their growth [69]: (1) self-fluxes, (2) partial self-fluxes, and (3) other

fluxes. When components of the composition of an oxide superconductor serve as a

solvent for growth, they are said to be the self-fluxes. When one of the components of

the oxide superconductor is a part of its chemical structure while the other is partially
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FIGURE 29.10 Plots of ln h on 1/T according to Eqn (29.16) for the data of viscosity h of two different solutions
of (a) KTP in K8 and K8–BaF2 solvents and (b) CsLiB6O11 (CLBO): (1) Cs2CO3:Li2CO3:H3BO3¼ 1:1:12, (2) Cs2CO3:Li2CO3:
H3BO3¼ 1:1:11, (3) Cs2CO3:Li2CO3:H3BO3:NaF¼ 1:1:12:0.5, (4) Cs2CO3:Li2CO3:H3BO3:NaF¼ 1:1:12:0.667, and (5) Cs2
CO3:Li2CO3:H3BO3:NaF¼ 1:1:12:2. Original data from: (a) Ref. [70] and (b) Ref. [88].
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or entirely related to its structure, one talks of partial self-flux. However, when the

solvent is completely unrelated to the chemical composition of the superconductor, it

is categorized as other flux. For the growth of YBa2Cu3O7�d (YBCO), for example, CuO,

CuO–BaO, and In2O3 are self-flux, partial self-flux, and other flux, respectively.

For the growth of crystals of complex phosphates, such as potassium titanyl

phosphate (KTiOPO4; KTP), potassium polyphosphates (K6P4O13 and K8P6O19, popu-

larly abbreviated as K6 and K8 solvents, respectively) are known as good fluxes.

A common problem with these fluxes is that they have high viscosity (Figure 29.10).

Introduction of additives such as alkali and alkaline-earth fluorides are well known to

reduce solution viscosity and increase solute solubility. However, these additives lead

to an increase of their volatility, which strongly increases with the additive content in

the solvent (see Figure 29.11). The increase in the flux volatility is enormously high in

the fluorides of alkali metals.

29.3.3 Some Properties of High-Temperature Solvents

The solubility of a substance in a given flux and the width of the metastable zone width

are associated with the formation of ions and complexes [67,85,86]. Consequently,

composition of the components of the original flux and addition of impurities, usually

known as additives, determine the solubility curve and metastable zone width in it for a

given compound.

Garnets (A3B5O12), spinels (AB2O4), and perovskites (ABO3) are usually grown at high

temperatures from solvents composed of oxides and fluorides (see Table 29.1). These

solvents are characterized by the dissociation of oxide supplying O2� ions to the solution

(basic behavior) and association of O2� ions to the second component (acidic behavior)

[87]. Successful growth of the compounds takes place in a wide range of composition of

the solvents and the ratio of the garnet-forming oxides, and there is a correlation
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FIGURE 29.11 Volatility of KTP in four fluxes as a function of additive content x: (1) K8 (K8P6O19), (2) K8–BaF2,
(3) K8–KF, and (4) K8–NaF. Additives to the pure solvent K8 are given in the inset. Adapted from Ref. [70].
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between oxygen ion concentration (OIC) and the range of crystallization of primary

phases of a garnet, spinel, or perovskite.

Volatility of a flux used for growth of a compound has an adverse effect on the quality

of crystals grown from solutions and causes problems associated with spurious nucle-

ation on the solution meniscus, decomposition of seed crystals, and unstable growth.

Therefore, while selecting the composition of a flux suitable for the growth of a com-

pound, knowledge of the volatility of the flux is very important.

Volatilization of the solution may be determined from the weight loss of the charged

crucible during each crystal growth experiment [70]. Figure 29.11 shows an example of

the volatility of four fluxes used for the growth of KTP (KTiOPO4) crystals as a function of

the content x of K8 (K8P6O19), and three fluoride additives (BaF2, NaF and KF) in the

starting high-temperature solution for volatility experiments. The parameter x defines the

weight fraction of K8 (curve 1) or fluoride additive (curves 2–4) in the K8–KNT–additive

solution. As seen from this figure, the volatility of different solutions increases practically

linearly with increasing x of K8 as well as of all fluoride additives. As indicated by the

slope of the plots of the volatility of different substances against their initial content x,

above approximately 3 wt%, the volatility of NaF and KF additives increases very rapidly

with an increase in their content, and the volatility of NaF is much higher than that of KF.

However, as in the case of K8 solvent, the volatility of BaF2 increases poorly with its

content in the solution.

In the above study, the authors [70] used working seeds mounted on a platinum seed-

rod for crystal growth. They observed deposition of volatilized mass on seed-rod in the

case of NaF and KF additives, but no such deposition was found on the seed-rod in BaF2
additive. These results suggest that pure K8 solvent and BaF2 additive contained in K8 are

favorable for the growth of KTP crystals.

As in the case of different low-temperature solutions and solvents, the viscosity of

high-temperature solutions decreases with an increase in temperature. The viscosity of

high-temperature solution strongly depends on solution composition. For example, the

viscosity of halide-free solutions used for the growth of KTP and CLBO crystals differs by

a factor of about 5, and solutions of the CLBO system are more viscous than those of the

KTP system. Moreover, fluoride additives, as a rule, decrease the viscosity of different

systems and the relative decrease in the viscosity of the solution usually increases with

increasing concentration of the fluoride additive.

The viscosity of different liquids usually follows the Arrhenius relationship:

h ¼ h0 expðEa=RGTÞ; (29.22)

where h0 is a constant and Ea is the activation energy for viscous flow. Figure 29.10(a)

and (b) show the viscosity of solutions of solute KTP in solvent K8 or K8–BaF2 in the

weight ratios between 0.4 and 0.5 and of flux composition used for the growth of

CsLiB6O11 (CLBO) crystals, respectively, in the form of plots of ln h against 1/T according

to Eqn (29.22). The calculated values of the pre-exponential factor h0 and the activation

energy for Ea viscous flow are given in Table 29.2. Obviously, the activation energy for
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viscous flow for solvents of different composition varies in a wide range. The highest

activation energy is encountered for multicomponent solvents and its value is decreased

by the alkali fluoride additives and their concentration.

Figure 29.12 shows the dependence of solubility c of KTP in KTP–K8P6O19 and

KTP–K8P6O19–BaF2 solutions on temperature. In the study, the solubility of the solute

KTP was determined from its known weights dissolved in the solution at different

temperatures by using the traditional method of introducing trial seeds and changing the

solution temperature. The saturation temperature of the solution was identified when

the seed size remained unchanged. In the figure, open and filled squares represent

solubility data from two different studies and are somewhat different from each other.

They are represented by a single curve drawn for the data shown by open squares. The

other two curves are for KTP solubility in solutions prepared from solid-reacted and

solution-reacted materials. Solid-reacted solutions were prepared by homogenizing KTP

solute with K8 or K8–BaF2 solvents in weight ratio between 0.27 and 0.42 (filled squares

Table 29.2 Calculated Values of Parameters A and Ea for Growth Solutions for KTP
and CLBO

Crystal Solution ln h0 h0 (mPa s) Ea (kJ/mol)

KTP K8 �3.65� 0.35 2.6$10�2 82.2� 3.5
K8þ BaF2 �4.28� 0.25 1.4$10�2 86.0� 2.5

CLBO Cs2CO3:Li2CO3:H3BO3 (1:1:11) �11.77� 1.11 7.7$10�6 176.3� 10.5
Cs2CO3:Li2CO3:H3BO3 (1:1:12) �10.40� 0.90 3.0$10�5 162.0� 8.5
Cs2CO3:Li2CO3:H3BO3:NaF (1:1:12:0.5) �9.22� 0.73 9.9$10�5 147.9� 6.9
Cs2CO3:Li2CO3:H3BO3:NaF (1:1:12:0.67) �9.69� 0.84 6.2$10�5 151.5� 7.9
Cs2CO3:Li2CO3:H3BO3:NaF (1:1:12:2) �9.07� 0.47 1.2$10�4 138.3� 4.4

KLu(WO4)2 KLu(WO4)2:K2W2O7 (12:88) 0.68� 0.38 1.96 28.0� 4.0
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FIGURE 29.12 Temperature dependence of
solubility c of KTP in (1,3) KTP–K8P6O19, and
(2) KTP–K8P6O19–BaF2 solutions. Curves (1, 2)
and (3) are for KTP solubility in solutions
prepared from solid-reacted and solution-
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and circles) and between 0.30 and 0.42 (open squares) at a temperature of about 50 �C
above the saturation temperature for 24 h [70,88]. However, solution-reacted materials

were prepared by reacting a solution of tetrabutyl titanate dissolved in ethanol with

appropriate amounts of KH2PO4 and K2CO3 dissolved in water, which gave a white

precipitate [88]. The excess amount of water was evaporated by heating the precipitate;

finally, the material was dried at 50 �C for 24 h and grinded into powder in an agate

mortar (filled diamonds).

From Figure 29.12, one notes differences in the solubility c of KTP obtained not only

from solid- and solution-reacted materials (compare data of filled diamonds with those

of open and filled squares) but also from two different solid-reacted solutions (compare

open and filled squares). Moreover, the solubility of KTP is increased by BaF2 additive

(compare data of filled and open squares with those of filled circles). It may be seen that

the solubility of KTP in solution-reacted materials is higher than that in the solid-reacted

materials, whereas it is somewhat different in the two different solid-reacted materials.

The former observation is due to small amounts of TiO2 insoluble in high-temperature

solutions [88], whereas the latter observation is associated with the difference in the

initial composition of the solutions. BaF2 additive increases the solubility of KTP at all

temperatures. Using relation (29.5), these solubility differences can be analyzed from the

plots of ln c against 1/T, as shown in Figure 29.13. The values of the pre-exponential

factor A and the enthalpy of dissolution DHs obtained from the plots are given in

Table 29.3. Obviously, the differences in the solubility for the three systems are reflected

by the values of A and DHs. Because for ideal solutions A¼DHs/RGTm, from the values of

A and DHs listed in Table 29.3, one finds Tmz 700 K. This temperature is much lower

than the saturation temperature Ts for the above systems, so one may conclude that

high-temperature solutions are regular.

Dependence of the solubility of a solute on the composition of flux is intimately

connected with the complexing properties of solute and solvent molecules/atoms. In the

0.82 0.84 0.86 0.88 0.90 0.92
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 Solid         K8
 Solid         K8
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[c

 (w
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fra
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)]

1000/T (1/K)

FIGURE 29.13 Plots of ln c against 1/T for
KTP in different solvents according to
Eqn (29.5). Data from Figure 29.12.
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case of temperature dependence of solubility of a solute in different solvents, the sol-

ubility difference is reflected by the enthalpy of dissolution DHs. For example, the

increase in the solubility of KTP due to the addition of BaF2 to K8 solvent leads to a

decrease in DHs. The relationship between DHs and solvent composition is associated

with solute–solvent interactions. The increase in the solubility of a solute with an

increase in one of the components of high-temperature solvents is also associated with

these solute–solvent interactions.

29.3.4 Crystal Growth Techniques

Depending on the method of achieving supersaturation in the solution, the techniques

of growing crystals from high-temperature solutions may be grouped into three types.

These are temperature reduction (i.e., slow cooling of the solution), solvent evaporation,

and temperature gradient methods. In these methods, the driving force (i.e., supersat-

uration) for growth is ensured by the values of the cooling rate of the solvent, the solvent

evaporation rate, and the temperature difference between saturated and growth zones,

respectively. In the slow-cooling method, the cooling rate is typically around 1 K/h.

Crystal growth in high-temperature solutions may be carried out on spontaneously

nucleated seeds as well as on seeds grown and prepared independently. Growth

involving spontaneously nucleated seeds is usually carried out in slow cooling and

solvent evaporation methods, but the crystals obtained by these methods are relatively

small. These small crystals developed on self-nucleated seeds are subsequently used as

seeds to grow large samples by temperature gradient methods.

29.3.4.1 Slow-Cooling Method
Crystal growth by slow cooling is commonly used for producing small specimens. The

method has the advantage that the apparatus is simple (a furnace, a crucible, and a

temperature programmer) and a growth run requires poor attention after the beginning

of the growth process. Conventional horizontal muffle furnaces and small crucibles are

usually sufficient for crystal growth by this method.

The main difficulties of growth by slow cooling are that the flux introduces strain in

the crystals due to its different thermal expansion coefficient than that of the crystal, and

the high nucleation density results in small size of crystals. The former difficulty is

overcome by draining away the flux before starting fast cooling. The latter difficulty may

Table 29.3 Parameters A and DHs for Solubility of KTP Prepared
from Solution and Solid in K8 and K8 þ BaF2 Solvents

Solute Origin Solvent A DHs (kJ/mol) Tm (K)

Solution K8 5.0� 0.54 57.6� 5.1 722� 78
Solid K8 5.09� 0.49 59.1� 4.8 715� 68

K8þ BaF2 3.71� 0.63 45.0� 5.9 685� 116
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be solved by using small temperature oscillations at the nucleation stage or by initiating

nucleation in a small region by localized cooling by blowing a stream of cold air (cold

finger technique).

A silicon carbide heating element furnace, with a recrystallized alumina tube

lining, in a vertical configuration ensures the growth of large single crystals of high

melting-point materials [89]. The main components of this growth arrangement are

silicon carbide heating element, crucible support, and double crucible system. For the

growth of crystals of relatively low melting-point materials, a kanthal-wire bound

furnace operating up to about 1200 �C can be used instead of a silicon carbide heating

element.

The furnace arrangement enables one to grow crystals of different materials and

composition by changing the muffle and crucible support. The double crucible system

involves an inner, smaller crucible containing a crystal growing mixture and a bigger

crucible placed inverted over the smaller one. After the completion of growth when this

system is inverted, the solution left over in the inner crucible is drained out into the outer

bigger crucible and the cooling program is commenced to cool the crucible to room

temperature. This procedure enables one to obtain big crystals free of flux adhering to

them.

It should be mentioned that horizontal muffle furnaces have traditionally been used

for the growth of different materials by the slow-cooling method. After the completion of

a growth run, the grown crystals are extracted from the unused flux by dissolving in

water or in some acid or alkali.

29.3.4.2 Solvent Evaporation Method
The solvent evaporation method is usually used to grow single crystals of substances that

are stable over a narrow temperature range. A simple horizontal muffle furnace to

maintain a constant temperature and a crucible containing the chemicals are sufficient

for crystal growth experiments. Unlike in the case of slow-cooling method, even a

temperature programmer is not required. Because growth occurs at a constant tem-

perature, the concentration of equilibrium defects and the incorporation of solvent ions

as impurities remains constant in a growing crystal. The main problem is of control of

the rate of evaporation of the solvent (and hence the growth rate), and the poisonous

and/or corrosive nature of the solvent vapor released when an open growth system

without provision of collection of solvent vapor is used.

The above problem is overcome in closed systems (Figure 29.14) in which the

evaporation rate is controlled by varying the temperature T2 at which solvent conden-

sation takes place. In these closed systems, a crystal is made to grow in the lower part of

the crucible where the temperature T1< T2. Consequently, mass transport to the growing

crucible is possible mainly by solutal convection. Therefore, growth is solutal diffusion

controlled unless stirring is applied. For closed systems, this can be achieved by the

accelerated crucible rotation technique (ACRT). In this arrangement, the evaporation

rate is determined by the dimensions r1 and r2 and by the temperatures T1 and T2.
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29.3.4.3 Temperature Gradient Methods
In the temperature gradient methods, nutrient (solute) is held at a temperature T1,

whereas a growing crystal is held at a temperature T2 such that T1> T2. Due to the

temperature difference, the solution is supersaturated and growth takes place on self-

nucleated seeds or on an appropriately mounted seed surface in the supersaturated

solution. Solute transport to the seed is ensured by natural or forced convection.

Depending on the direction of the temperature gradient, crystal growth may be carried

out either at the bottom of the crucible/ampoule or in the top part of the solution.

In the temperature gradient methods, introduction of the seed in the top part of the

solution is popular. This method is known as the top-seeded solution growth (TSSG)

method. An example of the apparatus used for such a growth is presented schematically

in Figure 29.15 [90]. It consists of a vertical muffle furnace heated by a resistance heater,

a platinum crucible, and a seed rotating system. The platinum crucible is placed on an

alumina support and the furnace top is covered by an alumina lid with observation

(a)

(c)

(b)

FIGURE 29.14 Arrangement for growth by flux evaporation: (a) system with collection of condensed solvent,
(b) condensation of solvent in a tube, and (c) flux evaporation–condensation system with ACRT stirring. From
Ref. [64], with permission of Elsevier.
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holes. Instead of large alumina support (10), crucible support bases on a long rods

passing through the furnace bottom have also been proposed [79,84].

In some cases, the mounted seed has also be allowed to grow in the interior of the

solution instead of keeping it in the top layer. This type of growth technique has been

called the dipping solution technique [91]. The high growth yield in this arrangement of

the seed in the solution is due to the high-temperature gradient in the lower part of the

solution.

29.3.4.4 Other Methods
Among the other methods of crystal growth from high-temperature solutions are elec-

trocrystallization and micropulling-down method. The principle of electrolytic crystal-

lization from high-temperature solutions is essentially the same as used in conventional

electrocrystallization from low-temperature solutions. The most difficult step is the

selection of a solvent for growth. However, once a solution composition is known,

crystallization can be carried out at constant current, constant potential difference be-

tween cathode and anode, or at a constant overpotential. Materials as diverse as bronzes,

elemental and compound semiconductors, high Tc oxide superconductors, borides, CeS,

ThS, MoS2, Mo2C, and lanthanum manganates have been grown by this method.

However, the method has been poorly explored. For further details, the reader is referred

to the literature [69,92–98].

A micropulling-down method from molten solutions has been proposed for the

growth of high-quality fiber crystals [73,99]. The principle of the method is similar to

FIGURE 29.15 Schematic diagram of apparatus used for top-seeded solution growth: (1) resistance heater,
(2) platinum rod, (3) alumina tube, (4) seed rotator, (5) observation hole, (6) alumina lid, (7) seed holding rod,
(8) mounted seed, (9) platinum crucible, and (10) alumina support. From Ref. [90], with permission of Elsevier.
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crystal pulling. Crystalline fiber of the desired material nucleated at the tip of a platinum

pipe is pulled down from the central part of the bottom of a crucible containing molten

solution of appropriate composition. Growth of KNbO3 fiber crystals has been reported

by this method.

29.3.5 Growth Instability and Facet Formation

It is usually observed that crystals grown by top-seeded solution growth show a tendency

to develop faceting at the crystal–liquid interface. The faceting planes are usually the

slowest growing, low-index planes. Faceting leads to deterioration of the quality of the

growing crystal as a result of trapping of inclusions of solution and bubbles and release of

internal stresses related to facet formation. Therefore, knowledge of optimum experi-

mental parameters ensuring facet-free growth from high-temperature solution is useful.

An interesting study devoted to origin of facet formation was carried out by Szaller

et al. [100], who grew stoichiometric lithium niobate (sLN) along the z-direction from

12.3 mol% K2O and Li2O/Nb2O5¼ 1 in the starting liquid. Growth was carried out with a

pulling rate of 0.2 mm/h and constant rotation rate in the range of 8–28 rpm, as well as a

gradually decreasing rotation rate starting from 30�45 rpm at the shoulder down to

26 rpm at the end. In the experiments, a cone angle of 120 and 75� maintained the

crystal-to-crucible diameter ratio at approximately 1:2 at the cylindrical part, whereas

height-to-diameter of the crucible was 40/50 mm. Evolution of crystal quality was

studied on the (0001) slices cut perpendicular to the growth direction.

This study showed that the degree of structural perfection in the crystals is strongly

affected by the necking process and that growth ridges on the shoulder surface and facets

on the growth front are the main sources of crystal defects. After the introduction of seed,

crystal grows with conically increasing diameter on a strongly convex growth front until

the desired diameter is attained. Increases in the crystal diameter and ridge formation

depend on the cone angle, whereas stresses associated with large ridges favor both

cracking and mechanical twinning of the as-grown crystal during its final cooling down.

It was found [100] that growth of high-quality, facet-free stoichiometric lithium niobate

crystals was possible by applying gradually variable rotation rate. Optimal conditions for

the growth of good-quality crystals was achieved for Gr/Re2> 1, where the dimensionless

Grashof number Gr¼ gbDTR 3/v 2 is characteristic for buoyancy and the Reynolds number

Re¼ur 2/v is characteristic for forced convection. In these relationships, R is the crucible

radius, r is the crystal radius, b is the volume expansion coefficient of the crystal, g is the

acceleration due to gravity, DT is the radial temperature difference at the melt surface, v is

the kinematic viscosity of the melt, and u is the crystal rotation speed.

29.4 Summary and Outlook
Crystallization in a laboratory, in an industrial plant, or in nature always occurs in a fluid

medium of known or unknown composition in which a solid crystalline phase is
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produced. In all these cases, an understanding of the processes involved in the formation

of the solid crystalline phase is important. Intensive studies devoted to the under-

standing of crystallization processes started in the 1960s, with simultaneous rapid

development in the techniques of growing single crystals due the increasing demand of

materials for technological applications. These studies resulted not only in improvement

in our general understanding of crystallization processes but also provided insight into

the processes responsible for the nucleation and growth of crystals and the dependence

of nucleation and growth rates on various external and internal factors. However, despite

a long history and broad application of solution growth, a complete understanding of the

detailed mechanisms that determine how crystal surfaces grow from a surrounding

solution still remains elusive.

A strong influence of growth of single crystals from solutions in the present-day

technology is evident from recent advances in the fields of the production of materials

ranging from micrometer-sized, crystalline organic pharmaceutical chemicals to mass-

scale, large inorganic nonlinear optical crystals. The growth of large single crystals

from aqueous solutions is of interest for essentially two reasons. First, these large crystals

find applications in the area of high-power laser technology. Second, research into this

area of crystal growth and the corresponding in-depth examination of several key sys-

tems provides fundamental case studies generating theory and technology applicable to

all of solution crystal growth, including new aqueous growth systems and high-

temperature solution growth. Moreover, rapid-growth techniques developed during

recent years have stimulated studies on the processes of single-crystal growth from

solution at high supersaturations and have revealed new phenomena that were difficult

to see before in crystals growing slowly at low supersaturations.
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[10] Nývlt J, Söhnel O, Matuchova M, Broul M. The kinetics of industrial crystallization. Prague:
Academia; 1985.

[11] Sangwal K. CrystEngComm 2011;13:489.

[12] Sangwal K. Cryst Res Technol 2009;44:231.

[13] Sangwal K. Cryst Growth Des 2009;9:942.

[14] Sangwal K. J Cryst Growth 2011;318:103.

[15] Sangwal K. J Cryst Growth 2010;312:3316.
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30.1 Introduction
The discovery of high critical temperature (Tc) superconducting (HTSC) materials with

superconductivity characteristics above 30 K in the La-Ba-Cu-O system by Bednorz and

Müller [1] in 1986 initiated great excitement in the field of superconductivity research

and spurred an unprecedented effort by many research groups to discover and/or

explore materials with a higher Tc. Some exhibit superconductivity above the boiling

point of liquid nitrogen, which is much less expensive, easier to handle, and has a higher

heat capacity than liquid helium, and can be used as a coolant.
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The disappointing low critical current density (Jc) for HTSC systems worried many

scientists about future potential for application. In particular, the critical current (Ic) and

Tc characteristics were regarded as important benchmarking characteristics for HTSC

applications, and these initial findings temporarily quelled the superconductor fever.

Together with the opinions held by renowned physicists from around the world, Science,

a world-class science magazine, published a shocking abstract entitled,

“Superconductivity: is the party over?” [2]. Since Jc and Ic are strongly microstructure

dependent rather than the intrinsic property of Tc, the control of the microstructure is

very important. In principle, high Jc applications require a structurally perfect matrix of

bulk superconductors. Consequently, understanding and R&D of crystal growth are

indispensable especially in the field of HTSC.

Of the many HTSC materials discovered so far, YBa2Cu3O7-d (Y-123) [3] or RE

Ba2Cu3O7-d (RE-123), in which RE represents a rare earth element, is the most widely

studied. In this chapter, we review the progress in HTSC crystal growth research con-

cerning the solidification process, and crystal growth mechanisms of Y-123 and other

RE-123 superconducting oxides. Some of the problems related to crystal growth and

epitaxy of HTSC compounds were reviewed by H. J. Scheel. [4]

30.2 High Tc Oxide Superconductors
30.2.1 Variety of HTSC Materials

Since Bednorz and Müller discovered high Tc oxide superconductors (La-Ba-Cu-O sys-

tem) [1], a variety of attempts have been made to find new high Tc superconducting

materials. This has led to the rapid discovery of superconducting materials above the

boiling point of liquid nitrogen (77 K), first in the Y-Ba-Cu-O (YBCO) system (Tc w 90 K)

[3], later in the Bi-Sr-Ca-Cu-O (BSCCO) (Tc w 110 K) [5], Tl-Sr-Ca-Cu-O (TSCCO)

(Tc w 120 K) [6], and Hg-Ba-Ca-Cu-O (HBCCO) (Tc w 130 K) [7] systems. These com-

pounds possess perovskite or oxygen-deficient perovskite structures. Furthermore,

numerous new superconductors have been discovered including MgB2 (Tc w 39 K) [8]

and LaFeAs(O1-xFx) (Tc w 26 K) [9] systems, although their Tc values are below 77 K.

The following specific characteristics are common in high Tc superconductors, at

least in oxide superconductors:

1. the compounds consist of a number of elements including copper and have

layered CuO2 structures;

2. the two-dimensionality (anisotropy) in characteristics is large;

3. the coherence length (x), which is the characteristic length determining the

superconducting property, is extremely short (less than 20 Å).

These three factors must be considered to fabricate the superconducting crystalline

materials [10].
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30.2.2 Crystal Structure and Characteristic Properties of YBCO System

YBCO materials have a distorted oxygen-deficient perovskite structure of YBa2Cu3O7-d

(Y-123), where d¼ 0w 1. YBa2Cu3O7-d is orthorhombic (Figure 30.1(a)) when the d value is

smaller than approximately 0.6, but when d increases more than about 0.6, a transition

occurs to form a tetragonal structure (Figure 30.1(b)) [10,11]. The tetragonal phase is not

superconducting and shows a temperature dependence of resistivity similar to that of

semiconductors and/or insulators; the orthorhombic phase is a superconductor below Tc

and exhibits a metallic resistivity trend above Tc, as shown in Figure 30.2. Tc value strongly

O(IV)

O(II)

O(III)

O(I)

O(IV)

O(I)

Cu(I)

Cu(I)

Cu(II)

Cu(II)

O(V)
O(I)

O(IV)

O(II)

O(III)

O(IV)

(a) (b)

FIGURE 30.1 Crystal structure of YBa2Cu3O7�d: (a) orthorhombic phase (d< 0.5); (b) tetragonal phase
(0.5< d< 1.0).

FIGURE 30.2 Temperature dependence of the resistivity for orthorhombic and tetragonal phases in Y-123 [12].
© 1987. The Japan Society of Applied Physics.
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depends on oxygen concentration of 7-d in the orthorhombic Y-123 [13,14]. The phase

transition from tetragonal to orthorhombic depends on oxygen partial pressure in the at-

mosphere (PO2
) and temperature (T) [15,16]. AthigherTand/or lowPO2

, the tetragonalphase

is stable. The Y-123materials fabricated by high temperature processes, including sintering,

melt growth, and vapor deposition with high substrate temperatures, have a tetragonal

phase. Accordingly, the materials should be slowly cooled or post-annealed in an oxygen

atmosphere for oxygenation to obtain an orthorhombic phase with high Tc, as was

mentioned by H. J. Scheel [17].

Most rare earth (RE) elements can be substituted for yttrium (Y) without any

destructive effects on the superconducting characteristics of Y-123 crystal. For example,

the Tc value of Nd-123 reached about 96 K, which is several degrees higher than that of

Y-123. In general, Tc and peritectic temperature (Tp) increase with increasing ionic

radius [10]. This is because RE3þ ions easily substitute into the Ba2þ site [18–20].

30.3 Requirement for Applications of HTSC Materials;
Key Factors for Higher Jc

Even in the best prepared high density bulk sintered samples, the Jc values remain very

low (of the order of 103 A/cm2 at 77 K) in zero applied magnetic field and decrease

drastically when a magnetic field is applied, even though the Tc values are the same [10].

This can be considered to be mainly due to the random orientation of grains, i.e., the

existence of high angle grain boundaries. This is supported by the fact that single crystals

exhibit one or two orders of magnitude larger Jc values than polycrystalline samples [21].

We call the grain boundaries “weak links,” which decrease Jc. Dimos et al. [22] have

shown that Jc decreases with increasing misorientation angle between the neighbored

grains, and such behavior is independent of the preparation method. This result suggests

that a high angle grain boundary is intrinsically weak links, which is due to an extremely

short coherence length (x) in oxide superconductors.

The following are dominant factors required for fabrication of high Jc materials [10]:

1. fewer weak links (no secondary inclusion at the grain boundary);

2. highly oriented texture (grain alignment);

3. presence of effective magnetic flux pinning;

4. highly and appropriately doped oxygen content (higher Tc).

30.4 Phase Diagram of HTSC Material
Equilibrium phase diagram is a useful tool to optimize a parameter used in the

fabrication processes of materials and to understand crystal growth mechanisms. The

following difficulties in determination of reliable phase relations were pointed out [23]:

(1) the complexity of the ternary or multicomponent systems, (2) the valency change

of Cu2þ and Cuþ and the very slow oxygenation of the investigated sample to the
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saturated amount for the equilibrium state even with a high external oxygen partial

pressure, (3) the sluggish reactions typical for peritectic systems and for large melting

point differences of constituent oxides, and (4) corrosion of all candidates of com-

mercial crucibles [24].

In the field of HTSC materials, much effort has been made to determine the ther-

modynamically stable and metastable phases as a function of temperature and oxygen

partial pressure [25–30]. Most these investigations were concentrated for the solid state.

However, for better understanding of crystal growth from the liquid (melt), the detailed

information about a higher temperature phase diagram, including liquid phase, is

extremely important.

30.4.1 Phase Diagrams of Y-Ba-Cu-O and RE-Ba-Cu-O Systems

The calculated isothermal sections of the Y2O3-BaO-CuO ternary system are reported by

B. J. Lee and D. N. Lee [31,32] on the basis of the results obtained by Lay and Renlund

[29] and Lindemer et al. [16]. The two-phase equilibrium composition region of liquid

and YBa2Cu3O7-d is reduced rapidly by increasing temperature because of evolution of

Y2BaCuO5. To show this more effectively, a vertical section containing Y2BaCuO5 (Y-211),

YBa2Cu3O7-d (Y-123), and a mixture of 3BaCuO2 and 2CuO is shown in Figure 30.3. This

figure shows that the liquidus line of liquid/Y-123 is very steep over the temperature

range from 1237 to 1275 K. Krauns et al. [33] have experimentally measured the liquidus

compositions of yttrium in the Ba3Cu5O8 solvent (melt), which are superimposed in

Figure 30.3 [10].

As for most rare earth elements (REhY, Yb, Dy, Gd, Sm, Nd, etc.), yttrium can be

substituted with the 123 structure. Although the RE-123 phase is formed by similar

peritectic reactions to the Y-Ba-Cu-O system, the high temperature stable phase in the

FIGURE 30.3 Calculated vertical section of the
Y2O3-BaO-CuOX system at 0.21 atm oxygen
pressure and experimental results of liquidus line
[10,33].
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Nd-Ba-Cu-O system is not the same stoichiometric composition ratio as that of Y-211

but Nd4Ba2Cu2O10(Nd-422). Figure 30.4 shows the liquidus lines of the rare earth

elements in the Ba3Cu5O8 solvent (melt) in the air atmosphere [33–35]. The

peritectic temperature (Tp) increases with the atomic number of the RE element

(i.e., ionic radius). Near the Tp temperatures, the slopes of the liquidus decrease and

the RE solubility increases with the atomic number of RE elements.

The effects of oxygen partial pressures on the liquidus lines were also reported [36].

The results indicate that decreasing the oxygen pressure decreases the Tp and increases

the steepness of the slope of the liquidus lines near the Tp, which means a similar

tendency could be observed when increasing oxygen partial pressure and/or when

increasing the atomic number of RE elements.

30.4.2 Quasi-ternary Phase Diagram

The phase relations in the neodymium (Nd) system have been intensively investigated

[30,37–40]. For the purpose of fabricating a crystal of Nd-123 crystals through melt

processing, quasi-ternary phase diagrams of the NdO1.5-BaO-CuOx system at the tem-

peratures near the Tp of the Nd-123 phase were reported [41,42].

Figure 30.5(A) and (B) show the quasi-ternary phase diagrams of the NdO1.5-BaO-CuOx

system near the CuOx corner near the Tp temperatures (1073 �C and 1030 �C) in the

air atmosphere [41]. As the temperature decreases, the two-phase field of the

“Nd-123þ liquid” becomes large. The substitution content, i.e., Nd3þ ions substitute Ba2þ

ions, in the Nd-123 crystals decrease as the BaO/CuO ratios of the liquid composition

increase, and this tendency is emphasized at lower temperatures. This fact indicates that

Nd1þxBa2�xCu3O6þd (Nd-123) crystal with xz 0 could be fabricated in the air atmosphere

by using the higher BaO/CuO composition ratios of the liquid.

FIGURE 30.4 Liquidus lines (solubility) of RE elements in the Ba3Cu5O8 melt under an air atmosphere. REhY, Yb,
Dy, Gd, Sm and Nd [10,33–35].
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Another significant feature in the RE-Ba-Cu-O systems is the existence of a solid

solution in the RE-123 phase of RE1þxBa2�xCu3O6þd, for light RE elements such as

REhLa, Nd, Sm, Eu, Gd, while Y-123 is a stoichiometric compound for cations [18,37,38].

This is considered to be due to the relatively large radii of the RE ions. It was reported

that the solid solutions of Nd1þxBa2�xCu3O6þd and Nd4þyBa2�yCu2O10þz and that the

solubility limits were x< 0.6 and y< 0.2, respectively, and oxygen contents of 6þ d and

10þ z change accordingly [37].

Effects of the oxygen partial pressure in the atmosphere on the temperature range of

the solid solution of the Nd-123 phase are shown in Figure 30.6 [42]. The solubility range

of Nd-123 under 0.01 atm of PO2
is quite narrow. On the contrary, in the 1.00 atm of PO2

,

the range is wider than that in air.

30.4.3 Standard Gibbs Free Energy Change for Formation

Standard Gibbs free energy changes (DG �) for syntheses of YBa2Cu3O6.5þx, Y2BaCuO5,

and Y2Cu2O5 were reported with experimental results by using chemical thermodynamic

methods [43]. For the reaction where YBa2Cu3O6.5þx was synthesized by the Y2Cu2O5-

BaCO3-CuO mixture with the discharge of the CO2, the equilibrium temperature and the

relations of the partial pressure of CO2 were examined by thermal gravimetric analysis.

The equilibrium temperature (1080–1190 K) was determined by observing the change of

sample weight at a given temperature in a stream of a CO2-O2-N2 gas mixture. A similar

experiment was carried out for the synthesis of Y2BaCuO5 from a Y2Cu2O5-Y2O3-BaCO3

(a) (b)

FIGURE 30.5 Quasi-ternary phase diagrams of the NdO1.5-BaO-CuOx system near the CuOx corner at/around the
peritectic temperatures. (a) 1073 �C, and (b) 1030 �C in air of the Nd1þxBa2�xCu3O6þd (Nd-123) solid solution phase
[41]. © 1998 Wiley-Blackwell.
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mixture. Measurements of electromotive force of the galvanic cell with a zirconia solid

electrolyte were conducted for the synthesis of Y2BaCuO5 from Y2O3 and CuO. The

standard Gibbs free energy change for formation of Y2BaCuO5 was derived from

the partial pressure of O2 in the equilibrium among Y2BaCuO5, Y2O3, and Cu2O. By

combining these results, the standard Gibbs free energy changes for formation of

YBa2Cu3O6.5þx and Y2BaCuO5 from Y2O3, BaCO3, and CuO were obtained.

YBa2Cu3O6.5þx decomposes to liquid and Y2BaCuO5 at about 1280 K in the air

atmosphere. Effects of the oxygen partial pressure (PO2
) on the decomposition were also

examined by means of powder X-ray diffraction analysis, thermal gravimetric analysis,

and differential thermal analysis [44]. The relation between YBa2Cu3O6.5þx and

temperature when the decomposition occurred was expressed as:

1.

x ¼ 0:00353T � 5:08 ð1218� 1313 KÞ (30.1)

Several reactions and standard Gibbs free energy changes related to the formation of

YBa2Cu3O6.5þx are summarized as follows [43–45]:

2.
1

2
Y2Cu2O5 þ 2BaCO3 þ 2CuOþ x

2
O2 ¼ YBa2Cu3O6:5þx þ 2CO2 (30.2-a)

DG
�
1 ¼ �2RT ln

PCO2

P� þ x

2
RT ln 0:21 ¼ 480000� 341T � 6000 ðJ=moleÞ ð1080� 11190 KÞ (30.2-b)

FIGURE 30.6 Solubility limit of the
Nd1þxBa2�xCu3O6þd in the temperature-
composition section for different partial
oxygen pressure atmospheres. (PO2 ¼ 0.01,
0.21, 1.00 atm) [42].
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3.

1

2
Y2Cu2O5 þ 1

2
Y2O3 þ BaCO3 ¼ Y2BaCuO5 þ CO2 (30.3-a)

DG
�
2 ¼ 273000� 205T � 4000 ðJ=moleÞ ð1090� 1210 KÞ (30.3-b)

4.

1

2
Y2BaCuO5 þ 3

2
BaCO3 þ 5

2
CuO ¼ YBa2Cu3O6:5þ

3

2
CO2 (30.4-a)

DG
�
3 ¼ 34600� 241T � 7000 ðJ=moleÞ ð1090� 1210 KÞ (30.4-b)

5.

Y2O3 þ 2CuO ¼ Y2Cu2O5 (30.5-a)

DG
�
4 ¼ 9100� 14T � 1000 ðJ=moleÞ ð1025� 1220 KÞ (30.5-b)

6.

1

2
Y2O3 þ 2BaCO3 þ 3CuO ¼ YBa2Cu3O6:5 þ 2CO2 (30.6-a)

DG
�
5 ¼ 482000� 344T � 6500 ðJ=moleÞ ð1080� 1190 KÞ (30.6-b)

7.

Y2O3 þ BaCO3 þ CuO ¼ Y2BaCuO5 þ CO2 (30.7-a)

DG
�
6 ¼ 278000� 212T � 4500 ðJ=moleÞ ð1090� 1210 KÞ (30.7-b)

8.

1

2
Y2O3 þ 2BaCO3 þ 3CuOþ x

2
O2 ¼ YBa2Cu3O6:5þx þ 2CO2 (30.8-a)

DG
�
7 ¼ 485000� 348T � 6500 ðJ=moleÞ ð1080� 1190 KÞ (30.8-b)

9.

YBa2Cu3O6:5 ¼ Y2BaCuO5 þ LiquidþO2

Liquid : YO1:5ð2:0 mol%Þ;BaOð37:0 mol%Þ;CuOþ CuO0:5ð61:0%Þ (30.9-a)

DG
�
8 ¼ �RT ln

�
PO2

�
P

�� ¼ 965000� 736T ðJ=O2moleÞ ð1080� 1190 KÞ
P

� ¼ 1:013� 105 Pað1atmÞ
(30.9-b)

10.

1

2
Y2BaCuO5 þ 3

2
BaCuO2 þ CuO ¼ YBa2Cu3O6:5 (30.10-a)

DG
�
9 ¼ �3500þ 6:65T ðJ=ð123ÞmoleÞ (30.10-b)
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11.

2CuO ¼ Cu2Oþ 1

2
O2 (30.11-a)

DG
�
10 ¼ 146300þ 25:5T log T � 185T ðJ=moleÞ (30.11-b)

12.

Nd4Ba2Cu2O10 þ LiquidþO2 ¼ NdBa2Cu3O7�d (30.12-a)

DG
�
11 ¼ 779T � 1077000 ðJ=ðO2ÞmoleÞ (30.12-b)

30.5 Bulk Crystal Growth Methods from the Melt
Although sintering was very common and showed a lot of advantages in ceramics pro-

cessing, it was not able to produce oxide superconductors with the high values of critical

current densities (Jc) primarily due to the existence of weak links at the grain boundaries

as mentioned before. It was pointed out that a high angle grain boundary was intrinsi-

cally the weak link due to a combination of a small coherence length and large anisot-

ropy. The melt solidification process has overcome this weak link problem by grain

alignment leading to high Jc superconductors. Solidification methods for synthesis of

bulk HTSC crystals could be classified into two groups [10]:

1. solidification from semisolids (i.e., liquidþ Y-211 phase) provides high Jc Y-123

bulk crystals;

2. solidification from solution (i.e., liquid) provides high crystallinity bulk single

crystals.

We must make the various phenomena, which are caused with the phases (liquid,

liquid þ solid, solid), clear to control the microstructures of HTSC materials, which have

an influence on crystallinity as well. Microscopically, the similar phase transitions take

place in nondirectional solidification processing, including melt-texture-growth (MTG)

[46], quenched-melt-growth (QMG) [47], and melt-powder-melt-growth (MPMG) [48]

methods and the solute rich liquid crystal pulling (SRL-CP) method [49,50]. The SRL-CP

method was developed for pulling a Y-123 single crystal, which is in fact a modified top-

seeded solution growth (TSSG) technique.

30.5.1 Melt Texture Growth

MeltprocessingofY-123was initiatedby Jinet al. [46], and itwasnamed theMTGprocess.As

shown in Figure 30.3, there are two peritectic reactions in the Y-Ba-Cu-O system. At high

temperatures above 1200 �C, the Y2O3 solid phase and Y-deficient Ba-Cu-O liquid phase are

stable. On cooling, these two phases transform peritectically to produce Y2BaCuO5 (Y-211).

At around 1000 �C, Y-211 reacts with liquid to produce YBa2Cu3O7�d (Y-123).

Chapter 30 • Crystallization Mechanisms 1239



In the case of the MTG process, precursor samples with a stoichiometric formula of

YBa2Cu3O7�d are slowly cooled through either of these two peritectic reactions, or at

least the latter reaction in the presence of the temperature gradient of 20–50 �C/cm in an

oxygen atmosphere. The MTG sample so produced exhibits a dense structure consisting

of locally aligned, long, needle-shaped grains and higher transport Jc (above 104 A/cm2)

at 77 K in a zero applied magnetic field than that (several hundreds A/cm2) of typical

sintered (bulk) materials [46].

30.5.2 Quench and Melt Growth and Melt Powder Melt Growth

The QMG and MPMG methods were developed to control the size of the dispersed

Y-211 particles as effective magnetic flux pinning centers in order to increase Jc in

magnetic fields [47,48]. First, the sintered sample is heated to the Y2O3þ liquid re-

gion and splat quenched using cold copper blocks. The quenched sample consists of

Y2O3 particles and the solidified liquid phases (a mixture of BaCu2O2, CuO, and

amorphous phases). The quenched plates are then reheated to the Y-211þ L region,

where the Y-211 phase is formed by a peritectic reaction between Y2O3 and the

liquid. Then, the sample is cooled to form a crystal of the Y-123 phase. By the QMG

method, Y2O3 particles tend to segregate due to sedimentation, which causes

nonuniform distribution of the Y-211 phase particles. By the MPMG method, melt

quenched plates are crushed into fine powders and mixed well in order to refine the

Y2O3 particles with uniform distribution. The pellets are then rapidly heated to the

Y-211þ L region. After an appropriate holding time, the sample is rapidly cooled to

the temperature just above Tp and then slowly cooled. It is remarkable that the size

of the Y-211 phase crystals is much finer and their distribution is much more

uniform than those in the MTG and QMG sample, resulting in high Jc-B charac-

teristics, i.e. high critical current density in magnetics fields of B.

30.5.3 Seeding Method

The nucleation of the crystal is affected by the frequency of occurrence of nucleation

events for the Y-123 phase. Accordingly, multiple nucleation takes place, resulting in

the existence of several grains within a small pellet. The control of crystal orientation

and number of grains is also required, since HTSC materials are highly anisotropic

and possess weak links due to high angle grain boundaries, which reduce the Jc
values.

It was shown that certain materials, such as Y2O3 powder, Sm2O3 powder, Nd2O3

powder, ZrO2 powder, MgO single crystal, and various oxide thin films could be

employed as heterogeneous nucleation reagent seeds for Y-123 [51]. However, the single

domain of RE-123 can rarely be obtained. Morita et al. [52] and Sawano et al. [53]

demonstrated that single crystals or quasi-single crystals of other RE-123 systems, such

as Sm-123 and Nd-123, which have higher peritectic temperatures than Y-123, could act

as seeds for crystal growth because the seed remains in a solid form when Y-123 is
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heated above Tp. On subsequent cooling, a Y-123 crystal grows epitaxially from the seed.

The entire pellet with a seed is composed of only one grain due to the elimination of the

multiple nucleations as shown in Figure 30.7. The seeding method has been widely used

to produce melt-textured YBCO and NdBCO samples [54–56].

Researchers all over the world have investigated several oxide seed materials that are

suitable for Y-123 epitaxial growth. The fundamental criterion for the epitaxial growth is

defined by the crystal lattice mismatch, f, which can be given by:

f ¼ ðlc � lsÞ=ls (30.13)

where, lc and ls are the crystal lattice parameters of the crystal and the substrate (seed),

respectively.

For the case of SrTiO3 seed crystal (la¼ 3.905 Å), as an example, for the c-axis epitaxial

growth, the lattice mismatch with the lattice parameter of the Y-123 crystal (3.8578 Å) is

calculated as in the following Eqn (30.14), which is explained before in Eqn (30.13):

3:8578�A � 3:905�A

3:905�A
� 100%z�1:21% (30.14)

Consequently, it is possible to select a seed material with less lattice mismatch to the

Y-123 crystal lattice. Pseudocubic lattice parameters in Table 30.1 were defined as the

following Eqn (30.15):

lacubic ¼ lbcubic ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
lacubic

2

�2

þ
�

lbcubic
2

�2
s

2
¼ l110 or

lacubic

n� ffiffiffi
2

p (30.15)

where n is integer. Pythagoras’ theorem from the actual cubic lattice parameters could

provide the pseudocubic lattice parameters. For the case of Y2O3 seed crystal

(a) (b)

FIGURE 30.7 Appearance of (a) single-grained and (b) poly-grain melt grown bulk crystals. Note that in the single-
grained crystal, the growth started at the center of the sample where a seed crystal was placed [53]. © 1991 The
Japan Society of Applied Physics.
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(la¼ 10.604 Å), as an example, the pseudocubic lattice parameter is calculated as in the

Eqn (30.16),

10:868�A

2� ffiffiffi
2

p ¼ 3:749�A (30.16)

and the lattice mismatch with the lattice of the c-axis epitaxially grown Y-123 crystal is

calculated as in the following equation:

3:8578�A � 3:749�A

3:749�A
� 100%z2:90% (30.17)

30.5.4 Directional Solidification Method

Meng et al. [57] fabricated a bar of the Y-123 compound with grain alignment by moving

a sintered sample in a horizontal tube furnace with a temperature distribution almost

equivalent to the temperature history at the time of crysta1 growth in the QMG/MPMG

process. McGinn et al. [58–60] produced textured polycrystals in extruded Y-123 wires by

zone melting in a vertical tube furnace. Izumi and Shiohara [61] applied a horizontal

Bridgman method and a floating zone melting method to the YBCO system and obtained

Jc¼ 2� 104 A/cm2 at 77 K and 1 T of the applied magnetic field. Figuredo et al. [62] used

Table 30.1 Structure, Lattice Mismatch Data for c-axis Epitaxial Growth
of YBCO for Various Seed Crystals

Buffers Layer Material

Structure Type % Lattice Mismatch

Cubic Lattice Parameter Å Pseudocubic Å vs YBCO

BaCeO3 4.377 �11.86
MgO 4.203 �8.21
BaZrO3 4.193 �7.99
La3TaO7 11.054 3.908 �1.30
SrTiO3 3.905 �1.28
YBa2Cu3O7�d 3.8578 0
Eu2O3 10.868 3.842 0.41
NdGaO3 5.431 3.840 0.46
CeO2 5.411 3.826 0.83
Gd2O3 10.813 3.823 0.91
La2Zr2O7 10.786 3.813 1.17
LaAlO3 5.364 3.793 1.71
Ga3NbO7 10.659 3.769 2.36
Y2O3 10.604 3.749 2.90
Gd2Zr2O7 5.264 3.722 3.65
Y3NbO7 5.250 3.712 3.93
Yb2O3 10.436 3.690 4.55
YSZ(Y2O313%–ZrO287%) 5.125 3.624 6.45
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a laser-heated floating zone technique, which can provide higher temperature gradient

(G) above 1000 �C/mm compared with a resistance heater, and Jc values larger than

105 A/cm2 at 77 K and self field were achieved.

The temperature gradient (G) and the growth rate (R) are important process

parameters to control microstructures in directional solidification. In general, G/R and

G� R affect the crystal grain alignment and the grain size. In the Y-Ba-Cu-O system, the

effect of the G/R ratio on the changes in the morphology of the growth interface was

examined by Izumi et al. [63]. Although no nucleation ahead of the interface was

recognized in the samples grown at high growth rates, the Y-123 phase crystal grains

were discontinuous and possessed equiaxed-like and blocky structures. In contrast, the

samples grown at slow rates with higher G (i.e., high G/R) showed continuous growth and

a cellular structure composed of very well-aligned grains. Faceted interfaces were

recognized in the samples, and the cell spacing increased with decreasing growth rate R.

The morphological change from the equiaxed-like to the planar with increase of the G/R

ratio accords with the theory of constitutional supercooling [64], at least its tendency. As

a result, the increase in the Jc values of zone-melted samples with increasing G/R could

be recognized even at the same cooling rates (G� R) [63,65].

30.6 Single Crystal Growth Methods from the
Solution

High quality single crystals have been fabricated by the flux method, but their size is

limited due to uncontrollable nucleation events, the very low solubility of yttrium in

the BaO-CuO flux melt, and the steep slope of the liquidus line in the equilibrium

phase diagram for the primary phase crystallization temperature range. Therefore,

continuous growth processes, i.e., TSFZ and TSSG methods, have been applied widely

to the Y-Ba-Cu-O system, enabling fabrication of large-sized Y-123 crystals.

30.6.1 Flux Method

The flux method is one of the most commonly used processes to produce bulk single

crystals in the case of incongruent melting systems such as Y-123 phase crystals [66–73].

The commonly used solvent is composed of CuO and BaO, which is called the “self-flux

method.” Schneemeyer et al. and others [73–76] grew single crystals. The crystals form

with a layer-type morphology, similar to mica, but generally with square corners. Wolf

et al. [73] optimized the melt composition and the cooling rate to obtain thick crystals,

using a melt composition of Y:Ba:Cu¼ 1:7.5:16.5 and the cooling rate below 0.5 �C/h.
Other solvents have been tried, e.g., In2O3 [77], B2O3 [78], and KCl-NaCl [69]. The

crystals grown using a KCl-NaCl f1ux were found to be relatively large in size, although

they seemed to have poor crystallinity with a large number of defects [69].

In addition to the restriction in selection of suitable solvents, the progress in the

growth process has also been hampered by the pronounced reactivity of the melt with
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most crucible materials, which tends to contaminate the growing Y-123 crystals. Many

kinds of crucible material have been used for the f1ux method, such as platinum, gold,

A12O3, ThO2, ZrO2, MgO, etc. Liang et al. and others [79–81] have systematically inves-

tigated the crucible materials. It was concluded that yttria-stabilized zirconia (YSZ) and

yttria (Y2O3) crucibles are good choices for Y-123 crystal growth, preventing contami-

nation from the crucible materials during growth.

30.6.2 Traveling Solvent Floating Zone Method

The traveling solvent floating zone (TSFZ) method is a valuable growth technique for the

fabrication of high quality, large single crystals that melt incongruently. Several kinds of

RE-123 crystals have been fabricated using the TSFZ method by Oka and Ito [82]. In the

TSFZ method, the RE solute in the solvent required for growth of the RE-123 crystal is

steadily supplied into the solvent by dissolving the RE-123 feed rod.

One of the main advantages of the TSFZ method involves containerless crystal

growth, which can prevent contamination from the crucible material. At the same

time, however, problems of keeping the molten zone stable during the crystal

growth of RE-123 arise. Since the viscosity of the solvent composed of BaO-CuO is

low, the solvent easily falls onto and penetrates deeply into the feed rod, and the

solvent composition varies with time. Oka and Ito [82] have overcome this problem

using high density crystallized feed rods prescanned at a high pulling rate of

2–15 mm/h.

30.6.3 Top-seeded Solution Growth Method (Solute-rich Liquid
Crystal-Pulling Method)

Crystal pulling has a significant advantage in growing large single crystals. The top-

seeded solution growth (TSSG) method, which is one of the crystal-pulling methods

for incongruent melting materials, had not been applied to RE-123 compounds, because

the promising solvent BaO-CuO flux melt is very reactive with crucible materials and

cannot be maintained for a long time. Yamada and Shiohara [49] succeeded in growing

Y-123 single crystals by a pulling method using a BaO-CuO solution with Y-211 solid,

placed at the bottom of the yttria crucible, which supplies Y solute steadily into the

solvent. This modified TSSG method has been named the solute-rich liquid crystal-

pulling (SRL-CP) method, since the solute content in the solution is steadily enriched

from the Y-211 solid.

30.6.3.1 SRL-CP Method
Figure 30.8 shows a schematic drawing of the configuration of the SRL-CP method.

Y-211 powder was placed at the bottom of the crucible and BaO-CuO composite

(Ba to Cu cationic ratio is 3:5) was placed on the layer of Y-211 powders. A tem-

perature gradient was provided in the melt to satisfy the conditions that the

temperature at the melt surface (about 1000 �C) is lower than the peritectic
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temperature (Tp¼ 1010 �C) of Y-123 and the temperature at the bottom of the melt

(about 1015 �C) is higher than Tp. Accordingly, Y-211 solid can exist at the bottom of

the crucible as a source of the solute. The surface of the melt was supersaturated by

yttrium. In this method, the transport of the solute from the bottom of the crucible

to the growing crystal is a key factor in obtaining higher crystal growth rates than

those in flux methods. The solute was mainly transported by convection in the melt.

In terms of the mass balance, the solute supplied from the Y-211 solid and the

solvent Ba3Cu5O8 react and form only the Y-123 phase crystal without the generation

of any other by-products.

Y2BaCuO5 þ Ba3Cu5O8/ 2YBa2Cu3O7�d (30.18)

A Y-123 single crystal or thin film prepared separately was used as a seed crystal. The

Y-123 crystal was grown at a rotation rate of about 120 rev/min (rpm). This is relatively

fast, enhancing forced convection in the melt. Since the high speed rotation makes the

surface fluid flow away from the center and toward the crucible wall, it prevents the

floating crystals from attaching to the growing crystal.

By optimizing the various growth conditions of the SRL-CP method, large-sized,

high quality bulk single crystals of Y-123 were reproducibly fabricated. The shape

of the grown Y-123 single crystal pulled along the c-axis in the air atmosphere is

shown in Figure 30.9(A). The grown crystal is bulky and the typical size is about

14.5� 14.5� 13 mm [83]. The square shape observed from the bottom reflects the

symmetry of the c-axis, showing a strongly faceted nature of the crystal habit. The

bottom surface is a (001) plane and the Y-l23 crystals grow epitaxially from the seed

crystal. The as-grown surface was examined by atomic force microscopy (AFM),

which revealed continuous beautiful spiral growth patterns as shown in

Figure 30.9(B). The step height of about a few nanometers is equivalent to one or two

unit cell lengths (lattice parameter) of the Y-123 crystal structure along the c-axis.

Similar macroscopic growth spirals were observed in the films fabricated by liquid

phase epitaxy (LPE) [84].

FIGURE 30.8 Configuration in the crucible during
Y-123 single crystal growth using the SRL-CP
method [49]. © 1993 Elsevier Science B.V.
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30.6.3.2 Enlargement of Single Crystal Size in SRL-CP Method
1. Increase of growth time

In the SRL-CP method, the probability of the nucleation events at the crucible wall

can be hardly neg1ected. Floating particles generated on the melt surface may

cause po1ycrystalline growth and the surface is finally covered with floating parti-

cles, and further growth may become impossible. However, the high speed rotation

prevents the floating crystals/particles from attaching to the growing crystal as it

makes the surface fluid flow away from the center to the crucible wall.

Similar to other oxide melts, the BaO-CuO flux has high viscosity, a high

Schmidt number (Sc), and a high Prandtl number (Pr). Therefore, the Y solute is

transferred from Y-211 placed at the bottom of the crucible to the growing Y-123

crystal mainly by melt convection, which may be affected by many factors, such

as the crystal rotation rate, size of the grown crystal, temperature gradient, and

crucible size.

Figure 30.10 shows the results of numerical simulations using a finite difference

method for a two-dimensional axis-symmetric viscous fluid system [85]. The left

part and right part of each figure show the streamlines of the melt and isotherms,

respectively, within the right halves of the vertical section of the crucible. Forced

convection exists below the growing crystal, which is induced by the crystal rota-

tion and natural convection near the crucible wall. As the crystal rotation rate and/

or crystal diameter increases, the forced convection becomes stronger and the

meeting point of the forced and natural convection near the melt surface moves

from the growing crystal to the crucible wall. The isotherms couple strongly to the

(a) (b)

FIGURE 30.9 (a) Photo of grown Y-123 single crystal pulled along the c-axis from the Sm-123 seed crystal and (b)
AFM image of the surface (growth interface) of the as-grown single crystal showing typical spiral growth [10,83].
© Springer-Verlag Tokyo 1995.
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convection, and the temperature at the crystal growth interface increases with

increasing forced convection, i.e., crystal rotation rate, as well as with increasing

the size of the crystal.

During Y-123 crystal growth, the diameter of the crystal increases with

increasing the growth time, which causes a change in the crystal growth condi-

tions. In order to maintain constant crystal growth conditions, control of the crys-

tal rotation rate with increasing the crystal diameter is effective. Another way to

circumvent this problem is to use a large crucible to make the system insensitive

to the change in the crystal diameter.

2. Enhancement of growth rate

Larger single crystals can be obtained within a shorter time if the growth rate is

enhanced significantly. To achieve this, supersaturation, which is the driving force

for crystal growth, should be increased, e.g., simply by decreasing the surface tem-

perature of the growing Y-123 crystal. In this case, however, the problem of floating

particles comes into the picture, resulting in polycrystalline growth. Yao et al. [86]

(a)

(b)

(c)

(d)

(e)

(f)

FIGURE 30.10 Numerical calculation results for 10 mm (a–c) and 6, 10, and 14 mm (d–f) diameter crystals; (a), (b),
(c) show the results with crystal rotation rates of 50, 100, 150 rev/min and (d), (e), and (f) show 50 rev/min,
respectively. The left part of each figure shows the stream-lines of melt convection, and right side shows the iso-
therms within the right halves of the vertical section of the crucible [85]. © 1996 Materials Research Society.
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have grown a large Y-123 crystal of 19.8� 19.5� 16.5 mm in size and 20 g in weight

by the SRL-CP method under the high oxygen pressure atmosphere (PO2
¼ 1 atm).

The growth rate for PO2
¼ 1.0 atm is about twice that for an air atmosphere.

This was explained by the fact that, in PO2
¼ 1.0 atm, the solubility of yttrium in

the solvent is higher, the slope of the liquidus is lower (see Section 30.4.1), and

the crystallization temperature is higher than those at PO2
¼ 0.21 atm.

30.6.3.3 Other RE-123 Single Crystal Growth
The SRL-CP method has also been applied to other RE1Ba2Cu3O7�d materials (RE, rare

earthhSm, Nd). It has been found that bulk single crystals of several cubic millimeters in

size could be repeatedly produced by the SRL-CP method after optimizing the growth

conditions, such as the growth temperature, composition of the solution (melt), crucible

materials, etc. [87,88].

In the case of Sm-123, the growth rate is about a factor of five faster than that of

Y-123, which could be explained by the fact that the solubility of Sm in the solvent is

higher, the slope of the liquidus is lower, and the crystallization temperature is higher

than those for Y-123, as shown in Figure 30.4, resulting in higher mass and heat transfer

for growth and easy achievement of higher supersaturation for interfacial kinetics.

Contrary to the Sm-123 crystal pulling, Nd-123 single crystals have been fabricated by

the ordinary TSSG method. In this case, the high temperature stable phase (Nd-422

phase for NdBCO system) was not placed at the bottom of the crucible, and the Nd

solute required for Nd-123 crystal growth was supplied only from the Nd2O3 crucible due

to the high solubility of Nd in the Ba-Cu-O liquid phase [88].

Solid solutions are known to exist in these systems, which are described as

RE1 þ xBa2 � xCu3Oy, whereas the Y-123 phase is a stoichiometric compound. In fact, the

compositions of these grown crystals were measured by ICP-AES to be Nd1þxBa2�xCu3Oy

(0.01< x < 0.1) in which the substitution value (x) depends on the atmosphere during the

growth. A low oxygen partial pressure atmosphere during crystal growth was found to be

effective for minimizing the substitution of Nd3þ into the Ba2þ sites as can be seen in

Figure 30.6 [88].

30.7 Controlling Factors of Crystal Growth from the
Melt and Solution

30.7.1 Supersaturation as a Driving Force for Crystal Growth

In the Y-Ba-Cu-O system, a Y-123 crystal grows from the melt. The crystal melts

incongruently and the solubility of yttrium in Ba-Cu-O (solvent) is very small. In the case

of crystal growth from dilute solution, the driving force for crystallization is represented

by supersaturation (s) defined as:

s ¼ ðC � CeÞ=Ce (30.19)
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where C and Ce are the practical and the equilibrium concentrations of the solute in the

solution, respectively.

30.7.2 Faceted Growth

The Y-123 phase crystals grown by solidification processing show clearly faceted crystal

habits. According to the Jackson model [89], the faceted or nonfaceted habits of the

growth interface could be roughly estimated by a (Jackson parameter):

a ¼ zðL=kBTÞ (30.20)

where z is a factor (less than unity) depending on the crystallographic anisotropy, L is the

latent heat of melting or dissociation, kB is Boltzmann’s constant, and T is the absolute

temperature. The values of a with less than two can be taken to imply a tendency to

nonfaceted crystal growth, while higher a values imply that faceted growth forms will be

produced. The value of a for Y-123 crystals has been estimated to be about 20 [90].

Consequently, the growth interface of the Y-123 and/or RE-123 crystals is considered to

be flat in an atomic scale.

30.7.3 Experimental Measurements of Anisotropic Growth Rate

Nakamura et al. [91], Muller and Freyhardt [92], and Imagawa and Shiohara [93] have

investigated the anisotropic growth rate of Y-123 crystal, the Ra/Rc ratio, in which Ra and

Rc are the growth rates of the {100} faces and the {001} faces, respectively.

In order to obtain the knowledge about the interfacial kinetics of Y-123 crystal growth,

Endo et al. [94] used a seeding method using a seed of an Sm-123 crystal, combined with

a constant undercooling solidification method, which has the advantages of proper

control over the crystal orientation and appropriate estimation of the interfacial tem-

perature. The Y-123 crystals were grown at several different undercoolings (DT). Here, DT

is defined as the temperature difference between the Tp of the Y-123 phase

(Tp¼ 1010 �C) and the growth temperature (Tg). The dependence of DT on Ra is different

from that on Rc, as shown in Figure 30.11. The relations between the growth rates and

undercooling are described in the following power law equations:

Ra ¼ 4:5� 10�7DT 1:9ðmm=sÞ (30.21a)

Rc ¼ 2:8� 10�6DT 1:3ðmm=sÞ (30.21b)

The growth rate perpendicular to the ab plane (Rc) has been reported to be faster than

that perpendicular to the ac plane (Ra) for Y-123 crystals grown by unidirectional

solidification and the interface undercooling at a growth rate of about 1 mm/h was

30–40 K [90]. Equations (30.21a) and (30.21b) indicate that, with undercooling higher

than 27 K, Ra becomes larger than Rc. Therefore, the results of the constant undercooling

method are not in conflict with those of unidirectional solidification by considering the

difference in undercoolings.
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30.7.4 Trapping Phenomena of High-temperature Stable Phase
(Y-211) Particles into Y-123 Crystal

Y2BaCuO5, (Y-211) inclusions are considered to act as strongmagnetic flux pinning centers.

In order to retain the Y-211 phase particles (inclusions) in the crystallized Y-123 grains, an

overall composition shifted toward the Y-211 phase from the stoichiometric composition of

Y-123 (i.e., Y-123þ x Y-211, x> 0) has been used. It has been assumed that the amount

of excess Y-211 is completely trapped during the peritectic reaction. Macrosegregation of

Y-211 particles in Y-123 crystals, observed by several groups, has stimulated interest in

the investigation of the trapping phenomena of Y-211 particles [95–100].

Varanasi et al. [96,99] have observed the inhomogeneous distribution of Y-211 par-

ticles, delineating distinguishable patterns in textured Y-123 crystals with platinum ad-

ditions. Kim et al. [98] also reported that fine particles were pushed out of the advancing

Y-123/liquid interface toward the liquid phase in the Y-Ba-Cu-O system with metal oxide

(CeO2, SnO2, and ZrO2) addition. In both cases, the observed patterns of Y-211 segre-

gation seem to exist along the boundaries between different growth directions.

Investigations on the segregation of Y-211 particles have been systematically carried out

by Endo et al. [97,100], which showed that the macrosegregation was dependent on the

growth rate (R) as a function of the undercooling (DT) as well as on the growth direction.

The effect of R on the macrosegregation of Y-211 partic1es was reported using the

results of two different kinds of heat treatment: constant undercooling and continual

cooling by Sm-123 top-seeding melt texture method [94]. As shown in Figure 30.12,

the amount of trapped Y-211 with high undercooling (e.g., DT¼ 30 K; i.e., large R) is

larger than that with low undercooling (e.g., DT¼ 10 K; i.e., small R), especially in the

c-direction [97]. The macrosegregation of Y-211 partic1es and their size in Y-123 crystals

depends on the growth rate of the Y-123 crystals and their growth direction. The

continual cooling method, such as QMG and MPMG [47,48], is commonly used for melt

FIGURE 30.11 Relationships between the growth rate and undercooling for the growth direction of a-axis and
c-axis [94]. © Springer-Verlag Tokyo 1995.
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texture growth in the YBCO system. The distribution of Y-211 particles in the Y-123 bulk

samples fabricated by this method might be inhomogeneous.

30.8 Crystal Growth Mechanism
The melt-textured Y-123 materials show a highly aligned structure, which is formed by a

peritectic reaction between solid Y-211 phase particles and the liquid phase. Therefore,

many studies have been performed to clarify the peritectic solidification mechanism of

Y-123 crystals [63,101,102]. The solidification model is generally limited by interfacial

kinetics and/or mass transport.

30.8.1 Rate-Limiting for Crystal Growth

Once a nucleus is formed, it will continue to grow. Such growth may be limited by the

kinetics of atom attachment to the growth interface including its surface migration,

diffusion of the solute from the environmental phase, and diffusion of latent heat for

crystallization. Figure 30.13 illustrates the spatial distribution of the concentration of the

solute near the growth interface during crystal growth. Initially, the solution has a uni-

form concentration C0, then, as a result of cooling, a corresponding change in the

equilibrium concentration Ce takes place. If the liquid concentration at the crystal

growth interface, Ci, equals to C0, the growth rate is controlled by an interface reaction

process (interface control) as shown in (a) in Figure 30.13. In another extreme case,

which is the case, Ci equals to Ce, the growth rate is fully controlled by diffusion in the

solution (diffusion control) as shown in (C) in Figure 30.13. When the rate of incorpo-

ration of growth units to the crystal is balanced by their diffusion in the solution, Ci is not

equal to either Ce or C0 as shown in (B) in Figure 30.13 [10,103].

FIGURE 30.12 Cross-sectional microstructures of the grown crystal in the quenched sample. Undercooling
of the sample was changed from 10 K to 30 K during the two-step undercooling method, showing drastic change
in the amount of trapped Y-211 particles (dark particles in the photograph) from the 10 K undercooled region to
the 30 K undercooled region [97]. © 1996 Materials Research Society.
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Although the heat transfer during the crystallization is also an important factor, it

could be simplified since the growth rate is sufficiently small compared with the thermal

conduction in the case of Y-123 growth, suggesting that heat dissipation is relatively

rapid and the assumption of an isothermal or a steady state constant temperature

gradient is reasonably acceptable.

30.8.2 Solute Diffusion Model for Unidirectional Solidification

30.8.2.1 Basic Growth Mechanism
At almost the same time, three different groups proposed similar crystal growth models

to explain the growth of Y-123 crystals in the directional solidification process controlled

by solute diffusion [63,101,102].

Generally, in metallic alloy systems, the required solute from the high temperature

stable phase solid for peritectic reaction is transferred through the solid by diffusion

as shown in Figure 30.14(A). In some special cases of metallic alloys, such as Al-Mn and

Cu-Sn peritectic systems, it was proposed that a part of the solute is diffused through the

liquid [104,105]. A sharp faceted growth interface and a drastic change in the Y-211 volume

from the semisolid region to the Y-123 crystals are observed in the sample quenched

during unidirectional solidification, as shown in Figure 30.15 [63]. This observation sup-

ports the fact that the required solute for the peritectic reaction is provided by the liquid

diffusion for the crystallization of the Y-123 phase. Assuming the liquid diffusion for Y-123

peritectic crystal growth as shown in Figure 30.14(B), the diffusion zone may exist in front

of the planar (faceted) Y-123 interface. The liquid-diffusion-rate-limiting model for the

Y-123 peritectic solidification was developed by Izumi, Nakamura, and Shiohara [63]. This

so-called INS model is based on the following assumptions:

1. the rate-limiting stage for the growth of the Y-123 crystal is yttrium diffusion in the

liquid since the yttrium solubility in the liquid is extremely low;

(a)
(b)

(c)

FIGURE 30.13 Solute concentration profile in the liquid in front of the growing crystals, showing the driving
forces of diffusion and interfacial kinetics [10]: (a) interfacial control; (b) mixed control; (c) diffusion control.
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2. the interface of the growing Y-123 crystal is planar, and Y-211 particles are

spherical;

3. peritectic reaction takes place isothermally;

4. thermophysical properties are constant;

5. no interaction exists between the Y-211 particles (even among particles of different

sizes, e.g., Ostwald ripening).

30.8.2.2 Driving Force of Solute Diffusion
Figure 30.16 shows the principle of the liquid-diffusion-rate-limiting model. The yttrium

diffusion flux for Y-123 phase crystal growth from Y-211 particles dispersed in the liquid

ahead of the growth interface of the Y-123 crystal was estimated. This diffusion flux was

derived from the composition difference in the liquid at the two different interfaces:

liquid/Y-211 and liquid/Y-123. This composition difference consists of three origins in

(a) (b)

FIGURE 30.14 The expected structure around the interface in two different systems of peritectic reactions [10,61]:
(a) required solutes for Y-123 growth are transported through the solid; (b) required solutes for Y-123 growth are
provided through the liquid. © 1992 Materials Research Society.

FIGURE 30.15 Y composition mapping image around the Y-123 growth interface of a sample grown at 1 mm/h.
The white particles are the Y-211 phase, the gray region is the growing Y-123 phase crystal, and the black matrix
is the liquid phase before quenching [63]. © 1993 Elsevier Science Publishers B.V.
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the case of directional solidification: the curvature effect of the dispersed Y-211 particles

in the liquid, DC1; undercooling, DC2 [101]; and the temperature gradient, DC3. When the

Y-211 particles approach the interface very c1osely, the temperature gradient term, DC3,

becomes negligibly small. Accordingly, the total composition difference, DC, is the sum

of DC1þDC2. The concept of these three origins is shown schematically in the phase

diagram (Figure 30.17). DC can be derived from the following equation:

DC ¼ 1

m211
L

�
2G211

r
þ Gz

�
þ
�

1

m123
L

� 1

m211
L

�
DT (30.22)

FIGURE 30.16 Sketch of the principle of the INS peritectic solidification model. The composition difference, as a
driving force providing the required solute for Y-123 growth, is indicated in the composition profile [63]. © 1993
Elsevier Science Publishers B.V.

FIGURE 30.17 Origin of the composition difference used in the INS model. In this figure, T*211 and T*123 are the
temperatures at the Y-211 interface and the Y-123 interface, and DC1 is the supersaturation (undercooling) due
to the change in chemical potential caused by the curvature of the Y-211 particle (Gibbs–Thomson effect) [63].
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where m211
L and m123

L are the slopes of liquidus lines of the Y-211 and Y-123 phases,

respectively, G211 is the Gibbs–Thomson coefficient (s211/DSf), s211 is the Y-211/liquid

interfacial energy, DSf is the volumetric entropy of fusion, r is the radius of the Y-211

particle, Gz is the temperature gradient at the distance, z, from the Y-123 interface, and

DT is the undercooling at the Y-123 growth interface.

30.8.2.3 Flux Provided by Dissolution of Y-211 Particle
The diffusion flux, Jr,z, from one Y-211 particle with a radius of r at a certain distance, z,

from the Y-123 interface was calculated using Fick’s first law:

Jr;z ¼ DL

DC

z
¼

�
DL

DC

dc

�
(30.23)

where DL is the diffusivity. Here the diffusion zone for peritectic reaction was assumed to

be within the region between the maximum effective length dc and the Y-123 growth

interface. The dc could be estimated as the characteristic diffusion length for planar

steady state growth, DL/R.

When the diffusion flux reaches the maximum flux (Jmax), which is limited by the rate

of decomposition of the Y-211 partic1es, the distance is defined as the critical length dc. A

constant Jmax as 4pr2kmax was assumed within dc using the maximum decomposition

rate of the Y-211 partic1es (kmax). If the size distribution of the Y-211 partic1es in the

region, which is out of the diffusion zone, is given initially, the total yttrium diffusion flux

(J211) from the Y-211 particles can be estimated by integrating the flux from the indi-

vidual Y-211 particles (J or Jmax) with respect to z and r within the diffusion zone:

J211 ¼ N

ZN
0

Zdc
0

Jr;zJðr0ðr; zÞÞdzdr

¼ N

ZN
0

pr2

2
44k211

max

Zd�
0

Jðr0ðr; zÞÞdz þDL

Zdc
d�

Jðr0ðr; zÞÞ
z

DCLdz

3
5dr (30.24)

N is the number of Y-211 particles per unit volume described as follows:

N ¼ 3V 211
f

4
RN

0
pr30Jðr0Þdr0

(30.25)

where V 211
f is the volume fraction of the Y-211 phase out of the diffusion zone, which can

be calculated from the initial composition using the equilibrium lever rule, J(ro(r,z)) is

the size distribution function of the Y-211 particles in the diffusion zone.

30.8.2.4 Flux Required for Y-123 Growth
According to Figure 30.13, the composition difference DC 123

SL at the growth interface of

the Y-123 crystal can be calculated from the yttrium concentration of the Y-123 solid

(C123
S ) and that of the liquid at the liquid/Y-123 interface (C123

L ), and described as follows:

DC123
SL ¼ C123

S � C123
L ¼ C123

S � Ce
L þ

DT

m123
L

(30.26)

Chapter 30 • Crystallization Mechanisms 1255



where Ce
L is the yttrium concentration of the liquid at the Tp. Then, the diffusion flux per

unit area J123 required for Y-123 crystal growth is calculated as:

J123 ¼
�
C123

S � Ci

�
R ¼

�
C123

S � Ce
L þ

DT

m123
L

�
R (30.27)

where R is the growth rate of the Y-123 crystal.

30.8.2.5 Steady State Growth Rate
In the steady state growth of the Y-123 crystal, the total flux from the Y-211 particles

described in Eqn (30.24) should be equated with the flux indicated in Eqn (30.27). Then,

the steady state growth rate, R, is given by:

R ¼
3V 211

f

RN

0
r2

"
4k211

max

R d�
0
Jðr0ðr; zÞÞdz þDL

R dC

d�
Jðr0ðr;zÞÞ

z
DCLdz

#
dr

4

�
C123

S � Ce
L þ DT

m123
L

�RN

0
r30Jðr0Þdr0

(30.28)

The order of magnitude of the calculated growth rates is several millimeters per hour,

which is in good agreement with the experimentally confirmed growth rate for contin-

uous growth. This model can also be used to estimate the change in size distribution of

the Y-211 partic1es from the liquid to Y-123 crystals [63].

30.8.2.6 Macrosegregation Mechanism of Pushing/Trapping Model
The macrosegregation phenomenon of Y-211 particles in Y-123 crystals is similar to the

pushing/trapping behavior of foreign particles at an advancing solid–liquid interface

during solidification, which has been observed in various materials by many in-

vestigators [106–116]. Several theories on pushing/trapping phenomena have been

proposed by considering the interaction between an inactive particle and an advancing

solid–liquid interface.

Figure 30.18 is schematic drawings showing a particle in front of the solid–liquid

interface and the forces acting on the particle. There are two dominant forces: the drag

(a) (b)FIGURE 30.18 Schematic drawings
showing a particle in front of the
solid–liquid interface and the necessary
condition of particle pushing [10]. (a)
For Ds0> 0. The force (Fi) due to the
interfacial energy (Ds0) is conductive to
pushing. (b) For Ds0< 0. Fi is conductive
to trapping. The drag force (Fd) is always
conductive to trapping. © 1997 Elsevier
Science S.A.
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force (Fd) due to viscous flow around the particle, which moves together with the

interface at the growth rate, R, and the force (Fi) due to the interfacial energy (Ds0).

The condition for particle pushing can be described as shown in Eqn (30.29) [106]:

Ds0 ¼ sSP � sLP � sSL > 0 (30.29)

where sSP, sLP, and sSL are the solid–particle, liquid–particle, and solid–liquid interfacial

energies, respectively. Fi is conducive to pushing if Ds0> 0, while Fd is always conducive

to trapping as shown in Figure 30.18. Since the results of microstructural observations in

melt growth processes indicate that Y-123 heterogeneous nucleation rarely takes place

on the surface of Y-211 in the supersaturated liquid [117], it is suggested the relation of

Ds0> 0 in the Y-123/Y-211 system.

According to the pushing/trapping theory, the critical size (r*) of a particle, larger

than that trapped by the growing solid crystal, is roughly determined by the critical

growth rate (R*) and interfacial energy (Ds0):

R �fDs0

hr� (30.30)

where h is the melt viscosity. The relationship between the growth rate and the radius of

the inclusion is derived to be R*� r*¼ constant using Eqn (30.30).

One should be careful when applying the pushing/trapping theory to the Y-123/Y-211

system, because this theory was proposed to explain the phenomena between

inclusions, which are inert for both liquid and solid, and nonfaceted material. Actually,

Y-211 partic1es are reactive inclusions as they supp1y Y solute to Y-123 by decompo-

sition for faceted growth of Y-123 materials via peritectic transformation.

30.8.3 Crystal Growth Mechanism of SRL-CP Method

The growth mechanism of the SRL-CP method proposed by Yamada et al. [118] is

basically the same as the melt texture process described in Section 30.8.2.1–30.8.2.5.

Major differences between these processes include the distance between the Y-211

phase and the growth interface of the Y-123 phase crystal and the solute-transport

mechanism.

30.8.3.1 Basic Growth Mechanism of Solute Diffusion Model with
Interfacial Kinetics

Figure 30.19 shows the quasi-binary phase diagram illustrating the solute transport path

in the melt for the SRL-CP method [119]. Tb and Ti indicate the temperatures at the

bottom of the crucible and at the Y-123 growth interface, respectively. The equilibrium

compositions are C123
L and C211

L . It was assumed that the Y concentration is uniform in

the bulk liquid maintained by the natural and forced convections, except in the diffusion

boundary layer near the growth interface of Y-123 phase crystal. The thickness, dc, of the

solute diffusion boundary layer could be estimated, which is different from the above

mentioned DL/R (see Section 30.8.2.3.). Under the Cochran flow assumption [120], which
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is the fluid flow near a rotating disk, Burton et al. [121] introduced the solute boundary

layer thickness as:

dc ¼ 1:6D
1=3
L n1=6u�1=2 (30.31)

where DL, n, and u are the diffusion coefficient of the solute, the kinematic viscosity, and

the angular velocity of the rotating crystal, respectively. The Y concentration profile in

the solution is schematically shown in Figure 30.20 [118].

The steady state growth rate in the SRL-CP method could be estimated similarly

from the mass balance, as described before in Section 30.8.2.1–30.8.2.5. The solute flux

from the solution through the boundary layer, dc, can be described as the same

equation of Eqn (30.23) and the required flux for the Y-123 phase crystal growth is also

Arrow (1)  Y-211  → liquid (solute rich)  
at the bottom of the crucible

Arrow (2) Liquid (solute rich) → liquid (supersaturated)
at the surface of the melt

Arrow (3) Liquid (supersaturated) → Y-123

FIGURE 30.19 Phase stability and solute transportation processes shown on a schematic quasi-binary phase
diagram [119]. © 1996 Elsevier Science B.V.

FIGURE 30.20 Schematic illustration of the solute concentration profile in front of the growing interface [118].
© 1995 Materials Research Society.
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the same as Eqn (30.27). The steady state growth rate, R, can be given by equating both

diffusion fluxes:

R ¼ DL

dc

�
C211

L � Ci

�
�
C123

s � Ci

� (30.32)

Assuming that Ci is equal to C123
L , which means that the effect of the interfacial kinetics for

crystal growth are negligibly small, the growth rate reaches the maximum; the value, Rmax,

is estimated to be 5� 10�4 mm/s by substituting the physical constants/parameters of the

typical values of molten oxide and experimental conditions. The value of the Rmax is larger

than the experimental growth rate (R¼ 2.8� 10�4 mm/s). If the composition at the

interface, Ci, corresponding to supersaturation for interfacial kinetics is estimated using

the experimentally measured growth rate, Ci is about 0.64 at%. By converting this value of

Ci to the kinetic undercooling (DTk) using the liquidus slope of the Y-123 phase, DTkz 7 K.

This indicates that Y-123 single crystal growth might be controlled both by the interfacial

kinetics and solute diffusion [10,118].

30.8.3.2 Interface Kinetics Estimated from Spiral Growth
1. Growth by screw dislocation (spiral growth)

According to Cabrera and Levine [122] following the BCF theory [123], a better

approximation of the step width, l, of the spiral dislocation is given by:

l ¼ 19rc ¼ 19
ga

kBTs
(30.33)

where rc is the critical radius of the two-dimensional nucleus, g is the step energy per

unit length, and a is the distance between growth units.

The relations between the growth rate and supersaturation can be written as:

Rfs2; s < s1 (30.34a)

Rfs; s > s1 (30.34b)

where the relation between s and s1 is given by:

s

s1

¼ 2xs
l

¼ xs
9:5rc

¼ s

ð9:5gaÞ=ðxskBT Þ (30.35)

where xs is a mean diffusive distance of the adsorbed atom.

It should be noted that the equations described in this section are evaluated only for

simple growth from vapor. When we discuss the interfacial kinetics of Y-123(RE-123)

crystal growth from solution (liquid) precisely, it is necessary to consider compli-

cated structures and multicomponent systems as well as the effect of desolvation on

surface diffusion, which has been proposed by Bennema [124,125].

2. Growth by screw dislocation in SRL-CP method

As shown previously, the single crystals grown by the SRL-CP method grow by a

spiral growth (Figure 30.9). Kanamori and Shiohara [126] investigated the relation

between the composition at the interface and the growth rate, R, from the observed
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spiral patterns, including the step width, step height, and shape of Y-123 crystals

grown by the SRL-CP method.

According to the approximation by Cabrera and Levine [122], the relation between

the terrace width and the supersaturation, s, is given by Eqn (30.19) and is defined as:

s ¼ Ci � CLðTiÞ
CLðTiÞ (30.36)

Ci can be obtained from Eqn (30.13) using the experimental results R and CL(Tb).

CL(Ti) is assumed to be equal to the Y concentration at the temperature, Ts, at the

surface of the melt interface, since Ti could not be measured precisely. Consequently,

the supersaturation, s, can be calculated by substituting Ci and CL(Ti) into Eqn

(30.36). The terrace width of spiral growth under each condition from AFM images is

plotted as a function of the supersaturation in Figure 30.21 [126]. Also, by choosing

the appropriate value (0.13 nm) of ga/kBT so as to satisfy Eqn (30.33), it is clearly

shown that the terrace widths observed on the as grown ab plane of the Y-123 single

crystals satisfy the BCF theory [123].

In the case of sufficiently small supersaturation, the growth rate taking into ac-

count the interfacial kinetics was described in the Eqn (30.34a) and is given by:

R ¼ ks2 (30.37)

where k is the kinetic coefficient and expressed by the following equation [10]:

k ¼ dfe�W=kBT
1

ð19=xsÞðga=kBTÞ (30.38)

where d is the lattice constant, f is the frequency of the molecule, W is the dissolution

energy of the attached molecule from the surface of the crystal.

Substituting dz 10�7 (cm) which is the lattice parameter of the c-axis of the Y-123

sing1e crystal, Wz 50 (kcal/mol), which was estimated to be several times larger than

FIGURE 30.21 Supersaturation dependence of the average distance between the steps for YBCO single crystal
growth [126]. © 1996 Materials Research Society.
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the value for growth from the vapor, xsz 100az 4� 10�6 (cm) in which a is the

lattice parameter of the a-axis of the Y-123 single crystal, fz kBT/3hz 1013 (s�1) in

which h is Planck’s constant and the coefficient 1/3 indicates that the oscillation of

the solute molecule is taken into account only in the direction perpendicular to the

surface of the crystal and ga/kBT¼ 0.13 nm into Eqn (30.38), k¼ 1� 10�3 (cm/s) was

calculated as the interfacial kinetic coefficient. The relation between the growth rate

and the supersaturation for the experimental and calculated results is in good

agreement with each other [10,126]. Consequently, it is clear that the crystal growth of

Y-123 single crystals pulled along the c-axis by the SRL-CP method can be explained

by the bulk diffusion model combined with interface kinetics for surface diffusion

(BCF theory).

30.8.4 Crystal Growth Mechanism Using Ternary Phase Diagram

In the previous section, the growth mechanism of Y-123 crystals prepared by the SRL-CP

method was discussed on the basis of the pseudobinary phase diagram. In the case of the

Y-123 system without substitution, this is sufficient because the compositions of the

solid and the coexisting liquid are uniquely determined at a certain temperature by

assuming that the interfacial kinetics are negligibly small (so-called monovariant sys-

tem). However, in the case of solid solution systems, a ternary phase diagram should be

used due to the increase in freedom (so-called divariant system). A model for the

determination of the composition of the solid solution in the SRL-CP method was

proposed for the Nd-Ba-Cu-O system as an example, which is modified from the model

for the case of the Pr-Ba-Cu-O system [10,127].

The compositions of the solid solution and the coexisting liquid are determined by

the tie-line, which links the same chemical potential for the respective solid solution and

liquid solution, on the isothermal section of the Nd2O3-BaO-CuO ternary phase diagram

at the growth temperature such as shown in Figure 30.5. The temperature dependence of

the tie-line should be taken into account in the SRL-CP process. Figure 30.22 shows the

condition in the crucible and the corresponding ternary phase diagram when the tem-

perature at the bottom of the crucible is higher than the peritectic temperature. Tb, Tp,

and Ts are the temperature at the bottom of the crucible, the peritectic temperature of

NdBCO, and the temperature at the surface of the liquid, respectively. C0
i , C

422
i , Css

i ,

CL
i ðTbÞ, and CL

i ðTsÞ (ihNd, Ba, and Cu) are the mole fractions of each cation in the initial

starting composition, in the Nd-422 phase, in the NdBCO solid solution, in the liquid at

Tb, and in the liquid at Ts, respectively. At first, it is considered that the liquid compo-

sition in the crucible, except in the solute boundary layer thickness, dc,i, is uniform due to

natural and forced convections. Then, C0
i is located on the tie-line connected with C422

i

and CL
i ðTbÞ. The liquid of CL

i ðTbÞ is transferred to the solute boundary layer by natural

and forced convections. Accordingly, the liquid near the solute boundary layer is su-

persaturated for NdBCO crystal growth because the temperature around the growing

crystal is lower than the peritectic temperature Tp. This supersaturation is the driving
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force for NdBCO crystal growth. However, it is still uncertain which tie-line on the

ternary phase diagram is selected at the growth interface in this system. Then the flux

balance for each element is considered to determine the tie-line.

The following assumptions are made to simplify this problem:

1. local equilibrium is assumed at the interface between the crystal and the liquid,

i.e., diffusion-controlled growth;

2. steady state solidification occurs only at the surface of the grown single crystal, and

no nucleation or growth occurs at other sites (e.g., crucible walls or in the bulk

liquid);

3. dilute solution approximation is permitted for the diffusion of Nd;

4. activities of Ba and Cu in the liquid follow Raoult’s law;

5. difference between the unit volume of the crystal and that of the Ba-Cu-O solvent

is negligibly small, the supersaturation estimated for the mole fraction causes crys-

tallization of the same volume fraction, and the crystal growth rate can be calcu-

lated from the supersaturation in the solution given by the mole fraction;

6. crystal growth front is planar;

7. thermophysical properties are constant.

FIGURE 30.22 Condition in the solution (in the
crucible) during crystal growth and the
corresponding Nd2O3-BaO-CuOZ ternary phase
diagram.
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On the basis of these assumptions, the following flux balance equations for each

element are derived:

R
�
CSS

Nd � CL
NdðTSÞ

	 ¼ DNd

�
CL

NdðTbÞ � CL
NdðTSÞ

	
dc

(30.39)

R
�
CSS

Ba � CL
BaðTSÞ

	 ¼ ~D

�
CL

BaðTbÞ � CL
BaðTSÞ

	
dc

þ CL
BaðTSÞ

1� CL
NdðTSÞ

�
DNd � ~D

� �CL
NdðTbÞ � CL

NdðTSÞ
	

dc
(30.40)

R
�
CSS

Cu � CL
CuðTSÞ

	 ¼ ~D

�
CL

BaðTbÞ � CL
BaðTSÞ

	
dc

þ CL
CuðTSÞ

1� CL
NdðTSÞ

�
DNd � ~D

� �CL
NdðTbÞ � CL

NdðTSÞ
	

dc
(30.41)

where R is the growth rate, DNd is the diffusion coefficient of Nd in the liquid, and ~D is

the interdiffusion coefficient between barium and copper in the liquid. CSS
i and CL

i ðTsÞ
satisfying Eqns (30.39)–(30.41) simultaneously and uniquely give us a tie-line at the

growing interface.

According to these equations, the selected tie-line is dependent on ~D and DNd. In the

case of DNd¼ ~D, CL
i ðTbÞ is located on the tie-line (from C422

i to CL
i ðTsÞ), whereas in the

case of DNds ~D, the tie-line is shifted by the relationship between DNd and ~D. Assuming

that DNd is ~D, although these diffusion coefficients are uncertain at present, the

composition of the grown single crystal of the NdBCO solid solution can be estimated.

The estimated values using this model are in good agreement with the experimental

results for various starting compositions. As in the Y-Ba-Cu-O system, the growth model

should take into account the interfacial kinetics. Using the SRL-CP method, NdBCO

single crystals were grown in the air atmosphere by controlling the liquid composition of

the cationic ratio of Ba and Cu (Ba/Cu) to be approximately 0.80. The size of grown

NdBCO single crystal was 24� 24 mm as shown in Figure 30.23. The crystal exhibits high

Tc value of about 95 K with a sharp transition width DT of less than 0.5 K [128]. This result

indicates that the high Ba/Cu ratio in the liquid leads to the low amount of substitution

of Nd3þ for Ba2þ, and consequently results in high superconducting properties.

30.9 Tetragonal to Orthorhombic Phase
Transition (Twin Formation)

Y-123 materials have a distorted oxygen-deficient perovskite structure of YBa2Cu3O7�d,

as mentioned in Section 30.2.2. The Y-123 crystals grown by high temperature processes

have a tetragonal phase, which behaves semiconductive. To attain superconductive

characteristics for the crystals, an appropriate heat treatment is required at around

500 �C in an oxygen atmosphere. In this annealing process, the tetragonal-orthorhombic

structural phase transition occurs and the obtained crystal composed of the twin

structure. In this case, a-axes of the tetragonal phase separated into the a-axis and the

b-axis of the orthorhombic phase, and this separation occurs randomly, resulting in

formation of a twin structure.
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30.9.1 Experimental Measurements of Oxygen Diffusion Coefficient
in REBa2Cu3O7�d (RE: Y & Nd) Crystal

For understanding of the twin formation process, knowledge of kinetics of the oxygen

diffusion in both the tetragonal phase and the orthorhombic phase during annealing is

important for optimizing superconductive characteristics. A considerable number of

studies have been done on the oxygen diffusions in YBa2Cu3O7�d (Y-123) crystals

[129–135] and Nd-123 crystals [136,137], in which diffusion coefficients were estimated

by means of the O18 isotope tracer and SIMS measurements [129,130,136], the internal

friction measurements [126,132], the dynamic and isothermal thermogravimetry [133],

the in situ electrical resistivity measurements [134], and in situ observations of twin

propagation front [135]. Application of these different evaluation techniques explains

the discrepancy of numerical values in literature, which is shown in Figure 30.24.

Diffusion of oxygen in REBa2Cu3O7�d is anisotropic due to crystallographic anisot-

ropy of their orthorhombic unit cells. Therefore, diffusion in such crystals should be

described by (at least) three independent diffusion coefficients along the principal

crystallographic directions [129]. The anisotropy is expected to be rather large since the

oxygen ion vacancies are concentrated exclusively in CuO basal planes (ab-plane), i.e.,

diffusion in the perpendicular direction (c-axis) could be much slower than that in the

ab-plane. The diffusion is affected by many factors, including PO2
� T � d phase-diagram

considerations (Rudnyi et al. [138], chemical substitutions in REBa2Cu3O7�d (RE-ion

effect, etc.), grain size, surface quality (Kemnitz et al. [139], Claus et al. [140],

Tretyakov and Goodilin [141]), internal stress, availability of oxygen vacancies for

diffusion jumps in the almost oxygenated state (dlimz 0.003–0.08 according to data of

FIGURE 30.23 As grown 1-inch-class size NdBCO single crystal produced by continuous pulling for 67 h from
Ba3Cu5O8 solvent melt in the Nd2O3 crucible in the air atmosphere. Its size is 24� 24 mm2 in the ab-plane and
21 mm in the c-axis direction [128]. © 1997 The Japan Society of Applied Physics.
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different authors, Rothman et al. [129], Kruger et al. [142]), etc. Therefore, the overall

mechanism of diffusion and, consequently, fitting parameters (pre-exponential factor

Do, activation energy DE etc., D¼Do exp(�DE/(kT)) are usually different depending on

experimental conditions (Bokshtein et al. [143]). However, from a practical point of view

it is important to note that the chemical (Dchem) and self-diffusion (Dself) coefficients

may differ by several orders of magnitude, Dchem¼Dself F, where F is a thermodynamic

factor, which is nearly constant between 1� d� 0.8 (Erb et al. [144]). Usually the

observable rate of in-diffusion is faster than the rate of out-diffusion because a surface-

controlled process of some kind may take place especially for polycrystalline samples

(Tu et al. [134], Erb et al. [144]). The intrinsic mechanism of oxygen diffusion was

studied, for example, by Xie et al. [145], Rothman et al. [129], and Bredikhin et al. [146].

Reported self-diffusion coefficients and chemical diffusion coefficients of oxygen in

solid RE-123 crystals are summarized in Tables 30.2 and 30.3.

30.9.2 Diffusion Mechanism

The diffusion mechanism in the Y-123 crystal should be consistent with the following

experimental facts:

1. Arrhenius plot is straight;

2. diffusion coefficient is independent of PO2

3. Db>>Da, Dc at least at 300
�C; and

4. defect configuration involved in diffusion is of a type that would also give rise to

an internal friction peak [129].

Oxygen diffusion in NdBCO
Routbort [136]
Tallon & Mellander [137]

Oxygen diffusion in YBCO
Rothman, Routbort, Welp & Baker[129]
Rothman & Routbort [130]
Tallon & Staines [131]

FIGURE 30.24 Summarized Arrhenius
plots of the reported oxygen diffusion
coefficient in the solid Y-123 and
Nd-123 crystals [129–131,136,137].
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The first of these criteria suggests that diffusions in both the orthorhombic and

tetragonal phases take place by the same type of oxygen atom jump. The second suggests

that the diffusion coefficient is independent of the concentrations of oxygen ion

vacancies and interstitials. The third of these criteria is related to the structure in the

ab-plane. The combination of a straight Arrhenius line over the entire temperature range

and the finding that Db>>Da at 300 �C suggests that Db>>Da, should hold over the

entire temperature range.

The theories of Bakker et al. [153,154] assume that the vacancies on O(I) and the

oxygen ions on O(V) occur randomly. Diffusion via randomly arranged single vacancies

at high d values would lead to strong correlation effects and a curved Arrhenius plot.

Accordingly, it was believed that diffusion via isolated vacancies is not the mechanism

for the diffusion of oxygen in YBa2Cu307�d. The Monte Carlo calculations of Salomons

and deFontaine [155] are based on the ordering of oxygen ions at d< 1, but still yield a

strong PO2
dependence of D.

The strong anisotropy of diffusion in the ab-plane was suggested by Ronay and

Nordlander [156]. The diffusion coefficient may show only a weak dependence on PO2
for

the following reason [157]. If only the oxygen ions at the ends of the chains are mobile,

Table 30.2 List of Reported Self Diffusion Coefficients of Oxygen in Solid RE-123
Crystals

Diffusivity Self Diffusion Coefficient (cm2/s) Method and Temperature References

Dself

(in ab plane)
z10�9 w 10�13,
Dself¼ 1.4� 10�4 exp (0.97 eV/kT)

Ortho- & tetra-Y-123
O18 tracer, 350w 850 �C

Rothman et al. [129]

1.7� 10�13, 6.7� 10�13, 2.9� 10�12,
1.3� 10�11, 5.3� 10�11, 1.7� 10�10

Internal friction
400 �C, 450 �C, 500 �C,
550 �C, 600 �C, 650 �C

Xie et al. [145]

z3� 10�12,
3.8w 10� 10�11

NdBCO, O18 tracer, 400 �C,
500 �C

Routbort [136]

8� 10�13 w 10�9

2� 10�11 w 2 � 10�9

3� 10�11 w 2� 10�9

Y-123, 350 w 645 �C
Gd-123, 350w 610 �C
Nd-123, 350w 564 �C

Tallon &
Mellander [137]

Dself z10�16 w 10�17 (in c-direction) Single crystal, 400 �C Claus et al. [140]
z2� 10�12 (in b-direction) Untwinned, 300 �C LaGraff & Payne [147]
z5� 10�14 w 5� 10�15

(in a-direction)
300 �C Rothman et al. [129]

Dabz (104 w 106) Dc,
Dbz 100 Da, DabzDpoly,
Dbz 10 Dab

Shiohara & Goodlin [148]

Dself

(estimated)
Dabz 10�10, Dcz 2� 10�16,
Dabz 7� 10�10, Dcz 2� 10�15

450 �C,
530 �C

Tsukui et al. [149]

Dabz 3� 10�12, Dcz 4� 10�17

Dabz 7.8� 10�9, Dcz 6.2� 10�11
400 �C,
800 �C

Bredikhin et al. [146]
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and the number of chains stays constant with stoichiometry, the number of mobile

atoms will be independent of PO2
. In this model, the length of the chains changes with

stoichiometry, and the oxygen atom jump distance will also change. The mechanism

suggested is that an oxygen ion at the end of a row of O(I) sites jumps into an O(V) site,

moves along O(V) sites until it comes to another row end, and attaches itself there.

It could be concluded on the basis of the experimental data that diffusion in

YBa2Cu3O7�d probably does not take place by the random movement of vacancies in the

CuO plane but rather by the movement of oxygen ion over O(V) sites between the rows of

oxygen ions.

From the viewpoints of atomic mechanisms of chemical oxygen diffusion, the

diffusion coefficient, Dchem, is given by [130]

Dchem ¼ 1

2
d2uf

�
1þ vln g

vln c

�
(30.42)

where d is the jumping distance of oxygen atoms, u is the exchange frequency between

oxygen atoms and the neighboring vacancies, f is a correlation factor, g is the oxygen

activity coefficient, and c is the oxygen concentration. Assuming the independent

chemical oxygen diffusion coefficient with oxygen concentration, Dchem is represented

Table 30.3 List of Reported Chemical Diffusion Coefficients of Oxygen in Solid
RE-123 Crystals

Diffusivity
Chemical Diffusion
Coefficient (cm2/s) Method and Temperature References

Dchem, poly

(in ab plane)
z10�10 TGA, 500 �C Tang & Lo [132]
10�11 w 10�9 In-diffusion, 400w 600 �C Tu et al. [134]
5� 10�8 94% dense Y-123 solid-state

electrochemical cell, 500 �C
O’Sullivan & Chang [150]

5� 10�8 w 5� 10�7 Out-diffusion, 350 w 600 �C LaGraff & Payne [147]
z5� 10�5 450w 600 �C Elschner [151]
7.5� 10�7, 1.9� 10�6,
3.4� 10�6, 6.2� 10�6,
1.3� 10�5,
1.8� 10�5, 2.8� 10�5

In- & out-diffusion in air 300 �C,
400 �C, 500 �C, 600 �C, 700 �C,
800 �C, 900 �C

Shi et al. [152]

Dchem,

single X’tal

(in ab plane)

z10�7 Twin propagation front Yamada & Shiohara [49]
z10�5

z10�6

In-diffusion, 725 �C
Out-diffusion, 725 �C

LaGraff & Payne [147]

Gd0.8Y0.2Ba2Cu3Oz

4.94� 10�5 exp (0.52eV/kT)
z3� 10�8

z8� 10�9

In-situ
resistivity measurement
550 �C,
420 �C

Erb et al. [144]

4.5� 10�8, 5� 10�7,
7� 10�7, 10�6, 3� 10�8,
2� 10�7,
4� 10�7, 4.5� 10�7

(Nd-123) 300, 400, 500, 600 �C
(Y-123) 300, 400, 500, 600 �C

Oka & Shiohara [135]
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by the first term on the right side of Eqn (30.42). Comparing the factors in Eqn (30.42) for

the Nd-123 with those for the Y-123, the jumping distance of oxygen atoms, d, for the

Nd-123 single crystals is only about 2% larger than that for the Y-123 single crystals,

which was predicted from the lattice parameters of the Nd-123 and Y-123 crystals [148].

The exchange frequency between oxygen atoms and the neighboring vacancies, u, for

the Nd-123 single crystal is about 50 times larger than that for the Y-123 single crystals,

which was predicted from the internal friction measurements [137]. Therefore, further

assuming that the correlation factor, f, is equal to unity for both the Nd-123 and Y-123

single crystals, the chemical diffusion coefficient, Dchem, of the Nd-123 single crystals

should also about be 50 times larger than that of the Y-123 single crystals. However,

some of the coefficients obtained experimentally are different from that predicted from

Eqn (30.42) as described before.

For the reason why the experimental and predicted values of the chemical oxygen

diffusion coefficients were different, it should be noted that the Nd-123 crystals are easy

to form a nonstoichiometric composition by substitution of a portion of the Nd3þ ions

for Ba2þ ion sites during the fabrication process because of similar radii of Nd3þ ion and

Ba2þ ion to each other as described before in Section 30.4.2 [18,37,88]. It should be noted

that this substitution causes different oxygen activities due to different valencies. This

nonstoichiometric composition in the Nd-123 crystals should affect the oxygen diffusion

during annealing.

30.9.3 Twins and Tweed Pattern Due to Strains
in Orthorhombic Phase

The transition of the tetragonal to the orthorhombic RE-123 phase due to oxygen in-

diffusion on cooling is normally accompanied by the spontaneous formation of twin do-

mains because the internal strains are relieved [158]. It has been suggested [159] that the

spacing of the twins, Dl, varies as the square root of the size G of the transforming region:

Dl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
128pgG

ES2

r
(30.43)

where g is the twin boundary energy per unit area, S is the orthorhombicity ratio, and E

is the elastic modulus of the material. It is obvious that the twins can be negligibly small

and undetectable in tiny particles, however, in large single crystals these twin domains

are visible and give contrasted images in polarized optical microscopy.

Lin and coworkers [160] suggested that annealing the orthorhombic phase above the

transition temperature at high oxygen partial pressure for a short period of time followed

by quenching could result in a tetragonal oxygen-rich phase. Since the oxygen-rich

tetragonal phase is a nonequilibrium state, the intrinsic strains can manifest them-

selves as orthogonally modulated structure distortions with a length of several tens to

hundreds of angstroms (tweed structure). They demonstrated the existence of the tweed

tetragonal phase in oxygen-rich pure YBa2Cu307�d (d< 0.6) prepared by a similar

method. The samples were superconducting with a sharp transition.
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Two types of twin structures were observed in the whole range of the Nd1þxBa2�xCu3Oz

solid solution: due to the tetragonal-to-orthorhombic phase transition in the region x< 0.3,

and due to peculiarities of the crystal growthmechanism at x> 0.6. Additionally, the tweed

structure can be observed near x¼ 0.3 and x¼ 0.6. A strong confirmation of the as-grown

nature of the twins in Nd1.85Ba1.15Cu3Oz can be found by high temperature (hot-stage) in

situopticalmicroscopy [135].This is apowerfulmethod for visualizing the twinbehaviorand

for a kinetic study of processes in any desired environment and conditions (at certain T, PO2

and applied uniaxial compression). They demonstrated the stability of the twin structure in

Nd185Ba1.15Cu3Oz crystals evenat 900 �C in low-PO2
atmosphere.The twinsdonotdisappear

after this high-temperature-low-PO2
anneal, contrary to the usual behavior of twins in the

x¼ 0 case. To eliminate the twin structure inNd185Ba1.15Cu3Oz, it is necessary to destroy the

crystals or to obtain them without twins under some other growth conditions. At the same

time, detwinning in the x¼ 0 single crystals occurs for several minutes depending on the

temperature and PO2
.

30.9.4 Detwinning and Twin-free Crystal by Mechanical Stress

In the annealing process, to attain superconductivity, the a-axes of a tetragonal phase

separate into the a- and b-axis of the orthorhombic phase, and this separation occurs

randomly, leading to the twin structure. Small crystals (w1 mm2) can be obtained in a

twin-free form [161], while larger crystals demand a special detwinning procedure. Since

tile stiffness of the materials becomes minimal in the middle of the structural trans-

formation, this phenomenon allows one to obtain a twin-free orthorhombic phase starting

with the tetragonal one. This process originates from the idea of ferroelasticity [162] and

has beenwidely investigated [163–168]. Only a fewpractical exampleswill be given here. In

thin (about 100 mm) flux-grown crystals, the twin structure changes under uniaxial

compression of a few MPa, starting from a temperature 200–300 �C. The single-domain

crystals obtained in this way show a “memory effect” [164,167], i.e., they retain internal

stresses and become retwinned under subsequent annealing without uniaxial compres-

sion. The configuration of the twin-domain walls returns to its initial state as pre-

determined by microstructural defects. Thick crystals (e.g., produced by the SRL-CP

method; see in Section 6.3.) cannot be detwinned at such low temperatures. In contrast,

when raising the temperature to 500–700 �C, complete detwinning occurs without

returning to the initial twin structure. The Ar preheating favors “memory cleaning”

because it anneals the defects and cures microcracks of the as-grown crystals as well as

homogenizes the oxygen contents and removes it from rare twins if present. Therefore

a typical procedure of detwinning is as follows [166,167]. A rectangular piece is cut off from

a large single crystal. Uniaxial compressive stress of about 6 MPa is applied. Then, the

sample is heated under this uniaxial compression in an argon gas flow up to 600 �C. Then,
the gas is changed to oxygen and the sample is cooled at a rate of about 6 �C/h. The
resultingmicrostructure according topolarizedopticalmicroscopyobservation consists of

about 99.9% surface fraction of the twin-free orthorhombic YBa2Cu307 phase [167].
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Kutami et al. [166] pressed a single crystal (1� 1� 0.3 mm3) with a tetragonal

structure at 1000 kgf/cm2 for 120 h in an oxygen atmosphere. As a result, the crystal

annealed with the uniaxial compression was an orthorhombic phase without twins as

confirmed by Laue X-ray backscattering, TEM observation, and Tc measurements. Onset

of Tc,0 of the twin-free crystal was about 92 K and the Jc value at 1 T was one-fifth that of

the twinned crystal, which indicates a high crystallinity.

30.10 Conclusion
We have reviewed the development of bulk crystal growth of high Tc superconducting

(HTSC) oxides especially focusing on YBa2Cu3O7�d (Y-123) and REBa2Cu3O7�d

(RE-123), the most widely studied HTSC material. By first considering the basic and

fundamental solidification processes of the HTSC oxides, we have established physical

models of the state of our understandings of the growth process. The Y-123 oxide

solidifies (crystallizes) via peritectic reactions from its melt, i.e., incongruent melting.

Although some progress has been made in the understanding of peritectic growth,

much of the work is rather qualitative, and the rate-limiting stage is considered to be

solid diffusion at least in most metallic alloy systems. A unique idea of its reaction

with the rate-limiting stages of liquid diffusion as well as interface kinetics was

reviewed. Based on a series of experimental results, the model for the peritectic re-

action with the particle pushing/trapping mechanism for controlling the micro-

structures and understanding of the behavior of the high temperature stable solid

phase was also reviewed.

With these ideas, we have then reviewed the effects of various process parameters on

the bulk oxide crystal growth process, including oxygen partial pressure, growth tem-

perature, liquid compositions, crucible materials, and crystal rotation/pulling rates for

controlling the fluid flow, i.e., convections in the liquid solution. Furthermore, a unique

crystal pulling process reported for fabrication of the single crystals, and a developed

crystal growth model for the ternary component system to control the crystal compo-

sition in the solid solution by means of mass and flux balance equations with a local

equilibrium assumptions using ternary equilibrium phase diagram together with tie-

lines, were reviewed. Although modeling has been successful at least in treating the

compositional partitioning of cationic elements at the interface between the solid so-

lution and the liquid solution for the ternary systems, there is no complete theory for

quaternary and high-order systems including anionic oxygen. Since oxygenation of

grown crystals is necessary to enhance superconductivity, and this is a very delicate

procedure in the case of single crystals, oxygen diffusion and twin formation are also

reviewed. Obviously, further work is necessary for better understanding of the basic

crystal growth processes to achieve a much better control of the fabrication of the

superconducting oxides.
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31.1 Introduction
The crystallization of biomacromolecular crystals is of increasing interest in different

applications. To date, the growth investigations have been focused mostly on proteins

due to their importance for medicine, biochemistry, biology, and biotechnology.

However, applications in industrial or technological processes are also possible, such as

an alternative to zeolites and in the development of molecular devices, such as solar cells

(photovoltaics), using proteins [1]. Many works also have been devoted to the devel-

opment of new nanodevices using of protein nanocrystals. At present, crystallized pro-

tein molecules are mainly investigated for the determination of their atomic structure by

X-ray analysis. For that, additional efforts are focused on the further development of

X-ray procedures to optimize data collection by using a variety of cryoprotectors. In
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addition to such improvements in the understanding of the crystallographic three-

dimensional (3D) structure, there are certain works focused on increasing the under-

standing of the crystallization process. Even with precise X-ray diffraction (XRD)

analysis, single crystals of high quality are required. Systematic studies on the interaction

between chemical or physical growth variables and their influence on the yield of size

and high structural quality are still rare. A review was published by Otalora and Garcia-

Ruiz [2]; there is also a book chapter about crystal growth and the analysis of this crystal

perfection using XRD [3].

High-quality single crystals of a size large enough for X-ray analysis are still difficult to

achieve in 3D structure determination. However, novel methods have been recently

developed to obtain crystals in small droplets, in a shorter time, using robotic drop-

dispenser machines. There is also an additional effort focused on developing pro-

cedures to optimize the process of X-ray data using personal computers. Nevertheless,

few works are focused on understanding the crystallization process and the kinetics of

protein crystallization, or even the physical and chemical parameters that affect protein

crystallization behavior. Only a few systematic studies are available to understand how

these chemical and physical variables influence the outcome in terms of a crystal’s size

and high structural quality. It is well known that by reducing the convective transport,

high-quality single crystals can be obtained. To achieve this objective, there are currently

three main possibilities: (1) to grow crystals in microgravity conditions, (2) to grow

crystals in thin capillary tubes, and (3) to grow crystals in gels.

A beneficial influence on the growth properties was expected from the fact that gels

reduce convection in the growth medium, prevent sedimentation, suppress foreign

nucleation, and reduce twinning [4]. Indeed, the number of nuclei and also the defects of

the crystals were reduced. Most growth experiments in gels demonstrated structural and

physical crystal qualities comparable with those of samples grown under microgravity

conditions. Not yet clarified in detail is the nucleation step. Furthermore, theoretical

treatments still have to incorporate the growth-specific gel properties.

Currently, there are two basic methods (at the atomic level) for determining the 3D

structure of small molecules, including biological macromolecules: nuclear magnetic

resonance (NMR) and XRD/neutron diffraction (ND). For the first method, the experi-

ment needs to be performed in solution or solid state (amorphous powder); for the

second method, millimeter-sized single crystals are needed (single crystals) or crystalline

powder for proper biocrystallographic work. However, for a protein crystallographic

project via single-crystal XRD, from nanometer-sized [1] up to millimeter-sized (for ND)

crystals are necessary to know the 3D structure [5,6]. X-ray powder diffraction for pro-

teins is not well-developed yet, although there have been some recent advances [7]. For

biological macromolecules (proteins, nucleic acids, and polysaccharides), the larger the

size, the higher the amount of mass that is required to obtain a proper crystal for X-ray

crystallography.

Recombinant technologies based on gene expression using molecular biology tech-

niques have allowed researchers to obtain recombinant proteins for this type of research,
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as mass availability is no longer a limiting step within the crystallographic project [8,9].

Additionally, the use of synchrotron radiation facilities [10,11] has improved not only the

time for data collection (exposing the crystals to less radiation damage), but has also

reduced the crystal size (in the scale of microns) needed to obtain X-ray data for

structural purposes.

In any of these cases, there is still a remaining issue, which is the bottleneck in

protein crystallography: obtaining high-quality single crystals with near-to-perfect

habits made of molecular arrangements with minimum defects that can produce

well-resolved and intense diffraction patterns. There are three basic methods to grow

crystals with these near-to-perfect characteristics; in all of them, the basic idea to

obtain proper crystals for XRD is to minimize (or to eliminate) solutal convection. The

first method is to grow crystals in microgravity conditions, although currently this

requires very expensive equipment for the experiment and is a time-consuming pro-

cedure [12,13]. It has been demonstrated that crystals grown in gel and under micro-

gravity conditions show higher crystal quality than earth-grown crystals [14]. The

second possibility is to grow crystals in thin capillary tubes, with diameters less than

0.3 mm. This capillary method has been demonstrated to yield high-quality single

crystals of a variety of biological systems, using either of two basic experimental setups:

the gel acupuncture method [15,16] or the counterdiffusion method [17,18]. The third

method is to grow crystals in gels. This method is the most practical and effective way

to obtain high-quality crystals for X-ray crystallography, with a considerable

improvement in the internal order of atoms and molecules that constitute the 3D

crystal network. A gel is a semi-solid material rich in liquid, which contains a 3D

structure full of pores where atoms or molecules can diffuse and work as multiple

crystal growth cells. In gels, the transport control is driven by diffusion processes, as

has been demonstrated in a variety of publications [4,19–23].

The improvement in crystal quality is thus independent from the Mr particle. These

improvements in the crystal quality are attributed to the gel-growth method for the

following reasons: (1) within the hydrogel, mass transport is essentially controlled by

diffusion; and (2) the protein concentration gradient (depletion zone) generated by each

crystal during its growth is not destroyed by density-driven convective flow or by sedi-

mentation [24–26]. Whereas a very low concentration of agarose (0.04% m/v) in solution

is sufficient to overcome buoyancy and crystal sedimentation, a slightly higher one

(0.12% m/v) is required to obtain a viscoelastic gel and to avoid mass and heat

convective transport [27]. In 0.15–0.5% (w/v) gels prepared at low ionic strength, the pore

diameter ranging from 300 to 900 nm [28] is compatible with the diffusion of the greatest

known icosahedral viruses. Pore size distribution is broader at lower concentration or at

higher ionic strength [29,30]. The randomly distributed polysaccharide fibers revealed by

scanning electron microscopy (SEM) might explain why they do not appreciably affect

the diffraction quality of crystals [31]. In a gel, the pore network is confined by polymer

chains that change their conformation as a function of temperature, solvent, concen-

tration, pH, etc. Therefore, for a specific type of gel, the diffusion of the substance to be

Chapter 31 • Crystallization in Gels 1279



grown and the growth process will depend on these physical and chemical variables. It is

possible that anomalous diffusion can be observed when large particles become

entrapped in the pores network [27].

31.1.1 Gel Growth History

The usefulness of gels for the crystallization of small inorganic compound crystals is well

known. However, the crystal size and quality of many materials could be improved

markedly. The first applications of gels to the growth of protein crystals were reported by

Robert and Lefaucheux [22], Provost and Robert [32] and Miller et al. [33] in the late

1980s and early 1990s. The crystallization of inorganic molecules in gels dates back to the

end of the 19th century, when inorganic compounds were crystallized in either gelatin or

gels made of siloxane [4,21,22,34,35]. The pioneering experiment related to crystal

growth in gels started in 1896 by Liesegang, who obtained for the first time a group of

periodic rings of inorganic compounds grown in gelatin [36]. This early description of

repetitive pattern formation by Liesegang focused on the chemical reaction occurring in

gels between counterdiffusing electrolytes. Liesegang noticed that stratification of par-

allel precipitation bands originates from anions (outer electrolyte) diffusing in a capillary

containing a gel impregnated with cations (inner electrolyte). The formation of bands

resulting from the precipitation of the weakly soluble salt occurs rhythmically and is

separated by clear gel instead of forming a continuous precipitation zone, as one would

have expected. Wilhelm Ostwald was the first to propose an explanation for the phe-

nomenon observed by Liesegang [37,38]. His hypothesis was based on the propagation

of a supersaturation wave; it belonged to the prenucleation theories, in contrast to more

recent postnucleation theories [39], in which repetitive patterns are produced in

essentially homogeneous and continuous colloids. Both theories use equations derived

from Fick’s law of diffusion [39,40].

Liesegang patterns obtained in gels are routinely described by four laws: the spacing

law [41], the time law [42], the width law, and the Matalon–Packter law [43]. An exper-

imental setup similar to Liesegang’s experiments in gel has been used for several decades

for protein crystallization by the method of counterdiffusion in capillaries [16,18,44].

Crystals of biological receptors (Toll) as well as Liesegang-like patterns with rings formed

of protein crystals using agarose gels have been reported [45]. However, for applications

in the crystal growth of proteins, the gel-method started to be used conventionally to

grow a variety of single crystals after it was proven to be useful to obtain high-quality

crystals for X-ray investigations. The first report on the crystal growth of proteins

(albumin) in gelatin was published in the mid-1950s [20]; it took a long time before

hydrogels, inorganic-gels (mostly hydrogels), and organic gels (organogels) were rein-

troduced for protein crystallization [22,46,47]. At that time, the gel method led a

nonconventional way to grow crystals, with fewer defects and higher crystal quality.

Indeed, protein and virus crystals grown in such gels have enhanced diffraction prop-

erties, including sharper Bragg reflections, higher diffraction intensities with regard to
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the background noise, and a higher diffraction limit with regard to that of crystals that

are grown in solution [14,30,48]. Despite the discovery and plenty of publications related

to the gel method and its benefits, protein crystal growers and protein crystallographers

poorly exploit the gels [30,49].

Figure 31.1 shows the four basic techniques to grow crystals using the gel-growth

method (as described in [4]). The first technique uses a U-tube; on it, two solutions

containing two soluble salts A and B diffuse along both sides of the tube. Nearly in the

central part, an insoluble salt C is crystallized. The second technique consists of having

compound A inside the gel, and a solution of salt B is poured onto the top of the gel.

When the diffusion of B throughout the gel is happening, the crystallization process of

compound C takes place inside the gel network; this C compound is not soluble in water

if the gel is a hydrogel. The third technique is a kind of chemical complexation or

chemical decomplexation reaction. At the beginning, a soluble complex AB diffuses

throughout the gel network; then molecule B is complexed with molecule D, forming a

new compound. The final technique is basically a counterdiffusion process; both sub-

stances are included in the gel network, then both counterdiffuse. The place where the

synthesis of the new compound will take place will be the area of the compound with the

smaller diffusion coefficient.

Another powerful procedure to grow crystals of high quality is the application of

magnetic fields to the crystal growth process, which has attracted increasing attention.

Metals and semiconductors with relatively high electrical conductivity are subject to a

Lorentz force when melt movements takes place. Natural convections and flow oscil-

lations can be damped effectively, leading to structural and chemical homogeneity

improvements of the growing crystals [50]. In the case of organic fluids (e.g., proteins)

FIGURE 31.1 The four basic procedures to grow crystals in gels. The “U” tube was one of the first devices
designed to grow insoluble salts. The other three techniques are use mostly to synthesize new compounds.
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with much lower electrical conductivities, the question of the impact efficiency of a

magnetic field arises. The existence of anisotropy of the diamagnetic susceptibility has

been properly investigated in biological macromolecules, specifically protein molecules;

from these, the anisotropy of diamagnetic susceptibility is high due to the existence of

alpha-helices and peptide bonds. Here, the orientation/alignment effect comes to be

very remarkable in terms of orientation and enhancement of crystal quality. Obviously,

the positive effect is due to the alignment of the crystallization units within the magnetic

field and the homogeneous transport mode in gel being an exclusively diffusion-

controlled process. However, there are also some contradictory reports showing no

influence at all, generally when the experiments are performed in solution and using a

low-magnetic field. This fact requires further investigation of the decisive effecting

parameters.

Pioneering works of the influence of strong stationary magnetic fields on protein

crystallization were done by Sazaki et al. [51] and Ataka et al. [52]. A correlation to the

crystal alignment within the field was found. Alternating magnetic fields have been also

used [53]. An enhancement of the enzymatic reactions was also observed [54]. The first

coupling of growth in gels with magnetic fields was carried out by Kinoshita et al. [55],

aimed at the improvement of quality and harvest period of protein crystals for

structure-based drug design. Using XRD, Lübbert and coworkers [56] analyzed rocking-

curve measurements for the differences in mosaicity between lysozyme crystals grown

with and without a homogeneous magnetic field of 2.4 T, as well as with and without

agarose gel.

31.1.2 Gel Properties and Characterization

In general, a gel is defined as a semi-solid rich in liquid, with a pore-size distribution and

structure that depends on the method of its preparation and chemical precursors [4].

Most gels display thixotropy, which is a property that turns them into fluid when agitated

but causes them to resolidify when resting. Another property is syneresis, which is a

chemical process related to the contraction of a gel accompanied by expulsion of liquid

(in small amounts). Hence, the expelled water or organic liquid is called the water/

solvent of syneresis. Most of the crystals grown in gels show higher crystal quality than

those crystals grown in solution. For many years, direct observation of the gel structure

in terms of the pore-size distribution was a difficult task for many researchers. One of the

first images of these large pores was obtained at the end of the 1990s by Moreno et al.

[26], by means of using SEM (see Figure 31.2).

It is well known that the pore size depends on the preparation conditions of the gels.

For example, sodium silicate (SS) prepared by the neutralization method and tetramethyl

orthosilicate (TMOS) or tetraethyl orthosilicate (TEOS) gels prepared by hydrolysis showed

pores with sizes ranging from 50 to 150 nm for SS gels [26], and from 150 to 250 nm for

TEOS gels [57]. The fact that bigger crystals are usually obtained in gels is explained in

terms of the size of the pores. Different sizes of crystals are obtained in different types of
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gels, which is explained in terms of the relationship between gel preparation, transport

processes, and pore size distribution. This has been demonstrated in previous publica-

tions focused on transport processes and protein nucleation control by varying agarose

concentration [27]. The control of pore size distribution (randomly or homogeneous pore

size distribution) was applied to control the number of protein crystals in the gel

acupuncture setup [26]. This control, combining microgravity and gel growth, was also

used to obtain large (1 mm from apex-to-apex) and high-quality single crystals of thau-

matin grown in agarose gels [14]. These pores, which contain nuclei inside, work as large

crystal growth cells. The mechanism of gel structure formation is different in SS or TMOS/

TEOS gels. The TEOS gels, for instance, have a conglomerate of multifractal-like structure

beads [57], whereas SS gels usually show a lumpy structure [26] (Figure 31.2).

(a)

(b)

FIGURE 31.2 SEM micrographs of gels
from sodium metasilicate solutions. They
correspond to silica gel: (a) pH 6.0 and (b)
pH 10. Reprinted from J Cryst Growth
1999;205:375–81, with permission from
Elsevier.
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Particularly, gels obtained from TMOS or TEOS hydrolysis are not easily character-

ized. Their characterization depends on expertise and on the technique used for this

purpose. Figure 31.3 shows the peculiar shape of the pores (granular shaped) observed

by coupling small angle X-ray scattering (SAXS), atomic force microscopy, and SEM

techniques. These polysiloxane gels (TMOS or TEOS) are inert in most inorganics and

organics, but sparingly inert for proteins usually prepared in pH buffer solutions. Besides

this lack of inertness for biological macromolecules in water, smart mixing strategies

allowed their successful use for proteins [21]; more recently, new synthetic strategies,

using these TMOS gels compatible with a variety of buffer solutions (usually for pro-

teins), have been published [58].

The first high-resolution micrograph of the structure of agarose gel via SEM of a red

algal galactan of different sulfation levels was published in 2008 [59]. The most impor-

tant characteristic of red algal galactans is their gel-forming ability—that is, the ability to

form well-ordered spatial structures during cooling of their hot polymeric solution. The

FIGURE 31.3 Multifractal investigation of TEOS silica hydrogels and aerogels. (a) First-generation clusters, as
evidenced by SAXS measurements. (b) Second-generation aggregates from atomic force microscopy imaging. (c)
Third-generation by SEM observation. Reprinted from Silicon Chem 2003;2:247–54, with permission from Springer.
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pore-size distribution is in agreement with the models of gel formation described by

Anderson et al. [60] for all types of agarose gels obtained from different algae. Figure 31.4

shows these images of low-melting-point agarose at 2% (w/v) concentration, and four

different temperatures for gel preparation. It is important to remark that the agar is a

mixture of two polysaccharides (agaropectin) and agarose, whereas agarose is a highly

pure polysaccharide for hydrogel preparation (see Figure 31.4(d)).

Gels made from purified agarose have a relatively large and homogeneous pore-size

distribution, making them useful for size separation of large molecules, such as proteins

or protein complexes >200 kDa or DNA fragments >100 base pairs. These hydrogels are

suitable for growing protein crystals and also to enhance the crystal quality for X-ray

crystallographic research.

31.1.3 Diffusion versus Convective Transport

For growth to occur, the solute species must move from the bulk solution to the crystal

surface, be adsorbed on the crystal surface, move to a step, and finally move to a kink on

the step. If ionic species are involved, then dehydration and chemical reaction may also

be required. The latent heat of crystallization must also move back into the solution

because, in solution growth, the crystal is generally surrounded by the solution and there

(a)(a) (b)(b)

(c)(c) (d)(d)

FIGURE 31.4 SEM images of 2% agarose gel network structures at (a) 70 �C, (b) 40 �C, (c) 30 �C, and (d) 20 �C.
Reprinted from J Appl Phycol 2008;20:527–35, with permission from Springer.
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is no sink within the crystal. The net effect is that the surface of the crystal must be at

slightly different temperature from the bulk of the solution. The movement of solute

from the bulk solution to the crystal surface by a combination of molecular diffusion and

convection (solution movement) occurs under the general title of mass transfer. The

processes that occur on the surface may be lumped together under the general title of

surface integration [61].

When a crystal is grown in solution, it takes the solute from the solution, thus

reducing the concentration of the solution around it. To allow the crystal to keep

growing, fresh solute concentrations must be withdrawn from the bulk of the solution,

and lead molecules have to move toward the crystal surface of the growing crystal. This

motion of the solute is usually referred to as the mass transfer process. In the absence of

convection in the bulk of the solution for a gelled system, these molecular motion

processes cause mass transference in a controlled manner. These processes are very slow

in solids and in gels and sparingly slow in liquids, so any small amount of convection is

more than enough to increase the velocity of mass transfer. When the system is in

thermodynamic equilibrium, the velocity of mass transfer toward the crystal surface

should be exactly like the incorporation of the solute molecules inside the crystal. This

velocity is governed by surface processes, the kinetics of mass transport, or both. If the

convective transport increases, there is a reduction of the mass transport resistance;

then, the influence of the surface kinetics on the crystal growth increases [62].

The crystal growth process depends on transport phenomena such as fluid motion

(convection), heat, and mass transfer. All these processes have a strong influence on the

crystal growth velocity, crystal morphology, and defect formation, even in gel growth

[26,63,64]. Mass transfer, for instance, comes from the concentration gradients, but it can

be also caused by thermal gradients (called the Soret effect), electric or magnetic fields,

gravity forces, or gravity acceleration. In general, mass transfer in solutions increases due

to convective transport; the motion of the solution itself carries out material from the

solution. Several driving forces can cause convective transport, such as pressure gradients,

mechanical forces, levitation, and electric fields, even by the crystal growth process per se.

Convective transport deals with the transport in three directions of any physical property

due to fluxes in different directions; we can say then that there is a convective flux [17,21].

On the other hand, the flux growth is the name given to crystal growth from high-

temperature solutions, where the flux is typically a molten salt or oxide used as solvent;

this method is used to grow single crystals of incongruently melting compounds [65]. The

principle of flux growth does not differ significantly from that of growth in solution:

temperature is higher and related to the melting temperature of the flux (solvent).

Crystal morphology depends on the kinetics of different faces of a crystal. Surface

kinetics and resistance to mass transference are different for each face of the crystal. The

crystal habit depends on mass transport and can depend on the amount or on any di-

rection of convective transport inside the solution. The crystal quality will depend also

on these transport processes. To increase this crystal quality, from the beginning, the

crystal growth process should proceed through diffusion control. Adolf Fick empirically
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obtained the basic equations for diffusion transport in 1855; these equations are

equivalent to the thermal conductivity proposed by Fourier in 1822, which states that the

time rate of heat transfer through a material is proportional to the negative gradient in

the temperature and to the area, at right angles to that gradient, through which the heat

is traveling [66].

The diffusion of macromolecules through a porous medium is important in many

fields of the biological sciences. The phenomenon is relevant to biotechnological sep-

aration methods, such as electrophoresis and size exclusion chromatography. Moreover,

it has important implications for understanding how macromolecular drugs and natu-

rally occurring macromolecules are transported in living tissue. Diffusive transport is the

process by which the matter is transported from one part of the solution to another via

random motion at the atomic or molecular scale. In this process, atoms or molecules

travel in one direction, eliminating concentration differences and making the concen-

tration homogeneous around crystal growth. These atoms or molecules can be set in

motion by applying voltages or external forces to the system [39,40,67].

Table 31.1 shows a comparison of diffusion coefficients in water and in gels for some

ions, low-molecular-weight organic compounds, and high-molecular-weight organic

compounds such as proteins, ribosomes, and virus particles. In some cases, the diffusion

Table 31.1 Comparison between Diffusion Coefficients of Some Molecules in Water
and in Gels

Substance or
Biomolecule Mr (g/mol)

Diffusion Coefficient
(cm2/s) in H2O

Diffusion Coefficient
(cm2/s) in Gel References

Cl� 35.45 2.03� 10�5 7.22� 10�6 [4]
Kþ 39.10 1.98� 10�5 2.64� 10�6 [4]
KCl 74.50 1.92� 10�5 0.493� 10�5 [4,68]
Glycerol 92.00 1.3� 10�5 2.37� 10�6 [69]
Glucose 180.16 7.00� 10�6 1.55� 10�6 [70]
Sucrose 342.30 5.23� 10�6 1.04� 10�6 [70]
Ribonuclease 12,640 1.31� 10�6 1.20� 10�6 [68,71,72]
Lactalbumin 14,178 1.14� 10�6 2.37� 10�7 [72–74]
Lysozyme 14,500 1.18� 10�6 1.04� 10�6 [72,75,76]
Thaumatin 22,000 9.40� 10�7 N.A. [72]
Ovalbumin 45,000 4.20� 10�7 1.60� 10�7 [72–74]
Bovine serum
albumin (pH 6.78)

67,000 6.40� 10�7 2.45� 10�7 [68,72–76]

g-Globulin 170,000 4.60� 10�7 4.4� 10�7 [72,77]
Apoferritin 440,000 3.20� 10�7 2.50� 10�7 [72,78,79]
Ribosome 70S
Escherichia coli

3,000,000 1.83� 10�7 N.A. [72,80,81]

DNA 6,000,000 1.30� 10�8 1.0� 10�8 [72]
Satellite tobacco
mosaic virus

50,000,000 1.07� 10�8 6.00� 10�10 [72,82]

N.A.¼ Not available.
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coefficient varies by even one or two orders of magnitude. It is clear that in the particular

case of diffusion in gels, the transport and pore size distribution of molecules along the

gel network depends on the concentration or method of synthesis of the gel.

31.1.3.1 Diffusion Coefficient and Size of the Clusters
Diffusion of particles in gels is one of the most important issues in transport processes.

The molecules are in constant motion; their trajectory from the center of the mass is

described in terms of a vector, R(t). If the origin of the coordinates is selected as the

location of the particle at t¼ 0, the square displacement is given by R� R. If the tra-

jectory is followed many times for some elapsed time s, the mean-square displacement is

found to be proportional to the elapsed time. The Brownian diffusion law is

<R2>¼ 6Dss (31.1)

where Ds is the self-diffusion coefficient. If the particle is a sphere of radius Rh, the self-

diffusion coefficient is inversely proportional to Rh and directly proportional to the

temperature of the solution. The explicit formula for the self-diffusion coefficient can be

calculated by the method of Brownian dynamics [83].

The solvent is treated as a viscous continuum of dynamic viscosity h and absolute

temperature T. A particle in such a solution is subjected to three types of forces: (1) viscous

force; (2) external forces, such as gravity, electrical fields, or magnetic fields; and (3) a

random movement of ions, atoms, or molecules. On the other hand, the mean-squared

displacement of a particle in a solution subjected to no external forces can be expressed as

<R2
h>¼ 6

��
kbT

��
2
�
s (31.2)

where kb is the Boltzmann constant and 2 is the friction coefficient for a spherical

particle given by

2 ¼ 6phRh; (31.3)

hence, it is a consequence within the limit of the length of elapsed time. This means that

the self-diffusion coefficient of a particle in solution is

Ds ¼ kbT=2 (31.4)

This last equation is well known as the Stokes–Einstein equation. However, for a particle

of arbitrary shape, it is customary to define the hydrodynamic radius in terms of the

measured friction coefficient, as follows:

2 ¼ 6phRH (31.5)

So, finally, the Stokes–Einstein equation becomes in its conventional form:

Ds ¼ kbT=6phRH (31.6)

This equation is very useful for investigations related to dynamic or static light scattering

methods [84]. By measuring the diffusion coefficient in protein solutions, we could

derive the hydrodynamic radius and, as a consequence, the growth of the embryo can be

experimentally detected. However, by means of Fick’s laws, the diffusivity or diffusion
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coefficient can be estimated. Then, Kratochvil’s equation [85] can be used to measure

the molecular weight of any biological macromolecule, the protein–protein interactions

(based on the second virial coefficient) and the radius of the cluster can be investigated

[84], all based in the Brownian motion of macromolecules.

In that sense, the determination of the diffusion coefficient of small and large bio-

molecules by means of different modern techniques is crucial to investigate, not only for

transport phenomena research in biological systems, but also to measure useful and

important parameters in protein crystal growth research.

31.1.3.2 Experimental Methods to Evaluate the Diffusion Coefficient and the
Gel–Matrix Interaction

The purpose in this section is to review some of the experimental methods used in

recent years to evaluate the diffusion coefficient and the molecule–gel matrix in-

teractions, as well as the theoretical and the numerical models used to explain these

experimental results.

31.1.3.2.1 EXPERIMENTAL METHODS

The experimental methods are generally based on the utilization of at least one

appropriate chemical probe. This chemical probe is introduced into the gel to measure

one physical property that is related, either directly or indirectly, to the diffusion of the

probe. These experimental methods can explore the gel matrix–molecules or the ions, as

well as their interactions at a microscopic level. They can therefore show us different

parameters in real materials, such as the heterogeneity of porosity and the chemical

composition, etc.

I. Single molecule spectroscopy, also called single molecule tracking methods, includes

several methods such as beam- and sample-scanning confocal microscopy and wide-

field imaging. The molecule probe is usually a dye. The detection of isolated mole-

cules is achieved by using nanomolar (nM) concentrations ranging from approximately

0.01 to 1 nM of the dye probe, and an ultrasmall detection volume of approximately 1 fL.

In sample-scanning experiments, the emission features, either time- or spectrally

resolved, are registered for each spot. On the other hand, in wide-field imaging experi-

ments, the motion of individual molecules in space and time are registered, taking

several images of the same area [86,87]. The effect of confinement in the orientational

motion of probe molecules in nanosized pores is performed by single-molecule emission

and transmission dichroism. The experiments must be performed simultaneously in two

orthogonal polarizations [88] (Figure 31.5).

These techniques have helped researchers to determine that the main interactions

between gel matrix components are ionic, hydrogen bonding, and have hydrophobic and

steric effects. In silica gels, the ion interaction happens between the deprotonated silanol

sites on silica surface and the cationic part of the probe molecules. Data analysis of

single molecule trajectory and orientation is performed by orthogonal regression

methods [87–89].
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II. Electron spin resonance (ESR) and electron paramagnetic resonance (EPR): ESR or

EPR methods are based on the strong environmental dependency of the electronic

properties [89–91]. This makes it suitable for the study of confined species in porous

media. In this method, the sample is exposed to a variable magnetic field in order to split

the spin states of unpaired electrons. The separation between the lower and the higher

energy states is given by DE¼ gemBB0, where ge is the g-factor¼ 2.0023 for the free

electron, mB is the Bohr magneton, and B0 is the strength of magnetic field. By either

absorbing or emitting a photon of energy hn, an unpaired electron can move between

the two energy states, obeying the resonance condition DE¼ hn¼ gemBB0. The frequency

(9–10 GHz), and the magnetic field (0.35 T) are usually employed in EPR or ESR

experiments (Figure 31.6).

One important drawback of this method is the need of at least one unpaired electron

in the sample paramagnetic species that is called a spin probe. The use of either ESR or

EPR to investigate surface interactions in mesoporous materials, employing function-

alized spin probes such as molecular nitroxides or 3-carboxy-proxyl, has enabled re-

searchers to estimate the surface interaction enthalpies, the rotation correlation times,

the rotation activation, and the position within the pore. These methods are sensitive to

changes in polarity and in microviscosity around the paramagnetic group, and have also

been used in the study of organogels. Only the amino-TEMPO spin probe was sensitive

to the diffusion process in the organogel 12-hydroxystearic acid (12-HSA). However,

EPR or ESR spectra were independent of the 12 Human Serum Albumin (12-HSA)

concentrations [92].

FIGURE 31.5 Schematic setup for the single molecule tracking method. Reprinted (adapted) with permission from
Rajib Pramanik, Takashi Ito and Daniel A. Higgins. J. Phys. Chem C 2013,117, 3668-3673. Copyright 2014, American
Chemical Society.
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III. Electron spin resonance imaging (ESRI), a method associated with ESR, has been

used to study the distribution of paramagnetic molecules in the sample along the di-

rection of the magnetic field gradient, additionally to the external magnetic field

generated in the spectrometer. The spectrum measured under these conditions is a

superposition of the spectra of all individual paramagnetic molecules in various posi-

tions inside the sample. ESRI allows the study of the diffusion process of a paramagnetic

probe from the surface of the sample, by applying the magnetic field gradient in the

direction of diffusion. Some of the spin probes used were low-molecular-weight nitro-

xide and spin-labeled poly(ethylene) oxide (PEO) oligomers, in 2-hydroxyethyl meth-

acrylate (HEMA) hydrogels. It has also been found that the diffusion coefficients depend

on the molecular weight of the spin probe, where the systems studied were three

different probes in three hydrogels, prepared with different ratios of HEMA and

2-(2-hydroxyethoxy)ethyl methacrylate monomers. Other experiments were performed

to determine the diffusion coefficients of low-molecular-weight probes in polystyrene

gels cross-linked to various degrees and swollen with the same solvents. Here, the most

important result was the dependence of the diffusion coefficients on the degree of

crosslinking of polystyrene [93].

FIGURE 31.6 General setup for Electron Spin Resonance (ESR). Reprinted (Adapted) with permission from refer-
ence A J Fagan, D J Lurie Annual Reports on NMR Spectroscopy 56 (2005) 97-140.
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IV. Pulsed magnetic gradient spin echo is a method that allows measurement of the

displacement of the observed spins by means of the attenuation of the echo signal that

arises from the echo pulse sequence containing a magnetic field gradient pulse in each

period [67]. Self-diffusion and mutual diffusion coefficients of small analytes in

hydrogels have been measured by 13P-NMR. It was found that the coefficients were also

reduced by 30%, similarly to those measured in solutions. This could be due to the

interaction at the molecular level. Another result shows that, at the mesoscopic level,

the open structure of the gel has little influence [94]. The study of rotational and

translational motion of the cationic-end of the ionic liquid 1-buthyl-

3-methylimidazolyum-bistrifluoromethylsulfonimide, in bulk and confined in meso-

porous silica, has recently been reported by pulsed field gradient NMR experiments.

These experiments show that the rotational and translational motions of the ionic liquid

are reduced at the silica surface, thus allowing the estimation of the mole fractions of

fast (bulk) and of the slow populations of the ionic liquid in the partially filled pores of

silica [95].

V. NMR imaging is a method in which the spatial resolution is obtained by a

magnetic field gradient. A magnetic field gradient G is superimposed to a static field

B0. The frequency u is shifted, whereas the spatial coordinate corresponds to the

resonance frequency of the signal, such that u¼ g(B0 þ G), where g is the gyromag-

netic ratio. Therefore, for u for a given spin, there is a function of the identity of the

spin and of the local field. In NMR-I experiments, the frequency axis is considered as

space axis by applying the gradient field in the direction of the desired profile. In the

case of a 3D image, however, this has to be done in the x, y, and z directions. The

spatial resolution depends on the power of the gradient field and on the width of the

resonance line. The magnitude of both parameters in polymer gels is 500 mT/m and

Du between 0.1 and 2 kHz, given a spatial resolution in gels on the order of 50 mm [96]

(Figure 31.7).

31.1.3.2.2 THEORETICAL AND NUMERICAL SIMULATIONS

Hydrodynamic convection is eliminated in gel systems. Several physical obstacles as well

as several chemical species can be immobilized in a gel matrix. Charged gels can interact

electrostatically with ions prodding changes on their diffusion coefficients [97]. Dynamic

surface tension analysis (in agarose gels) showed that the gel network inhibits the

nucleation of lysozyme. This was observed by the enhancement of the repulsion and the

interfacial structure mismatched between foreign bodies and lysozyme crystals. This

produces a reduction of the diffusion process of the protein molecules that cluster to-

wards the crystal–fluid interface, where their rearrangement is inhibited [98]. On this

contribution, a detailed study of the kinetics of surface assembly in agarose based on a

two-dimensional self-assembly mechanism has been performed.

Another method that we have reviewed is the lattice Boltzmann method (LBM), which

is a numerical method used in computational fluid dynamics. Kang et al. extended the

LBM method to pore-scale system, including advection, diffusion, homogeneous, and
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heterogeneous reactions, resulting in geometrical changes in pore space (cited in

[98,99]). The porous structure of the gel matrix provides the nucleation sites for the

heterogeneous nucleation of C, an intermediate colloidal phase. A lower gel concen-

tration (or larger porosity) means fewer nucleation sites [98].

Numerical simulations techniques are very useful tools to support experimental data,

even in complex systems such as gels. It is possible to classify them into two groups: those

concerning the calculation of atomic-scale interactions that underlie the formation of the

gel network and others that are focused on mass transport in the system. In the first group

of methods, the gels are considered as a low-density disordered fractal network of inter-

active molecules with slow relaxation dynamics at low temperatures.

Molecular dynamics (MD) simulations have been used to simulate polymerized

silica aerogels with a reactive charge transfer of three-body interaction potential. The

calculated fractal dimension depends on the process by which the network is generated

[100]. Another example of MD is the study of equilibrium and nonequilibrium routes to

gel formation in a wide region of volume fractions of the dispersed phase. This was

considered as the anisotropy of interactions, showing that the Arrhenius-type decay for

the diffusivity was due to the bonding between colloidal particles [101]. The out-of-

equilibrium gels have been explored by MD, constructing a fractal initial configura-

tion by means of a purely kinetic particle diffusion algorithm, considering later an

interaction potential between the particles and allowing the relaxation of the initial

structure, which is finally followed by the dynamic of the system by means of constant-

temperature MD [102]. An alternative approach to equilibrium dynamics was per-

formed by modifying the three-body interactions of the Stillinger–Weber potential for

FIGURE 31.7 Schematic arrangement for nuclear magnetic resonance (NMR) imaging. Reprinted (adapted) with
permission from A Mohoric, G Planinsic, M Kos, A Duh, and J Stepisnik Instr. Sci. Technol. 32 (2004) 655.
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silicon; the aforementioned interactions can be expressed in terms of angles formed by

triplets of particles, which stabilize open network structures in which the particles have

very small connectivity [103].

Monte Carlo (MC) simulations of diffusion of nanoparticles in agarose gels have been

reported to evaluate the fractal exponent of diffusion, its variation with the reduced

hydrodynamic radius RA/RC. A systematic offset of the experimental fractal exponent of

diffusion as compared to MC simulations could be related to nonspecific van der Walls

interactions between diffusing particles and the polymer network [104,105].

Brownian simulation of solute diffusion in a 3D polymer hydrogel structure was re-

ported by using an adaptive time stepping algorithm. The obstruction effect from the gel

strands of water and diffusion of dendrimers of different sizes were determined

by simulations. The interactions between dendrimers and the gel matrix were done by

means of a sticky boundary condition [106].

Mass transport. One interesting contribution to the problem of simulation of mass

transport in gels has been published by Zhang et al. [107]. Considering that mass

transport is possible due to the elastic properties of the 3D network that enable the gel to

retain its shape after deformation, and to the fact that the solvent molecules interact

between themselves and with the gel network by physical bonds, a finite method

element approach was finally developed. The authors combine some aspects, such as the

kinematics of the network, the conservation of the solvent, the conditions of local

equilibrium, and the kinetics of migration. The method is implemented in ABACUS/

standard finite element program.

pH-Redox-Equilibrium (PHREEQC) is a program used to simulate mass transport in

complex multicomponent systems. The numerical simulation is performed as a function

of time-dependent ion concentration gradients and saturation indices. This depends on

the initial location of the calcium carbonate precipitate in the additive-free experiment,

as well as on the study of the crystallization parameters of calcium carbonate in an

agarose viscous sol by using counterdiffusion experiments [108].

31.1.4 Gel Growth Applications

Inorganic gels are widely studied for applications in daily lives [109], catalysis [110],

electronics [111–113], thermal insulation [114], sensors [115], ceramics [116], protective

and optical films [117], molecular separation [118], and pharmaceuticals [119,120]. Tetra-

alkoxysilanes particularly have been used as starting materials for preparing glasses and

glass ceramics by the sol–gel process and advanced silica-based materials [121,122].

Hydrogels and organic gels that limit the diffusion of solutes and of proteins have

numerous applications in different areas, not only for protein X-ray crystallography

but also for biotechnological fields ranging from cell encapsulation, through chro-

matographic separation, to controlled drug delivery in pharmaceuticals. In all of these

applications, the hydrogel acts as a means of retarding the diffusion of the molecule
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[123]. Other types of gel applications are, for instance, polyacrylamide gels used as

dialysis membranes [124–126]. In biochemistry, agarose gels and polyacrylamide gels

have been used for direct protein crystallization in the gel electrophoresis setup

[26,46]. Agarose gels have been used to control the transport processes in micro-

gravity experiments for protein crystallization [14] and for the orientation of crystals

in the presence of strong magnetic fields [50,127], as well as to grow membrane

proteins [128,129] to crystallize biomacromolecular complexes, such as the Toll

receptor of Drosophila melanogaster to obtain Liesegang-like patterns [45]. One

application of the gel method has been the reinforcement of protein crystals, incor-

porating silica fibers (TMOS gel) inside the crystal network, which can be very

useful in nanobiotechnological applications and to protect crystals against radiation

damage [130].

Novel and practical strategies have been published to apply classic gels to small

organic molecules [131], and even to biological macromolecules, using TMOS/TEOS

hydrogels [58]. Agarose gels have been used to promote nucleation at different con-

centrations, ranging from 0.4% to 0.8% (w/v) for protein crystallization [132]. The first

suggestion about the use of agarose gels for protein crystallization dates back to the

end of the 1990s [47]. The use of agarose gel with different types of additives,

compatible with a variety of biological macromolecules for crystallization, was pub-

lished afterwards [133]. One interesting application for protein crystallization was to

screen directly in a gel electrophoresis set up using acrylamide gels [26]. Particularly,

for the crystallization of proteins, nucleic acids, and viruses, a full review with plenty of

recipes for gel preparation has been published [30]. Novel organic gels based on

polyvinyl alcohol (PVA) and PEO have been suggested for the crystallization of soluble

proteins and membrane proteins [129]. Organic gels, such as PEO, have been syn-

thetically optimized. The PEO gel was has been suggested for crystal growth in gelled

organic solvents of small molecules, either for organic or inorganic compound

crystallization [131].

31.2 Hydrogels, Organic Gels, and Aerogels
31.2.1 Synthesis and Characterization of Hydrogels and Organic Gels

Gels are classified as physical or chemical gels when the temperature is the main

parameter to be considered for the gelling process or a chemical reaction is carried out

for the gelling process, respectively. The synthetic pathways to obtain hydrogels from the

neutralization of SS solution are as follows:

Na2SiO3 þ 3H2O¼H4SiO4 þ 2NaOH (31.7)

2H4SiO4/ (HO)3–Si–O–Si(OH)3 þ nH2O (31.8)

/// ((HO–Si–O)n–Si))–(O–Si–OH)n þ nH2O (31.9)
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or by hydrolysis of TMOS or TEOS (Moreno et al., 1999):

Si(–O–CH2–CH3)4 þ H2O/H4SiO4 þ nH2O þ EtOH (31.10)

Then;

2H4SiO4/ (HO)3–Si–O–Si–(OH)3 þ nH2O (31.11)

and finally

// (HO–Si–O)n–Si–(O–Si–OH)n þ nH2O (31.12)

This reaction is the same for:

Si(–O–CH3)4 þ H2O/H4SiO4 þ nH2O þMeOH (31.13)

In both cases (reactions (31.10 and 31.13), the polymerization reaction is a two-step

process: hydrolysis (rapid, stirring needed) and polycondensation (slow, solidifies when

resting).

Physical gels: Algal polysaccharide agarose forms a thermo-reversible gel; its chains

melt above a critical temperature (Tm) and gellation occurs below a characteristic

temperature (Tgel, gelling point) [134]. Miller et al. [30] used agarose to grow crystals of

horse serum albumin in the laboratory, which were of large size and excellent

crystallographic quality and almost as good as crystals grown in solution under micro-

gravity, where the driving gradient is limited by the concentration of the solute rather

than by the heat gradient (called solutal convection) [30]. Afterwards, crystals of small

model proteins grown in agarose gel have been reported to be frequently bigger

and always better than reference crystals grown in solution. The former are

well-facetted and develop in three dimensions because they are trapped in the

network and cannot sediment, have excellent optical properties and have less defects in

their lattices, as indicated by their smaller mosaicity, or are not twinned at all [135–139].

The limits for minimization of the impurity effects on the agarose network [140,141],

through the formation of a stable impurity depleted zone surrounding the growing crystal

[64,142], have been investigated. To characterize the threshold of impurity that can be

segregated in a 0.2% m/v gel, an isoform present in trace amounts in thaumatin batches

served as amarker. Mass spectrometry analyses have been performed to verify the ratio of

two isoforms present in a single batch of thaumatin [143]. In other words, the impurity

filtering effect operates only if structural dissimilarities are strong enough. This was the

case of hen and turkey lysozymes that have a closeMr (14,313 vs 14,209) but differ by seven

amino acids by a net charge of 1, and consequently in solubility [140]. Another example

where the effect is amplified is that of ironless apoferritin contaminated by dimers of

holoferritin, where each particle contains about 4500 iron atoms [142]. Whether agarose

was working as an impurity or an impurity filter was clarified by using laser confocal mi-

croscopy combined with differential interference contrast microscopy [144].

Chemical gels: Polysiloxane hydrogels have been used for many years as a crystal

growth medium [4] because their porous network permits diffusion of ions and large

polymers, such as polyethylene glycols. They have been applied less frequently than
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agarose because a chemical reaction is needed. Several macromolecules, including

proteins, a virus, and an RNA transfer, have been crystallized in such gels [145,146].

Extensive studies on the model protein, hen lysozymes, have shown that crystal growth

in polysiloxane hydrogels minimizes the effects of impurities [140]. Small-angle

neutron and quasi-planar X-ray topography investigations have indicated that the gel

inhibits nucleation partially [47] and decreases mosaicity [147]. In counterdiffusion or

batch conditions, incorporation of the polymer into the crystal lattice at high gel

concentrations (2–22%) reinforces the crystals [148]. Furthermore, polysiloxane

hydrogel appears to be more effective than agarose [146]. In the peculiar case of hen

lysozyme, crystals grown in the former have a lower mosaicity than those grown in

agarose [147].

Moreno et al. [26] determined the pore size distribution of the flexible polymer network

obtained by neutralization of sodium metasilicate using SEM (Figure 31.2). They found

that pore diameter ranges from 50 to 150 nm. Hydrogels formed at pH 10 have a more

homogeneous pore-size distribution than those formed at pH 6. The pore in TMOS

hydrogels at 10% and 20% v/v measure 150–250 nm and 50–100 nm, respectively [26]. In

the gel acupuncture method, this property of the gel matrix has been exploited to control

the diffusion of the precipitant and, consequently, the nucleation rate of thaumatin

crystals in solution within cylindrical capillaries [26]. SAXS analyses on TEOS hydrogels

have shown that their pore-size distribution is random; their polymerization occurs via the

interaction of particles whose size and fractal dimension depend on the synthesis pathway

and on the final location of the latter between the surface and the heart of the gel [57,149].

A typical classification of gels in general can be summarized as follows:

The second classification is related to the nature of the chemical structure (i.e., atoms

or molecules chemically bound to form an inorganic or an organic gel network). This

depends on the chemical structure of the chain of the polymer.

Novel organic hydrogels: Novel gels (other than agarose and polysiloxanes), such as

PVA and PEO, have been suggested for the crystallization of a variety of compounds

(including proteins), which can be dispensed into the medium prior to crystallization

and easily removed from crystals [129,131]. For each of these gels, the solubility, the

concentration required, the corresponding pH, and the effect of pH neutralization

GELS

- Physical Gels (Like agarose, PVA, gelatin, Gel Gro®)

- Chemical Gels (Like SS, TMOS/TEOS, acrylamide, etc)

GELS 
- Inorganic (SS, TMOS/TEOS, etc) 

- Organic (Agarose, acrylamide, carboxymethylcellulose, etc).
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should be determined. Particularly, for applications in the crystallization of biological

macromolecules, compatibility with the growth medium is a highly complicated task.

Investigations have concentrated on the synthesis and compatibility of PEO gels for the

crystallization of small organic molecules [131]. The synthesis pathway to obtain PEO

gels, which are promising gels for the crystallization of complex organic or organome-

tallic compounds, follows.

1) 1,2-dichloroethane
PEO GEL

(ORGANOGEL) 
(Poly (Ethylene) Oxide 2) Mix with any organic 

     solvent

HO
O

OH
n

However, in the particular case of proteins, after establishing the proper mixing

conditions for any gel precursor, it is mandatory to determine how to remove this gel-

cover from the crystals. The gel should allow the cryoprotectant to get into the

crystalline structure for high-resolution X-ray crystallography and avoid radiation

damage.

A cubic phase (usually called cubic lipid phase) of monoolein [150–152] has been the

key to the successful preparation of membrane proteins [153–160]. The peculiar orga-

nization of lipids in cubic phases does not restrict their use for solubilization and

crystallization of hydrophobic macromolecules. Polar proteins crystallize very well in

such media [161,162]. So far, this convectionless crystallization method has not been

applied outside the membrane protein crystal grower community [163].

Crystals grown in gels usually demonstrate benefits, such as occurring in fewer

numbers or larger sizes. For instance, in 1995, Patel et al. suggested a kind of universal

gel based on chromatography theory. They explored the possibility to crystallize various

proteins, nucleic acids, and viruses in the presence of soluble polymers, such as

carboxymethylcellulose [164]. Currently, there is no universal gel synthesized for the

crystallization of all types of biological macromolecules (proteins, nucleic acids, and

polysaccharides). In macromolecular crystallization, this universal gel (polymer or high-

viscosity fluid) should not interfere with the crystal quality [26].

Several publications demonstrated that crystallization of a biological macromolecule

in a hydrogel [6,139] might have at least some advantage over crystallization in pure

solution for either proteins (Figures 31.8 and 31.9) or low-molecular-weight compounds

[131]. Altogether, the results from the literature and the new ones here presented

indicate that crystals grown in gel can be less mosaic and yield more intense diffraction

patterns than those prepared in solution. Despite these benefits, a limited number of

protein structures at high or atomic resolution have been obtained with crystals grown

in agarose gel by vapor diffusion [14,165–167].

Crystallization in gels through the control of mass transport by diffusion mimics in

part the microgravity environment and allows one to obtain fewer crystals and larger

sizes in some cases. This has been demonstrated for agarose gels, where the critical
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concentrations were determined for the crystallization of proteins [132]. Other chemicals

that form gels in aqueous solution are being synthesized every day; some of them, such

as viscous polymers [164], oriented macroporous polyacrylamide gels [168], hydrogels

for tissue engineering [169], supramolecular neutral hydrogels [170], and water gellators

[171], may be useful for the crystallization of biological macromolecules. An alternative

is the combination of gels and oils [172]. Finally, diffusion-controlled macromolecular

interactions are as crucial for optimal crystal growth in gels as for biological reactions

occurring in the living cells [173].

31.2.2 Synthesis and Characterization of Xerogels and Aerogels

Depending on the type of solvent (or gas/air) included inside the gel network, gels are

classified as organogels (organic solvent, mineral oil, or vegetable oil inside), hydrogels

(if water is inside), xerogels (which are dried gels), and aerogels containing different gas

or air inside the 3D structure [174]. This third classification includes four main types of

gels, which are summarized as follows.

(a) (b)

(c) (d)

FIGURE 31.8 Pictures of aspartyl-t-RNA synthetase from Thermus thermophilus. (a) solution-grown, (b) gel-grown,
(c) plant thaumatin crystals grown at 20 �C in solution, and (d) gel-grown single crystal. The size of the largest
crystal is 500 mm and is the reference in scale for the other crystals.
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GELS 

- Hydrogels (Like agarose, Gelatin, Gel Gro®, SS, TMOS, TEOS, etc) 

- Organogels (Carboxymethylcellulose, Acrylamide, etc) 

- Xerogels (like silica powder commonly use in Chemistry) 

- Aerogels (using any of the gels from SS, TMOS/TEOS, PVA,  
PEO, etc., but including air inside the gel network).

A xerogel is a solid formed from a gel by drying with unhindered shrinkage; these

gels usually retain high porosity and an enormous surface area, along with very small

pore-size distribution [175]. An aerogel is formed when solvent (organic or water)

removal occurs under supercritical conditions; the structure does not shrink, is highly

porous, and is made of low-density material [57]. During drying of xerogels, the

collapse of smaller pores may occur due to the higher capillary tension developed in

(a) (b)

(c) (d)

FIGURE 31.9 Pictures of different protein crystals. (a) glucose isomerase, (b) glucose isomerase in polarized light,
(c) orthorhombic aspartyl-t-RNA synthetase from Thermus thermophilus, and (d) cytochrome C from bovine heart.
The size of the largest crystal is 400 mm and is the reference in scale for the other crystals.
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the evaporation process. This phenomenon results in a contraction of the solid

network, making it denser than that of aerogels. In supercritical fluids, during the

drying process, the solvent is removed as a supercritical fluid; this avoids the formation

of a meniscus and decreases the effect of surface tension, allowing for the preservation

of the porous network [149]. Xerogels have important applications as pharmaceutical

drug carriers [176].

The synthesis based on the polymerization of alkoxysilanes, such as TMOS or TEOS,

allow one to obtain hydrogels. The process occurs in two steps, hydrolysis and

condensation, as shown previously. Therefore, controlling these processes is an

important aspect in the development of advanced materials, such as aerogels, with

important biotechnological applications using the hydrophilic (for the removal of

organic solvents) or hydrophobic properties for the removal of poorly water-soluble

pollutants [177]. Because the properties of silicon-containing materials are very

dependent on structure, it is of crucial importance to investigate hydrogel, organogel,

and aerogel organization and morphology, as shown in Section 31.1.2. This fact allows

one to control the pore-size distribution and sol–gel processes for applications to

advanced silica-based materials [122].

During the last few years, the bulk structure of silica aerogels has been extensively

studied, mainly by scattering techniques (neutrons, X-rays, light). It has been shown that

porous silica aerogel has a fractal backbone structure [178]. Its spatial extension and

fractal dimension are strongly dependent on the chemical (polymerization) and physical

(colloid aggregation) growth process [179]. The typical length of these fractal structures

ranges from 1 to 10 nm, and in some cases goes up to 100 nm [180].

The most relevant properties of silica aerogels are the high porosity (75–99.9%),

resulting in a low density (3–500 kg/m3), high specific surface area (800–1000 m2/g), and

pore size in the range of 1–100 nm [181]. The combination of their high porosity with the

very small size of their pores leads to unique properties, such as low thermal conduc-

tivity (0.01–0.02 W/(m K)) and great accessibility to the internal surface through the

porous network [182,183]. In some chemical systems, the porosity of xerogels can reach

values close to those of aerogels, as occurs in cases where the liquid inside the pores does

not exhibit appreciable interaction with the solid structure of the material. This effect is

seen when the synthesized gels, before undergoing drying, have a highly hydrophobic

solid network [175]. Additionally, the low density and thermal conductivity values make

aerogels attractive for building insulation and for spacecraft components, whereas their

very high and controlled porous structure make aerogels excellent candidates for cata-

lysts, sensors, and filters for gaseous pollutants [114,184]. Other aerogel applications

include impact absorption, cosmic particles trap, dielectrics, and spacers for vacuum

electrodes [185,186]. Recently, carbon aerogels have attracted much attention because

of their extraordinary properties and potential uses in a wide variety of technological

applications [187].
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31.3 Crystal Growth in Gels of Small Molecules,
Minerals, and Biological Macromolecules in Gels

Basic research on anisotropic physical properties requires crystalline samples of high

quality. Crystal growth in gels is an ideal method to provide this kind of specimen,

mostly when the salts to be grown are sparingly soluble in water. The nucleation kinetics

and the crystal growth itself depends on gel characteristics such as density, pH, aging

time, and salt concentrations. It is important to note that SS is one of the most popular

gels used to grow crystals of inorganics (low-molecular-weight compounds). In general,

the gel from SS shows some general features: pH ranging from 3 to 5 and density be-

tween 1.03 and 1.06 g/cm3.

Table 31.2 provides a list of inorganic compounds and minerals grown in gels for a

variety of applications, which have ferroelectric, ferroelastic, piezoelectric, or nonlinear

optical properties, such as second harmonic generation. Table 31.3 shows a few exam-

ples as well as the use of other types of gels used to grow these compounds.

Four basic crystallization methods are presently at the disposal of crystal growers to

grow such crystals and introduce gel as a growth medium. Crystallization assays can be

set up either (1) in batches, (2) by diffusion of vapor between hanging (or sitting)

droplets and a reservoir of precipitant, (3) by dialysis across a semipermeable mem-

brane, or (4) with free interface diffusion at the interface of two liquids [242–246]. The

most popular gel incorporated into all of these crystallization methods for the crystal-

lization of biomolecules has been agarose (see Table 3 in Ref. [30]). Gels prepared by

means of polysiloxanes (alkoxysilanes), such as TMOS or TEOS, have also been sug-

gested since their introduction in the field of protein crystal growth [239]. However, a few

biomacromolecular crystals have been crystallized either using these alkoxysilanes [58]

or gels prepared from the neutralization of solutions from sodium metasilicate.

Table 31.4 summarizes the protein and biomacromolecular complexes crystals

directly grown in these types of gels. Figures 31.9 and 31.10 show the beauty of these

protein crystals. Some of them were grown in different types of gels than those

mentioned in this chapter.

31.4 General Remarks and Future of Crystal
Growth in Gels

The gel method—a practical method to grow large and high-quality protein single

crystals—has been poorly explored for many years, despite the large efforts from

many groups to prove its effectiveness in obtaining high-quality crystals. Excellent

reviews covering the crystallization of small and large molecules in gels have been

published by Robert and Lefacheux [22], Garcia-Ruiz [21], Sauter et al. [14], Biertümpel

et al. [23], and Lorber et al. [30]. Publications are available on combining gels and

capillary tubes in counterdiffusion methods [18], protein crystallization in hydrogel
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Table 31.2 Physical Properties of Crystals

Crystal Dielectric Optical Ferroelastic Piezoelectric Ferroelectric
Magnetic
Behavior References

Sr-oxalate X [187,188]
Cd-oxalate X Diamagnetic [189–191]
CdMgHPO4 X [192]
Nd-
hepthamolybdate

X [193]

La-
hepthamolybdate

X X [194]

Cu-succinate X [195]
Cu-tartrate Diamagnetic [195]
Cu-(IDA)-(bypy)$
6H2O

[131]

[Co(Him)6] Cl2 [131]
Ba-oxalate X [196]
Sr-tartrate,5H2O X [197]
Ba þ Sr-tartrate X [198]
BaxCa(1�x)(IO3)4 X [199]
Ca-tartrate X [200]
Gd-Ba molybdate X [201]
Mn þ Ba tartrate X [202]
KDP X [203]
KDP X [204]
Gd-Nd oxalate X X [205]
Sm-tartrate X [206]
Y-tartrate X [206]
Zn phospatea [207]
Cd malonate [208,209]
Fe tartrate Diamagnetic [210,211]
Cu,Fe tartrate Paramagnetic [210,211].
KNO3 X [212]
(La,Nd,Pr,Sm)
heptamolybdate

X X X [213,214]

Pr molybdate X X X [213,214]
Ce-tartrate X X X [215]
Nd-tartrate X X X [216]
Ca-tartrate X [217]
K tartrate;
Li-doped K
tartrate

SHG X X [218]

Ba oxalate [190]
Ba tartrate X SHG X X [219,220]
Ca þ Cd tartrate X [219,220]
Ca þ Sr tartrate X [221]
Sr þ Ca tartrate SHG X X [222]

(Continued)
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Table 31.2 Physical Properties of Crystals—cont’d

Crystal Dielectric Optical Ferroelastic Piezoelectric Ferroelectric
Magnetic
Behavior References

Ba-tartrate X [223]
Metal
phosphonate

[224]

Ca tartrate
doped with Ba,
Sr, Co, Ni,
Mn, Zn, Cd

X [225]

Gd tartrate$3H2O SHG X X [226,227]
Yb tartrate$H2O SHG X X [226,227]
Ho tartrate SHG X X [227]
PbI2 [228]
K, Mg phosphate [229]
CuI [230]
Fe, Mg, Co
tartrate

X [202]

Zn, Cd
thiocyanate

SHG [206]

Cd, Hg
thiocyanate

SHG [231]

PbCl2 AcO [206]
Ca tartrate X [232]
CaHPO4$2H2O [233]
Ca10(PO4)6(OH)2 [234]
(Ba, Pb)SO4 [235]
Na, K bitartrate X X [210,211]
Cu, Fe tartrate [210,211]
PbCO3 [221]
Ba,MgHPO4 [236]
La,Nd oxalate [237]
Bi2IO3 SHG [238]

SHG¼ second harmonic generation, AcO¼ acousto-optical.
aanticorrosive.

Table 31.3 Gels Used to Grow Different Materials (Inorganic
and Small Molecules)

Composition Crystals References

Sodium metasilicate Oxalates, tartrates,
phosphates, etc.

Listed in Table 31.1

Agar Yb tartrate [226]
Poly(ethylene)oxide Cu-(IDA)-(bypy)$6H2O [131]
Polyacrylamide Ca10(PO4)(OH)2 [234]
Alginate Metal-phosphonate [224]
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beads [247], the use of femtosecond laser-induced nucleation in protein crystals grown

in agarose gels [248,138], combining electric fields and gels [249], and electric and

magnetic fields using the gel-growth technique [127,250]. The use of smart hydrogels

either for protein crystallization or for crystal gardens has been suggested [251].

Hydrogels have been used to prevent osmotic shock in protein crystals in drug design

technology [252].

The use of agarose for protein crystallization has made this method more popular

among the protein crystallography community for the last few years due to the

convincing results not only in the crystallization and crystal quality enhancement of

large biomolecules or biomacromolecular complexes [132,139,248,253,254], but also due

to the easy preparation of these hydrogels and the existence of new types of low-melting-

point agarose. There is still a lack in the availability of organic gels for organic molecules

where strong organic solvents are used. Additionally, the gel method has been scarcely

Table 31.4 Proteins or Macromolecular Complexes Directly Grown in Silica Gel
or Alkoxysilanes-Made (TMOS or TEOS) Hydrogels

Protein or
Macromolecular
Complex

Precipitating
agent

Type of gel
(sodium metasilicate
or TMOS/TEOS) Resolution (Å) References

HEW lysozyme NaCl Sodium metasilicate gel ND [239]
HEW lysozyme NaCl TMOS ND [240]
Thaumatin
(Thaumatococcus
daniellii)

NaK tartrate (pH 6.5) Sodium metasilicate gel ND [146]

HEW lysozyme NaCl Sodium metasilicate gel 1.5 Å [148]
HEW lysozyme, turkey
lysozyme,Thaumatin

NaCl (pH 4.5), Na
Tartrate (pH 6.5)

Sodium metasilicate gel
as growth media and
working as a filter for
impurities separation

2.1 Å (lysozyme),
2.2 Å turkey
lysozyme) and
3.0 Å (thaumatin)

[141]

Thaumatin
(Thaumatococcus
daniellii)

NaK tartrate TMOS (5%) ND [172]

Heme proteins Potassium Phosphate
(pH 6.0–7.0) and
PEG-8000

TEOS ND [241]

HEW lysozyme
Thaumatin
(Thaumatococcus
daniellii) Ferritin

NaCl (pH 4.5) NaK
tartrate (pH 6.5)
CdSO4 (pH 5.6)

Silica sols (2–22%)
TMOS (8–18%)

1.2 Å�1.5 Å (low
gel concentrations)
Up to 2.6 Å
(higher
concentrations
of silica gel and
TMOS)

[130]

ND, Not determined; TMOS, tetramethyl orthosilicate; TEOS, tetraethyl orthosilicate; HEW, hen egg-white.
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used for membrane protein crystallization. There are not many choices for the polymer

chemistry; however, the joint effort between crystal growers and synthesis scientists is

the next and promising step of crystal growth in gels.

Scientists should understand the great advantages of using the gel method to grow

crystals; there is a lot of chemistry and physics, as well as materials science, behind the

knowledge of gels (synthesis and structure). The theory, protocols, recipes, and stra-

tegies to incorporate gels into the growth solution, where the solute (biological mac-

romolecules) will crystallize, are now available in excellent chapters and published

books, which are now classic contributions for crystal growth in gels; for example, see

Chapter 6 in Refs [4,243], Chapter 10 in Ref. [244], and p. 226 in Ref. [242]. Chapter 4 in

Crystal Growth: From Fundamentals to Technology [3] includes a section on macro-

molecular crystals grown by counterdiffusion (comparing solution and gel growth) and

their characterization. A book published by Chayen et al. [246] reviews the different

methods of macromolecular crystallization (including the gel method; see Part I,

Section 8), and it also provides the theoretical basis and experimental tools to analyze

the quality of biomacromolecular crystals for X-ray crystallography. In the previous

edition of this handbook, Chapter 46, written by Narayana and Natarajan [255],

(a) (b)

(c) (d)

FIGURE 31.10 Pictures of different protein crystals. (a) lysozyme grown in batch method, (b) lysozyme grown in
gel, (c) Monoclinic aspartyl-tRNA synthetase from Thermus thermophilus and (d) glucose isomerase grown at 4 �C.
The size of the largest crystal is 200 mm and is the reference in scale for the other crystals.
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discusses crystallization from gels, mostly applied for biomineralization processes and

human diseases.

The aim of this short chapter was to update the reader on new discoveries and ap-

proaches in the gel method. Nature has taken a long time to grow beautiful gems such as

sapphires, rubies, and diamonds, but the gel-growth method allows us to play a game

that has been coined as “instantaneous mineralogy” [4]. This gel method has even

demonstrated the growth of large crystals of very interesting biological macromolecules

that have not been easily crystallized by any other methods.

We hope that this chapter will inspire young scientists to explore gel methodology

and obtain large and beautiful single crystals. It is also our goal to reach the chemical

synthesis community, who usually deal with difficulties in the structure of complicated

molecules (organic or inorganic), to adopt the method—or even join us in the synthesis

of new gels. Many laboratories around the world are looking for new and original stra-

tegies to crystallize difficult compounds, nonintrinsically ordered proteins, and even

large macromolecular complexes of biomolecules, such as ribosomes.

Today, there are still a lot of challenges to obtaining crystals of many membrane

proteins, large DNA-protein, or RNA-protein complexes by the gel method, or to obtain

crystals for X-ray crystallographic research. The idea of synthesizing a universal gel is still

a difficult dream to come true, but there will be wonderful surprises in the coming years.

This gel method is one of the areas that inspired our life as scientists, particularly for one

of the authors of this chapter, for whom the gel method has been a strong tool to grow

high-quality protein crystals—although they were sometimes difficult to achieve in his

life as a protein crystal grower and protein crystallographer.
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[23] Biertümpel C, Basquin J, Suck D, Sauter C. Acta Crystallogr 2002;D58:1657.

[24] Otalora F, Novella ML, Rondon D, Garcia-Ruiz JM. J Cryst Growth 1999;196:649.

[25] Otalora F, Garcia-Ruiz JM, Carotenuto L, Castagnolo D, Novella ML, Chernov AA. Acta Crystallogr
2002;D58:1681.
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nucleic acids and proteins: a practical approach. 2nd ed. Oxford, U.K: IRL Press; 1999. p. 149.

[142] Robert M-C, Capelle B, Lorber B, Giege R. J Cryst Growth 2001;232:489.
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32.1 Introduction
Thinking of an industrial crystallization process, the instant association is a large-scale

production facility for a particulate product such as table salt (Figure 32.1). Another

prominent example for industrial crystallization can be found in the sugar industry,

which had an annual production rate in 2011 of 168 million tons of the solid particulate

sugar. Also in the pharmaceutical industry, many drug production lines incorporate at

least one but usually several crystallization processes.
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Industrial crystallization is a separation technology that exploits the first-order phase

transition between liquid and solid [1,2]. By pushing the system away from equilibrium

in a multicomponent liquid, a driving force for crystallization of a specific solid can be

created. During crystallization, a suspension of crystals in the solution is formed which

after filtration and drying leads to the desired particulate product. The resulting par-

ticulate product is usually seen as an advantage. Another advantage that lets crystalli-

zation stand out compared to other separation techniques is that the obtained product

usually is close to 100% pure, even in a single process step. To achieve high purities in

distillation processes, many equilibrium steps are usually needed. Further, auxiliary

phases such as the solvent in extraction are often not needed in crystallization processes.

Even on industrial scales with large production rates, crystallization generally re-

mains a molecular-level process [3]. During the growth of each crystal in the supersat-

urated suspension, molecules or ions incorporate at kinks of steps on the crystal surfaces

(see the simplified version in Figure 32.2). These molecular level processes challenge the

control over the particulate product from industrial crystallization processes.

Each crystalline product nowadays has to fulfill specific sets of demands of costumers

as well as of manufacturers. The demands are not only concerned with the production

rate and yield; they further may include specifications on product dissolution behavior,

product stability during storage under humid conditions, particulate flow properties,

color, and many others while they vary from product to product. The last 25 years

showed a focus change in industrial crystallization research from bulk chemicals to fine

and pharmaceutical products, showing the increasingly important molecular-level

processes even on industrial scales. It is nowadays crucial to control the industrial

FIGURE 32.1 A cascade of three forced-circulation crystallizers in sequence, each with an external heat exchanger
and a circulation pump. A brine is separated into table salt (NaCl-crystal product), water vapor, and a remaining
mother liquor. Heat integration is used for the reduction of energy demands: the hot vapor leaving the
crystallizer is used for heating in the next crystallizer. In a filtration system, the suspension is separated into a wet
crystalline product to be dried and the remaining liquid to be recycled back into the process.
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crystallization process to robustly and reproducibly obtain the crystalline product in a

sustainable way. In this chapter, the fundamental basis for industrial crystallization is

given, highlighting product quality and the determining crystallization subprocesses. In

our view, important achievements in the field of industrial crystallization in the past

20 years or so will be highlighted.

32.2 Product Quality
Figure 32.3 shows ortho-amino benzoic acid crystals obtained from a cooling crystalli-

zation. These crystals have a specific form, size, shape, and purity. Customer and

manufacturer demands for a crystalline product can usually be traced back to these four

product quality aspects.

The crystal form that is produced is related to themolecular or ionic arrangement in the

crystals (crystal structure) and impacts on properties such as solubility, shelf life, drug

FIGURE 32.3 A crystal product from a small-scale cooling crystallization of ortho-amino benzoic acid.

FIGURE 32.2 A simplified schematic of the molecular level process of crystallization. During crystal growth, solute
molecules or ions incorporate at kinks of steps on the crystal surface. In solution crystallization next to the solute
and solvent, many components can be present. Even though ideally only the solutes are incorporated, also all
other components present might have a substantial effect on the crystallization behavior through disruption of
the molecular level process.
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stability, bioavailability, andcolor. Figure 32.4 shows crystal structures of different formsof

amodel active pharmaceutical compound. A chemical compound that is able to crystallize

in different molecular or ionic arrangements in the crystal structures is named a poly-

morph [4]. The inability to control polymorphism in industrial crystallization processes

and in the crystalline product can cause challenging problems in the pharmaceutical in-

dustry [5]. If a solventmolecule is additionally present in the crystal structure, one speaksof

solvates. In the case of includedwater, this is termed ahydrate. Often solvates andhydrates

are unwanted due to their instability. In recent years, co-crystals attained substantial

attention as a route toward adjustable and improved solid-state properties of pharma-

ceutical compounds [6]. Co-crystals aremulticomponent crystals of components that are,

in their pure form, crystalline at room temperature. If the organic components of multi-

component crystals exchange charge or hydrogen, they are characterized as organic salts.

These definitions of different formsmight overlap: amulticomponent crystal containing a

pharmaceutical compound, a singly dissociated dicarboxylic acid and a solvent would be

characterized as a co–crystal salt solvate [7].

The crystal shape can be vital for the flow and storage properties of a product.

Filtration of a suspension after crystallization containing needle-like crystals, further-

more, might become a time consuming step when the needles plug the filter and form an

impassable barrier for the liquid. The terms crystal habit and crystal morphology are

evident for the description of the crystal shape (Figure 32.5). The crystal habit is linked to

FIGURE 32.4 A chemical compound such as an active pharmaceutical ingredient could form different crystal
structures either on its own (polymorphism) or together with other compounds (salt, co-crystal, solvate) which in
turn also could form polymorphs or related but stoichiometrically different compounds.
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the outer geometrical appearance of a crystal, regardless of the crystal structure. Terms

as cubic, acicular, plate-like or tabular are commonly used for the description of the

crystal habit. In contrast, the term crystal morphology corresponds to a description

related to the crystal structure [8]. The morphology refers to groups of crystal faces

having the same relation to the elements of symmetry and can be described in terms of

Miller indices. Further details on the relation between morphology and crystal structure

is described elsewhere [9,10].

A crystal size distribution (CSD) gives information on the collection of crystal sizes in

the product [11,12]. A CSD can be measured with the aid of a number of techniques all

capturing a different characteristic length scale of the crystalline product [13]. For the

same crystalline product, drastically different CSDs are obtained when using techniques

that, for instance, capture a number-based or a volume-based CSD (Figure 32.6). It is,

therefore, important to report what kind of CSD is measured or what technique is used to

measure the CSD.

Costly downstream processing such as sieving or grinding could be avoided if an

optimal CSD is obtained directly from the crystallization process. Often a narrow size

FIGURE 32.5 (a) Two crystals having the same habit but a different morphology; (b) Two crystals having a
different habit, but the same morphology. Adapted from Ref. [8].

FIGURE 32.6 Volume-based and number-based crystal size distribution of the same crystal product. The majority
of the crystals are small and, therefore, are prominently present in the number based CSD (right). The volume of
the small crystals, however, is hardly contributing to the total volume and therefore they do not impact the
volume-based distribution (left).
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distributionhas such optimal behavior. TheCSDof the product crystals can be responsible

for a specific dissolution and flow behavior of the solid crystals. During storage, a classi-

fication of the different size fractions may occur where the larger particles will be found

towards the bottom and the smaller ones towards the top of the container.

The presence of a very fine, powder-like fraction may lead to caking, due to elec-

trostatic interactions of the particles or humid conditions. During caking, the crystals

grow together and form a thick lump of crystals. During caking, impurities and mother

liquor are trapped within the caked crystals.

Predominantly in the food, pharmaceutical and fine chemical industries high levels of

purity are desired. For instance, impurities from side reactions during the synthesis of an

active pharmaceutical ingredient could lead to unwanted additional biological activity of

the administered drug if they end up in the final product. Impurities can be located on

several positions in the final product. First, they could be located on lattice positions.

That could occur if the impurity molecule strongly resembles the product molecule.

Second, they could be present in small pockets (inclusions) of mother liquor within the

interior of the crystals. Third, an agglomerated collection of crystals is often relatively

impure since impurities collect within the intergrown regions of the particles. Finally, the

impurities can be located on the surface of the crystals if the washing step is not optimal.

32.3 Crystallization
32.3.1 Solubility and Supersaturation

The solubility of a crystalline compound forms the basis for crystallization process

design. It describes at which temperature a specific solution composition is in equilib-

rium with a specific crystalline phase. Now that commercial equipment from several

companies is readily available solubility data for a variety of multicomponent systems

becomes accessible [14,15]. The solubility is a function of the solvent composition and

the temperature, while also other compounds present in significant amounts may affect

solubility. For bulk chemicals and proteins, the solvent usually is water; pharmaceutical

compounds often are crystallized using organic solvents and solvent mixtures.

The solubility curve of a number of crystalline compounds in water [1] is shown in

Figure 32.7. The different compounds show a wide variety of solubilities. While the NaCl

solubility is close to constant as a function of temperature, that of KNO3 shows a strong

dependence on temperature. Most organic compounds such as active pharmaceutical

ingredients show an increasing solubility with temperature in organic solvents. This

solubility often can be described sufficiently accurate using the van’t Hoff equation.

ln x ¼ � DH

R

�
1

T
� 1

Tm

�
(32.1)

The van’t Hoff equation describes ideal solubility behavior through the heat of fusion DH

and the melting temperature Tm [16]. Within a sufficiently small temperature region,
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these could be used as fitting parameters. The nonideality of the system causes the fitted

values to deviate from the actual heat of fusion and melting temperature and poor fits in

too wide temperature regions.

The driving force for crystallization can be represented by the chemical potential

difference between the prevailing out-of-equilibrium state of the system and the

corresponding equilibrium state [11,17]. This chemical potential difference thus is a

function of both concentration c and solubility c* at a specific temperature and pressure.

Therefore, the driving force for crystallization is usually represented by the supersatu-

ration ratio S:

S ¼ c

c� (32.2)

The supersaturation can be increased by, for instance, a concentration increase through

solvent evaporation or a solubility decrease by decreasing the temperature. Crystal

growth would reduce the solution concentration and thus the supersaturation.

The most stable polymorph has the lowest solubility c�I < c�II . If this is so in the entire

temperature region from 0 K to melting temperature one speaks of a monotropic system.

In an enantiotropic system, there exists a transition temperature below which one form

is stable and above which the other is stable temperature. This means that in an

equilibrated suspension of metastable polymorph II (SII¼ 1) a supersaturation

SI ¼ c=c�I > 1 exists towards the stable form I. In time, such a system would transform to

FIGURE 32.7 Solubility as a function of temperature for a number of crystalline compounds in water. While the
NaCl solubility is close to constant as a function of temperature, that of KNO3 shows a strong dependence on
temperature. At low temperatures, the hydrated form of Na2SO4 has a lower solubility and thus is more stable
than the anhydrate. At higher temperatures, this is reversed. Constructed from data in Ref. [1]
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a suspension of form I crystals in equilibrium with a solution at concentration c�I
through nucleation and growth of form I and dissolution of metastable form II. However,

this could take a considerable amount of time if nucleation and growth are sufficiently

small. A pharmaceutical product consisting of a metastable polymorph then could be

stable enough to market as a drug. However, usually the most stable form is preferred as

the product.

32.3.2 Crystallization Techniques

Industrial crystallization techniques [11,17,18] are defined by the way supersaturation is

created. In case of evaporative crystallization, solvent is removed by evaporation from a

boiling solution. Upon evaporation of the solvent, the solute concentration increases,

which increases the supersaturation. The supersaturation, in turn, is consumed by the

growing crystals. Evaporative crystallization thus is operated close to a three-phase

equilibrium point where vapor, solution and solid phase are in equilibrium. The solu-

tion volume is reduced by transferring solvent to the vapor phase and solute to the solid

phase. The operating temperature can be substantially adjusted through changing the

pressure-dependent boiling temperature.

Evaporative crystallization can be applied on a large scale in continuous bulk

chemical production for products such as table salt [19] and sugar [20]. Evaporative

crystallization is chosen if the solubility does not show a strong positive dependence on

temperature, for instance in the case of table salt (Figure 32.7). Often the choice for

evaporative crystallization is made if the temperature dependence of the solubility is less

than 0.005 g/g �C [21]. A recycle stream in a continuous evaporative crystallizer is used to

remove crystal product from the remaining solution. A cascade of evaporative contin-

uous crystallizers (Figure 32.1) is used to increase yield while reducing energy con-

sumption: the vapor from a crystallizer is used to evaporate the solvent in a subsequent

one.

Cooling crystallization can be chosen if the solubility shows a strong positive

dependence on the temperature, larger than 0.005 g/g �C, and if the solubility at the

lowest possible temperature is sufficiently low [21]. Upon decreasing the temperature of

an equilibrated suspension, the solubility is decreased, and supersaturation is created

which is reduced again by the growing crystals in the suspension. Usually cooling

crystallization is applied in batch mode. Scaling on cooling surfaces may be an issue in

continuous cooling crystallization due to the large temperature differences needed for a

substantial production rate.

Another way to create supersaturation is to add an antisolvent. Although an anti-

solvent dilutes the mixture and reduces the concentration, it also strongly reduces the

solubility in the mixture. If the solubility reduction exceeds that of the concentration

then a supersaturation can be created which induces crystallization. Precipitation is

sometimes named reactive crystallization. Upon mixing two streams, a reaction occurs

which results in a sparingly soluble solute. If sufficiently high concentrations are used,

the concentration is much higher than the solubility and supersaturation is created.

1324 HANDBOOK OF CRYSTAL GROWTH



Both antisolvent crystallization and precipitation involve mixing of process streams.

This mixing usually coincides with large, local supersaturations close to the inlet points.

Therefore, usually locally at the flow inlets nucleation occurs after which the crystals

grow out upon suspension in the bulk solution. Due to these mixing effects and local

variations in process variables, it is difficult to control such processes.

Figure 32.8 shows the phase diagrams from the different crystallization techniques. It

also shows how supersaturation is created and the relation between concentration,

solubility and supersaturation ratio S¼ c/c*.

32.4 Crystal Nucleation
Crystal nucleation is the start of a phase transition towards the crystalline solid phase

[22]. It is thus the subprocess of crystallization with which crystals come to existence,

and it takes place in a supersaturated mother phase (solution, melt, and vapor, solid).

FIGURE 32.8 The phase diagrams, solubility lines, and operating points for the different crystallization techniques:
(a) evaporative crystallization; (b) cooling crystallization; (c) antisolvent crystallization; (d) precipitation.
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Since this subprocess determines the number of crystals between which the

crystalline material is divided during the crystallization, it plays a key role in deter-

mining the CSD: for the same mass crystallized, a higher number of crystals formed

during the nucleation stage results in a smaller average product size. It is also

thought that crystal nucleation is responsible for the kind of crystalline material

formed: if the nucleation rate of a metastable phase is larger than the stable phase

the metastable polymorph would dominantly form if the growth rate is not

substantially smaller.

Within an industrial crystallization process, crystals can be formed from an initially

clear solution (primary nucleation) or due to the presence of parent crystals (secondary

nucleation). In turn, primary nucleation generally is divided into homogeneous and

heterogeneous nucleation. During heterogeneous primary nucleation, the crystals form

at surfaces such as dust particles, crystallizer wall, air-solution interface or deliberately

added template particles. Homogeneous primary nucleation takes place in the absence

of heterogeneous particles in a clear solution. It is important to note that in the

laboratory and more so in large-scale processes on an industrial scale, the presence of

many different heterogeneous particles or surfaces is impossible to avoid. Despite their

importance, usually no information is available on the amount and kind of heteroge-

neous particles that are finally responsible for the occurrence of heterogeneous

nucleation.

Thus, while an unseeded batch cooling crystallization process usually relies on

primary nucleation to provide the crystals, during a continuous crystallization process

the omnipresent crystals continuously generate more crystals through secondary

nucleation. Only in extreme cases are there indications that homogeneous nucleation

is the dominant nucleation mechanism. This is summarized in Figure 32.9. Since

primary and secondary nucleation are strikingly different processes, controlling and

predicting crystal size from these processes thus need completely different

approaches.

FIGURE 32.9 Crystal nucleation is divided into primary and secondary nucleation. Primary nucleation occurs in a
clear liquid either in the absence (homogeneous primary nucleation, HON) or in the presence (heterogeneous
primary nucleation, HEN) of heterogeneous particles. Secondary nucleation occurs in the presence of crystals. New
crystals can be, for instance, created due to collisions of parent crystals with the stirrer (attrition), but other
secondary nucleation mechanisms are also possible.

1326 HANDBOOK OF CRYSTAL GROWTH



32.4.1 Primary Nucleation

When cooling down a solution to below its saturation temperature it becomes super-

saturated and growth can commence if crystals are present. However, crystals are only

detected when already a substantial supersaturation is generated (Figure 32.10). Since

this cannot be only attributed to the delayed detection of macroscopically large crystals

due to the detectable crystalline amount and the growth rate, it shows that a substantial

free energy is needed for nucleation to occur. Thus, there is an energy barrier for

nucleation, which is named nucleation work.

Starting with the work of Gibbs, classical nucleation theory (CNT) has served already

for almost 150 years to describe the nucleation work and the resulting kinetics of the

barrier crossing. This shows CNT is a powerful theory that needs strong, convincing

evidence to be put aside. There are, however, some serious issues with the theory, an

important one inevitably being the inability to accurately predict crystal nucleation rates

[23]. Primary nucleation, its issues and recent advances, will be discussed in the current

section from the viewpoint of industrial crystallization.

Although heterogeneous nucleation (Figure 32.9) is the dominant mechanism in

industrial crystallization, the nucleation rate equation following from CNT can be best

explained through homogeneous nucleation. This equation then can also be used to

describe the mechanism that is assumed to be dominant: heterogeneous nucleation.

Homogeneous nucleation is a balance between a free energy gain and loss. The gained

results from the thermodynamics that drive the system towards the more stable

crystalline state through the supersaturation, determined by the chemical potential

difference between the two bulk states (bulk solution and bulk crystalline solid) and the

FIGURE 32.10 A measurement of the metastable zone width (MSZW). A sample is heated and cooled with a
specific rate while the transmission of light through the sample is recorded. If the transmission is smaller than
100%, crystals are present; if it is 100%, a clear solution is present. The clear point is the temperature at which a
suspension turns into a clear solution upon increasing the temperature. For this sample, the clear point is
measured to be around 36 �C. The cloud point is the temperature at which a clear solution turns into a
suspension upon decreasing the temperature. For this sample, the cloud point is measured to be around 22 �C.
The difference between clear and cloud point is the metastable zone width (MSZW).
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cluster volume. The loss is due to the surface that has to be created between the formed

crystal and the supersaturated solution, and this loss is thus related to the interfacial

energy of the solid–solution interface and the interfacial area.

At small cluster sizes, a substantial fraction of the molecules in the cluster are posi-

tioned at the surface, and the interfacial term is dominant over the volume term: there is

a free energy loss upon creating the cluster. At large cluster sizes, there are many

molecules within the bulk of the cluster and the volume term dominates: there is a free

energy gain upon creating the cluster. Thus, there is an intermediate cluster size at which

the free energy loss is maximum, and this is the nucleus size (sometimes named the

critical nucleus size). This is shown in Figure 32.11.

Equations for the nucleus size n* and nucleation work W * can be derived from the

expressions for the interfacial and volume terms [22]:

n� ¼ 32pv2g3

3k3T 3 ln3 S
; W� ¼ 16pv2g3

3k3T 3 ln3 S
(32.3)

With the interfacial energy g between crystal and solution, the shape factor c relating

surface area and volume, molecular volume v of the solid, and supersaturation ratio S. At

increased supersaturations and decreased interfacial energies the nucleation work W * is

lower: it becomes energetically easier to nucleate. It should be noted that here the crystal

is considered isotropic: the interfacial energy is constant in all directions. As is known for

macroscopic crystals this usually is not the case, especially for crystalline material with a

high melting temperature and low or moderate solubility: interfacial energies are

FIGURE 32.11 Left: The free energy associated with the formation of a cluster as a function of the cluster size n
at a constant supersaturation S. At the nucleus size n* the free energy of formation is maximum, which is the
nucleation work W*. Right: The decrease of the nucleation work W*/kT as a function of the supersaturation ratio
S for both HON (upper solid line) and HEN (lower solid line) for typical nucleation parameters.
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relatively low for specific crystal surfaces due to the lower number and size of broken

bonds at these crystal surfaces. These low interfacial energy surfaces will be dominantly

present in the crystal morphology, striving to a low overall interfacial energy.

Thus, crystal nucleation is an activated process with the nucleation work W* as the

free energy barrier. The nucleation rate J, defined as the number of crystals generated per

unit of time and volume, then can be described with an Arrhenius-type of equation [22]:

J ¼ A exp
��W��kT� ¼ A exp

�� B
�
ln2 S

�
(32.4)

While the exponential term describes the thermodynamics of the activated process of

nucleation, the pre-exponential term deals with the kinetics of the barrier crossing. In

order to describe the pre-exponential factor A, the model behind it has to be physically

understood. A supersaturated solution consists of building units that can associate into

larger clusters through a stochastic process involving a large amount of random single

building unit attachments and detachments. The nucleus is a cluster consisting of n*

building units for which the attachment frequency is equal to the detachment frequency

of building units. Clusters smaller than the nucleus size tend to dissolve while clusters

larger than the nucleus size tend to grow to become macroscopically large crystals. The

nucleus, thus in metastable equilibrium with the supersaturated solution, has about 50%

chance to grow out rather than to decay.

The stationary nucleation rate then can be defined as the flux of particles through the

nucleus sizen* towards larger size. This flux is definedby the concentration of nucleiX*(n*),

theattachment frequency f *ofbuildingunits to thenucleusmakingclustersofa size (n*þ 1)

and the probability p(n*þ 1) that a cluster of size (n*þ 1) grows out rather than dissolves.

J ¼ pðn� þ 1Þ $ f � $ X��n�� (32.5)

The attachment frequency f * of building units to nucleus is reported to be an important

factor in controlling nucleation and also growth. Molecules can self-associate and

form different types of building blocks for different types of crystal structures

(polymorphs), as can be seen in Figure 32.12. Several techniques are available to

FIGURE 32.12 Effect of self-association on crystal nucleation processes.
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determine the kind of association that occurs in solutions [23]. More and more literature

reports show that solvents determine the association process and cause solutes to be

dominantly present in specific associates that lead to the crystallization of specific

polymorphic compounds [24,25].

Unfortunately, the concentration of nuclei X*(n*) in a supersaturated solution is not

known. Since in case of equilibrium the flux of particles through the nucleus size would be

zero, the concentration C*(n*) of nuclei is known that develops if equilibrium would be

achieved between the supersaturated solution and the nucleus size. This is just a function

of the nucleation work and the concentration C0 of nucleation sites in the system.

C��n�� ¼ C0 exp
��W��kT� (32.6)

A relation between the actual concentration X*(n*) and the hypothetical equilibrium

concentration C*(n*) of nuclei can also be derived and the nucleation rate can be

written as:

J ¼ z $ f � $ C0 exp
��W��kT� (32.7)

The Zeldovich factor z accounts for the fraction of clusters of size (n*þ 1) that dissolve

rather than grow out as well as for the difference between X*(n*) and C*(n*). The

Zeldovich factor z can be expressed as a function of the supersaturation ratio and the

exponential term B:

z ¼ ln2 Sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12pkTB

p (32.8)

For a value of z¼ 1, an attachment of a building unit to the nucleus would reduce

the possibility to zero for the cluster to dissolve. Furthermore, the concentration

X*(n*)¼ C*(n*). This would only occur at very high supersaturation ratios for which it is

unlikely that nucleation occurs but rather spinodal decomposition. Therefore, reported

values for z should lie below one and are usually in the range of 0.001–1.

Equation (32.7) is valid for homogeneous stationary nucleation where nuclei form in a

clear solution in the absence of heterogeneous particles. However, in industrial settings

such heterogeneous particles cannot be avoided, and it is usually assumed that

heterogeneous nucleation (HEN) occurs under these conditions due to the much

lower nucleation work W �
HEN << W� associated with heterogeneous nucleation,

although the concentration Ca<< C0 of nucleation sites in heterogeneous nucleation is

lower as well.

JHEN ¼ zf � Caexp
��W �

HEN

�
kT

�
(32.9)

Since in case of heterogeneous nucleation, the nucleus forms on a heterogeneous par-

ticle there are now three interfacial energies involved: next to the interfacial energy

between crystal and solution the interfacial energy between heterogeneous particle and

crystal and between the particle and the solution have to be considered. Usually not

much is known about these interfacial energies due to the ill-defined character of the
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heterogeneous particles, and the interfacial effects are captured in an activity factor

0< x< 1.

gHEN ¼ xg (32.10)

The activity factor reflects the apparent reduction of the interfacial energy between

solution and crystal due to the formation of the crystal on the heterogeneous particle.

The concentration C0 of nucleation sites is another variable determined by the het-

erogeneous particles present. Since the nucleus cannot form everywhere in the solution

but only on the heterogeneous particles the concentration of nucleation sites decreases

for heterogeneous nucleation Ca<< C0 to a value related to the concentration of het-

erogeneous particles present:

Ca ¼ CHENaHEN (32.11)

where CHEN is the concentration of heterogeneous particles and aHEN is the number of

nucleation sites per heterogeneous particles.

For the heterogeneous nucleation rate JHEN following the CNT, it follows that [22]:

JHEN ¼ zf �Ca exp

�
� 16pv2x3g3

3k2T 2 ln2 S

�
¼ AHEN exp

�
� BHEN

ln2 S

�
(32.12)

This then can be used to put next to experimental data on crystal nucleation rates from

solution. Recently, a number of different crystal nucleation rate measurement methods

were developed based on the double pulse method [26] and microfluidic devices [27]

usually in unstirred solutions and turbidity measurements [28,29] in stirred solutions.

Once nucleation rates are obtained as a function of supersaturation, they can be

analyzed using the nucleation rate equation from Eqn (32.12) giving values for the pre-

exponential factor AHEN and the exponential factor B through a fitting procedure. While

the low values reported for BHEN indicate heterogeneous nucleation, the low values for

AHEN show that either the attachment frequency f * of building units or the concentration

Ca of heterogeneous particles is lower than expected [30,31].

Unfortunately, since usually nothing is known about the kind of heterogeneous

particles the obtained values for AHEN and BHEN cannot be analyzed further to obtain

molecular information on the crystal nucleation process which then would lead to

fundamental understanding of crystal nucleation processes and better nucleation the-

ories and nucleation rate predictions. Currently, more and more research becomes

available studying the effect of well-defined heterogeneous particles on nucleation rates

under well-defined conditions, which would enable a molecular interpretation. Also,

simulation processes of nucleation of larger and more realistic systems become possible.

Next to association processes and heterogeneous particles, a third possibility is to use

external energy sources for influencing and possibly controlling nucleation processes.

For instance, lasers were used to align molecules in solutions to facilitate the nucleation

of specific polymorphs [32]. Lasers were also used to induce cavitation that enabled

crystal nucleation [33]. Other external energy sources include electric [34] and magnetic

fields [35] and ultrasound [36,37].
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There are many discrepancies between classical nucleation theory and observations

from experiment and simulations. One of the main assumptions in CNT is that clusters

have the same crystal structure and interfacial energy as the macroscopically large

crystal. Only the reports of nucleus sizes between one and 1000 molecules already

indicate that this may deviate considerably from that of a macroscopically large crystal.

In fact, losing the assumption of structured nuclei is the main driver of recently

introduced nonclassical nucleation mechanisms such as the two-step nucleation

mechanism [38,39].

Molecular simulations [40] gave a first indication that on the transition from solution

to crystalline phase it is energetically more favorable to form a liquid-like cluster in

which only at larger sizes a structure is introduced. Protein nucleation experiments lead

to the observation of a two-step nucleation mechanism where liquid-like clusters with a

high protein density form followed by the formation of crystalline nuclei in these liquid-

like clusters [38]. This would be a two-step mechanism because a barrier for nucleation

exists for both the liquid-like and crystalline phase. Especially for inorganic compounds,

it is argued based upon experimental evidence that larger crystalline metastable clusters

form that then coagulate to form larger crystals [41,42].

Recent advances in analytical tools, molecular simulations, and measuring tech-

niques continue to boost nucleation research. In the coming years, it is, therefore,

expected to see a substantial increase in crystal nucleation knowledge. This will posi-

tively influence the industrial crystallization process control and the control over

product quality from these processes.

32.4.2 Secondary Nucleation

In stirred solutions in small volumes of around 1 mL, it appeared that often only a single

nucleus formed which grows out before other crystals form [43]. When the single crystal

is large enough, it initiates secondary nucleation where new crystals originate from this

parent crystal. This single crystal was visually observed [44] but earlier also was reported

to cause chiral symmetry breaking during the crystallization of sodium chlorate, an

achiral compound that crystallizes in a chiral space group [45,46]. This single nucleus

mechanism indicates that possibly secondary nucleation mechanisms play an important

role in determining the crystal size distribution and polymorphic form, not only in

continuous crystallization processes, but even in unseeded batch cooling crystallization

processes.

Secondary nucleation, exemplified by attrition in Figure 32.9, takes place in the

presence of larger crystals in the suspension. Next to attrition, which seems to be

the dominant secondary nucleation mechanism in industrial crystallizers [18], several

other mechanisms for secondary nucleation have been identified: initial breeding,

needle breeding, fracture, fluid shear, and contact [47].

Attrition causes secondary nucleation fragments due to collisions of the parent

crystals with each other, the walls, and the stirrer. The stirrer tip is playing a dominant
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role in this process because of its high velocity in respect to the suspension, leading to

high-energy collisions of the parent crystals with the stirrer tip. A high tip speed of the

stirrer thus is associated with a high attrition rate due to the large parent crystal collision

frequency. However, high tip speeds are needed in order to have the crystals suspend

through the solution sufficiently well. The balance between the attrition rate and

suspension is a major challenge in crystallization scale-up while keeping control over the

crystal size distribution.

Another way to influence parent crystal collision frequency is through the crystal

mass fraction in the suspension. A higher fraction is often related to a higher number of

crystals in the suspension, which in turn then would be related to a higher collision

frequency.

Also, the parent crystal size is of influence: above a certain size the large parent

crystals do not follow the fluid streamlines such as smaller crystals would do, and the

stirrer collision probability increases. Sometimes the attrition size can be estimated from

microscopic pictures of the interior of the attritted parent crystals submerged in a liquid

with the same refractive index such that the crystal surface does not cloud the view on

the crystal interior [48]. This attrition size may be influenced by the density difference

between crystalline phase and solution.

The collisions cause fragments that may be strained and stressed and thus contain

an increased chemical potential compared to an unaffected crystal. This indicates that

some fragments after formation may experience an undersaturation, even though the

solution is supersaturated towards the crystalline compound. This means that the

supersaturation ratio is another factor influencing secondary nucleation rate: a higher

supersaturation increases the probability that attrition fragments survive [49].

Next to the crystallization process conditions, many other parameters may be of

influence on the secondary nucleation rate due to attrition of parent crystals with the

stirrer. The material properties of crystals such as hardness and Young’s modulus may

play a role in the attrition propensity in a crystallizing system [50,51]. The geometry of

the crystallizer and the type of stirrer, as well as the draft tube and baffle position in

relation to the stirrer, can be important factors in determining the attrition rate [52].

Depending on the material, process conditions and process equipment, attrition seems

to generate fragments in the range of 1–10 mm [48,53–56].

32.5 Crystal Growth
Crystal growth rates are of key importance to the engineer since they determine the

crystal residence time in the crystallizer to achieve a specific crystal size and, therefore,

the size of the crystallizer and the investment costs.

The linear growth rate of a specific hkl face is often denoted as Rhkl. For faceted

crystals, the linear growth rate between hkl faces can be drastically different. The growth

rate is different between faces because the surface construction differs from face to face

and thus also the integration process into the kink sites is different. The growth rates of
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the top faces of a needle-like crystal are usually much larger than the side faces. There is

thus a relation between the crystal shape and the linear growth rate: the slowest growing

hkl faces determine the shape. Linear growth rates in solution crystallization are in the

order of 10�7 to 10�9 m/s. For melt layer growth, the processes can feature growth rates

in the range of 10�5 to 10�7 m/s while in precipitation processes even smaller growth

rates than 10�9 m/s could prevail.

Different definitions of growth rates are in use. In case a CSD is recorded during a

crystallization process, the increase per unit of time of the characteristic crystal size L is

often referred to as an overall growth rate GL. Growth rates are sometimes also measured

in terms of mass increase per surface area per unit of time resulting in a deposition rate

Gm. These growth rates can be interconverted provided the crystal shape remains

constant during crystal growth (Figure 32.13).

Figure 32.2 shows the route a solute molecule travels from the bulk solution to the

integrated state in a kink site of a step on the crystal surface. This involves several steps.

Usually the growth process is controlled by either volume diffusion or solute integration.

Then the growth process is referred to as respectively volume diffusion controlled growth

and integration-controlled growth. In both cases, the crystal growth rate is greater the

higher the supersaturation. Only in the case of volume diffusion, the growth rate would

be influenced by fluid dynamics since the volume diffusion boundary layer between

crystal and bulk solution becomes thinner at higher fluid dynamics.

During growth and also nucleation, the release of the heat of crystallization causes an

increased temperature at the surface [57,58]. Usually in solution crystallization this heat

can be dissociated quite rapidly from the surface due to the large amount of solvent

present that can act as a heat sink. In melt crystallization, this heat can be considerable

and strongly affect growth rates [59,60]. Other steps that may play a decisive role in

growth rate are the solvent shell removal around the solute and the volume diffusion of

solvent and impurities away from the growing surface.

FIGURE 32.13 The relation between the linear growth rate Rhkl of a specific hkl face, the overall growth rate GL,
and the deposition rate Gm for a faceted crystal.
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Growth rates thus depend not only on the prevailing supersaturation in the solution

but may also be a function of temperature, pressure, and composition of the mother

liquor, but also of fluid flow conditions, crystal growth history, and the presence of

additives or impurities.

Steps and kinks (Figure 32.2) on crystal surfaces are energetically favorable sites

to adsorb molecules. One way to introduce a step on a flat surface is to create a

two-dimensional nucleus on the flat surface. At the periphery of the nucleus then

molecules can be incorporated. This combination of two-dimensional nucleation and

lateral growth of the two-dimensional islands on the surface is termed the birth and

spread mechanism [61]. Since nucleation is involved, the birth and spread mechanism

is a strong nonlinear function of supersaturation. For this mechanism, this leads to

zero growth rates at low supersaturations and an exponential rise in the growth rate

above that.

At small supersaturation, no growth would occur via the birth and spread mechanism

because the energy barrier for two-dimensional nucleation is too large. Experimentally it

is, however, observed that crystals grow at small supersaturations. This is explained by

the spiral growth mechanism [62]. The presence of lattice imperfections such as screw

dislocations in the crystal cause steps on the surface. These steps provide energetically

favorable access points for incorporating molecules. Since the step originates from a

fixed position of the dislocation at the surface, the incorporating molecules make the

step spiral around this dislocation.

For the birth and spread mechanism at higher supersaturations the energy barrier for

nucleation decreases. At some upper limit of the supersaturation, the energy barrier for

nucleation becomes so low that the thermal energy within the system can overcome the

barrier and molecules can freely, without energy penalty, incorporate at any position at

the surface without the need of two-dimensional nucleation. The face then becomes

rough, and the crystal growth mechanism is referred to as rough growth. The transition

from birth and spread to a rough growth mechanism due to supersaturation is termed

kinetic roughening. Its counterpart is thermal roughening where the crystal face in

equilibrium shows a transition from flat to rough when increasing only temperature.

More fundamental details on growth kinetics are given in Volume I of this Handbook.

A simple empirical relation for the linear growth rate Rhkl can be given as:

Rhkl ¼ K ðS � 1Þn (32.13)

where K is an empirical kinetic constant and the power n is the growth order. In case of

surface integration-controlled growth, the value of K and n depend on the growth

mechanism that occurs. Complex expressions derived from more accurate descriptions

exist for the three growth mechanisms, but they all can be simplified to Eqn (32.13) by

lumping the complexity in both K or n. The spiral growth, birth and spread, and linear

growth mechanism have growth orders n of respectively two, larger than two and one.

In case of volume diffusion controlled growth, often it is more convenient to use the

deposition rate GM in an expression equivalent to Eqn (32.13). The kinetic constant then

Chapter 32 • Fundamentals of Industrial Crystallization 1335



is determined by the diffusion coefficient, the boundary layer thickness and the solu-

bility, which makes it a function of for instance temperature and fluid dynamics. Usually

a growth order n¼ 1 is taken for volume diffusion controlled growth.

If surface integration and volume diffusion result in competitive rates, neither can be

neglected and an appropriate expression accounting for both should be used.

Since the construction of the crystal surface plays an important role in the growth rate

the crystal growth history of the crystals is an important factor. The perfection or lack

thereof of the surface can influence the growth rate, either accelerating or suppressing

crystal growth. Often the growth history of crystals in a suspension is not equal leading to

equally sized crystals having a different growth rate. These individual rates fluctuate

around an average growth rate but could even lead to dissolution of specific crystals

under supersaturated conditions. When crystals display individual growth rates despite

identical supersaturation conditions is termed growth rate dispersion (GRD) [63].

Sometimes this is modelled using Size Dependent Growth where the growth rate varies

as a function of size.

Foreign compounds such as solvents, impurities, and additives can have a drastic

effect on the growth rate [64]. Figure 32.14 shows the effect of an impurity on the growth

and dissolution rate of a crystalline compound [65]. Both the dissolution and the growth

rate are reduced by the presence of an impurity. The more of the impurity is present, the

more the growth rate is reduced. Interestingly, in this case the effect on dissolution and

growth rate of the impurity is the same. There are reports that additives lead to increased

growth rates [66].

The crystal shape is determined by the faces with the smallest growth rates

(Figure 32.15). Growth rates are a function of the supersaturation and, therefore, an

FIGURE 32.14 Growth and dissolution rates of MgSO4$7H2O in the absence and presence of the impurity borax.
Lines are drawn as a guide to the eye. Figure adapted from Ref. [65].

1336 HANDBOOK OF CRYSTAL GROWTH



effect of the supersaturation on the shape can be anticipated. Usually, more needle-like

shapes are obtained at higher supersaturations.

Since growth rates are also influenced by foreign compounds such as solvents [64],

impurities, and additives, the crystal shape is also influenced by their presence. Specific

crystal faces may experience growth inhibition and as a consequence, the crystal shape

changes (Figure 32.15). Tailor-made additives then can be used to induce a preferred

crystal shape [67]. Top faces of a needle-like crystal could specifically be inhibited with

such an additive in order to considerably reduce the needle aspect ratio and in such a

way prevent filtration issues or other problems.

32.6 Crystallization Process Configuration
More than 90% of active pharmaceutical ingredients (API) are crystals of small organic

molecules [68]. Industrial suspension crystallization is intended to result in the preferred

product quality having a good operational efficiency [69]. This means that from a

product point of view (1) a sufficiently pure product should be produced of (2) the

specified crystal form, having (3) the right particle size distribution and particle shape.

Operational efficiency nowadays demands that the process results in (4) a high yield at

(5) a high volume productivity using (6) reasonable cycle times.
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FIGURE 32.15 Impurity induced habit changes due to inhibited growth. Top: In the absence of the impurity the
crystal shape does not change and the linear growth rate R2> R1. Bottom: In the presence of the impurity on
surface two from time t0 the growth rate of face two is reduced ðR0

2 < R2Þ while that of face one remains
unchanged resulting in a shape change. Adapted from Ref. [67].

Chapter 32 • Fundamentals of Industrial Crystallization 1337



Conventionally this is achieved by optimizing a limited number of different

commercially available crystallizers. There are some excellent books dealing with con-

ventional industrial crystallizer types, choice, and optimization [11,17] and, therefore, this

chapter will not deal with that topic. Choosing an existing piece of equipment for a new

crystallization process (usually some type of stirred vessel) would mean that the range of

product quality and operational efficiency is limited and only incremental changes can be

achieved through optimization once the type of equipment is chosen. This is mainly due

to the many tasks that have to be performed within the stirred vessel during crystalliza-

tion. Important tasks are supersaturation generation, crystal nucleation, crystal growth,

secondary nucleation, and classification, all subprocesses that are optimally executed in a

specific conditional and compositional operating window. These operational windows

often do not overlap for optimal operational efficiency and product quality resulting in an

optimized industrial crystallizer but not in an optimized crystallization process.

Therefore, nowadays one approach within industrial crystallizer design research is

based on the optimization of the different subprocesses (task-based design [70]). The

optimization research of the different tasks will in future lead to a toolbox of functional

process building blocks for a specific crystallization task. Furthermore, these functional

building blocks for different crystallization tasks can be designed into a single crystal-

lization process or even an innovative crystallizer design especially optimized for a

specific compound.

Using this task based design approach, it is investigated how to come to large crystal

sizes from a crystallization process. A solution lies in having dedicated a growth

compartment in the crystallizer of the future in which crystal primary and secondary

nucleation are prevented. A promising candidate for a growth compartment is an airlift

crystallizer [71], which uses air bubbles rather than a stirrer to cause fluid dynamics. The

mild fluid dynamics cause secondary nucleation to be almost absent in the dedicated

growth compartment, even for large crystal sizes.

The task supersaturation generation can, for instance, be isolated by using a mem-

brane unit to remove solvent in a recycle loop [72]. In a state of the art evaporative

crystallizer, the surface area available for evaporation is limited which also limits the rate

of supersaturation generation. Evaporative crystallization processes consume a lot of

energy since the heat of evaporation should be provided. To prevent scaling through

crystallization, the solvent removal can take place at a higher temperature at which the

solubility exceeds the concentration and thus the solution is undersaturated. Cooling

down the concentrated solution creates supersaturation with which the crystal growth

task can be performed.

Crystal nucleation is possibly the key process to control for good control of industrial

crystallization processes. Over the years, many investigators studied possibilities to

control crystal nucleation among others by providing structure (solvent [24,25], template

surfaces [73]) and energy (laser light [74,75], electric fields [34], ultrasound [37]). Often, a

good optimization starts with having a sound and rigorous fundamental understanding

of the subprocess investigated.
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Another approach to come to well-controlled product quality is by using continuous

rather thanbatchcrystallization.Continuous industrialcrystallizationprocesses (Figure32.1)

for bulk chemicals such as salt and sugar have already existed for a long time [11,17,76].

Currently, batch crystallization processes are still the preferred process configuration in the

pharmaceutical industry. Batch crystallization processes are easily implemented and

maintained while they produce relatively large crystals if performed well. Although batch

crystallization processes seem simple, the underlying process control is highly complex.

This can lead to inconsistentproductspecificationsandbatch-to-batchvariations [77]aswell

as toproblems indownstreamprocessing and formulation.Milling of a crystallineproduct is,

therefore, a common unit operation in the pharmaceutical industry.

Continuous crystallization would lead to improved manufacture in the chemical and

pharmaceutical industry through more efficient use of reagents, solvents, energy, and

space while minimizing waste production and crystallizer downtime and maximizing

yield. Other advantages mentioned for continuous processes are shorter downtimes,

fewer scale-up issues, better control potential for optimal process conditions, improved

process safety, and economy, good reproducibility of results and smaller equipment size,

which reduce capital and operating costs [78,79]. Severe scale-up problems may be

prevented since pharmaceutical quantities can be achieved on benchtop scale. However,

sometimes encrustation, slow achievement of steady state, and operational instability

are issues to be solved for continuous crystallization processes.

32.6.1 Continuous Crystallization

Current continuous crystallization research focuses on three different process configu-

rations. Historically, the mixed suspension mixed product removal (MSMPR) crystallizer

[47] already is well known, especially for precipitation and antisolvent crystallization

processes. In an MSMPR crystallizer, a feed stream is continuously fed to the crystallizer

vessel and mixed with the already present suspension. An action is required to generate

supersaturation, which can be done by solvent evaporation, solution cooling, antisolvent

addition or by the addition of reagents that result in a low soluble reaction product. The

generated supersaturation causes crystal nucleation, growth, and other subprocesses to

occur in the suspension. Also, continuously a suspension stream is leaving the MSMPR

crystallizer in which a variety of crystal sizes will be present if no action is taken to

selectively remove crystals with the suspension stream. After a start-up period (usually

taken as a substantial number of residence times), the suspension composition reaches

the stationary state and, in principle, the obtained product quality should be stable.

Even slow growing crystals that need long residence times in the crystallizer to

achieve the preferred size can be produced in such MSMPR crystallizers using a single

process step. It appears to be relatively easy to switch from batch to continuous

operation by applying MSMPR crystallizers.

A way to increase yield is to introduce a recycle stream. After filtering the suspension

stream one is left with a solution, which still contains a substantial amount of the

Chapter 32 • Fundamentals of Industrial Crystallization 1339



dissolved product if the solubility of the product is relatively high. This solution can be

combined with the feed stream in order to remove the remaining product. When using

antisolvent crystallization or cooling crystallization, however, an action is required to

respectively remove the antisolvent or concentrate the solution so that still a supersat-

uration can be achieved upon feeding the combined feed and recycle to the MSMPR

crystallizer.

Another way to boost yield while increasing the product size is to connect several

MSMPR crystallizers in a cascade [80]. In the subsequent crystallizers, the product then

is grown to larger sizes. As an example, Figure 32.16 show a cascade of three continuous

MSMPR cooling crystallizers with a recycle. Apart from cooling crystallization, also

evaporative crystallization, antisolvent crystallization, and precipitation can be per-

formed using MSMPR cascades.

Connecting a large number of continuously operating MSMPR crystallizers ap-

proaches a plug flow to some extent [77]. In principle, a plug flow (PF) crystallizer is a

long tube to grow out the crystals that nucleate inside the tube. In a PF crystallizer,

narrow residence time distributions and narrow crystal size distributions can be ach-

ieved if it is operated in true plug flow. For true plug flow conditions, turbulence is

required, and that can only be achieved at high flow rates. This means that in order to

achieve long residence times for large crystals, long plug flow tubes are needed.

Therefore, a PF crystallizer is less suited for slow-growing crystals. Also due to the large

amount of crystallizer surface present in the small diameter tube, scaling and clogging of

the tube can be a severe issue [78].

Solution

Filtration

Product

Evaporation

Purge

T1<T0T0 T2<T1 T3<T2

Vapour

Recycle

Remaining
solution

FIGURE 32.16 A cascade of three continuous MSMPR cooling crystallizers in series. Each subsequent crystallizer
operates at a lower temperature to enforce a driving force for crystallization in order to increase the suspension
density through nucleation and growth. The filtration step continuously separates the crystal product from the
remaining solution. To increase the yield, the remaining solution is recycled back into the process after a
concentration step through evaporation. A purge stream enables impurities to leave the system. Adapted from
Ref. [80].
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In an oscillatory baffled (OB) crystallizer [77], a tubular crystallizer is equipped with

periodically spaced orifice baffles (Figure 32.17). An oscillatory flow motion is super-

imposed on the net flow through the tube. This gives improved mixing and mass transfer

compared to the PF crystallizer at lower flow rates. In both a PF and OB crystallizer, the

driving force can be controlled through the cooling profile imposed along the length of

the tube. Also, solvent or other components can be added at inlets along the length of the

tube in order to create the driving force.

32.6.2 Batch Crystallization

During a batch crystallization process, the process conditions change so that the su-

persaturation needed to grow the crystals is maintained. For instance, during a batch

cooling crystallization process the temperature is decreased gradually in order to

constantly increase the supersaturation which in turn is constantly reduced by crystal

growth. Also, the other crystallization techniques can be performed batch-wise.

Seeding is a way to prevent primary nucleation at the start of a batch crystallization

process. In a slightly supersaturated solution within the metastable zone where no

nucleation occurs, seeds are added in order to grow them out. The generated super-

saturation during the batch is only used for growth and because of the known amount

and size of the seeds, the final product size can be controlled if agglomeration and

secondary nucleation of the growing seed crystals can be prevented. The crystal size

Oscillation

Inlet

Filtration

Product

Remaining 
solution

FIGURE 32.17 An oscillatory baffled crystallizer is a tubular crystallizer with periodically spaced orifice baffles. An
oscillation is superimposed on the net flow for improved mixing and mass transfer. A driving force for
crystallization can be imposed by, for instance, a temperature profile along the length of the tube. The filtration
step continuously separates the crystal product from the remaining solution. The remaining solution can be
recycled back into the process. Adapted from Ref. [77].
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distribution of the final product depends on the nature of the seeds introduced into the

process [11,81–83].

If it is assumed that nucleation and agglomeration do not occur after seeding, the

number of crystals remains constant during the batch crystallization. Then it is possible,

through the number of crystals, to relate the seed mass Ms to the mass Mp produced

during the batch crystallization [11]:

Ms ¼ Mp

L3
s

L3
p � L3

s

(32.14)

where Ls and Lp are seed and product size, respectively. This then can be used to

determine the seed mass Ms needed to obtain a certain product size Lp during seeded

batch crystallization. Due to the power of three in Eqn (32.14) the seed mass can be very

small while still a substantial product size Ls can be achieved. If the seed size Ls¼ 10 mm

and the required product size is Lp¼ 100 mm, the seed mass to be used is around 0.1% of

the produced mass.

The seed quality depends to some extent on the origin of the seed crystals and how

the seeds are added. Fines in the seeds and seed surface irregularities and imperfections

can be removed by suspending the seeds in a slightly undersaturated solution and

adding them as a suspension rather than a dry powder. This increases the control over

the final product quality.

If the metastable zone width is small in batch cooling crystallization, primary

nucleation already occurs only a few degrees below the saturation temperature. The

temperature region for seeding is relatively small, and seeds could be added too early

causing dissolution of the seeds or too late, after primary nucleation already occurred. In

both cases, control over product quality is lost. Usually seeding is done at moderate

supersaturation entering not more than 30–40% into the metastable zone.

The crystal growth rate determines the batch time since the seeds have to grow out

from the seed size Ls to the product size Lp. For instance with a growth rate

Rhkl¼ 10�8 m/s, the time to grow the seeds from Ls¼ 10 to Lp¼ 300 mm is then estimated

to be 4 h. Of course, the supersaturation available for growth can be adjusted through the

cooling rate in order to speed up the process.

Three types of temperature profiles for cooling are commonly used in seeded batch

cooling crystallization: natural cooling, linear cooling, and parabolic cooling [84–90]. The

type of temperature profile has a significant impact upon the resulting crystal quality.

During the batch, the crystal size increases and more crystal surface becomes available

to consume the supersaturation. Therefore, the crystallizing system can handle larger

cooling rates toward the end of the batch. As the crystal surface area is quadratically

related to the crystal size, the temperature should, ideally, follow a parabolic function

using a slow cooling rate at the start and higher cooling rates toward the end of the batch

[11]. When properly controlled, a parabolic temperature profile results in a constant

supersaturation and a constant crystal growth rate throughout the duration of the batch

process (Figure 32.18), which usually is related to a good crystal quality.
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The linear and natural cooling profile both have a relatively fast cooling rate in the

initial stages of the batch crystallization process. When the cooling rate is too fast during

the initial stages of a seeded batch cooling crystallization, the seed crystals cannot

consume the generated supersaturation sufficiently fast. Consequently, the supersatu-

ration builds up to a point indicated in Figure 32.18 that extensive secondary nucleation

can proceed. At that point, control is lost over the number of crystals and thus over

the resulting product quality. If the attrition propensity of a compound is high then

secondary nucleation might occur already at relatively low cooling rates, especially if the

growth rate is relatively slow [91].

Agglomeration is the aggregation and intergrowth of crystals during crystallization.

When agglomeration occurs during the batch, the number of particles in the suspension

will decrease. The agglomeration rate depends on the number of crystal–crystal colli-

sions, the growth rate and the agglomeration tendency. If the agglomeration tendency of

a compound is high gently mixing and low supersaturations during crystallization might

prevent severe agglomeration.

32.7 Ensuring Product Quality in the Future
Industrial crystallization (Figure 32.19) is a subset of processes of primary nucleation,

crystal growth, secondary nucleation, and agglomeration. These processes are steered by

the solution properties, fluid dynamics, and the prevailing supersaturation. The interplay

between the different subprocesses and the process conditions determines the product

quality defined from the kind of material produced (form), crystal size distribution,

crystal shape, and purity.

Nowadays there are a number of inline process analytical tools [13] available to

monitor crystallization characteristics. Raman spectroscopy [93] is a tool that can make a

distinction between different forms in the suspension. Sometimes, in parallel the

FIGURE 32.18 Temperature profiles (a) and resulting supersaturation profiles (b) for natural and controlled
cooling in batch crystallization. Adapted from Ref. [92].
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solution concentration can be determined as well [94]. Other tools are infrared spec-

troscopy, particles size, and cord length measurement techniques, conductivity, sound

velocity turbidity, and online particle tracking by laser light [13].

These process analytical tools enable process control [95]. For instance, dynamic

control over the CSD in batch cooling crystallization processes can be obtained by using

an in situ cord length measurement technique [96]. Unintended secondary nucleation

outbursts can be detected and with controlled heating combined with an accurate

process model these secondary nuclei can be dissolved again. In order to come to true

process control, the signal of the process analytical tools should be translated into a

process action that has a very specific effect. This means that fundamental under-

standing of the subprocesses is needed to feed into rigorous process models that enable

the accurate prediction of how the system responds to process actions such as

temperature profiles.

New active pharmaceutical ingredients show an increasingly larger molecular weight

indicating that product molecules become larger while containing more functional

groups. This trend toward more complex molecules, but also to more complex and

multicomponent product materials, will surely proceed into the future.

A crystalline product has to fulfil certain specifications (e.g., color, stability) that are

related to the product quality aspects defined in this chapter: form, size, shape, and

purity. Relations between product quality aspects, process conditions, and the

molecular components in the product continue to be discovered and understood.

However, the resulting product quality is still difficult if not impossible to predict

a priori.

One important reason for this is that the relation between the crystallizing molecules

and the crystal structure is still not well understood. It is, therefore, still not possible to

Solution Primary
nucleation Crystal growth

Secondary nucleation

Agglomeration

Supersaturation

Fluid dynamics

Form
Crystal size distribution

Crystal shape
Purity

Product quality

FIGURE 32.19 The crystal product quality is determined by the form, CSD, shape, and purity of the crystalline
phase. This in turn is determined by the subprocesses of crystallization: primary nucleation, crystal growth,
agglomeration, and secondary nucleation. The subprocesses in turn are determined by the solution, prevailing
supersaturation, and fluid dynamic conditions.
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reliably know whether specific stable and metastable multicomponent crystal exists.

Pushed by demands from the pharmaceutical industry and the world of crystal engi-

neering, crystal structure prediction methods did make a giant leap forward in the last

few years [97,98]. At the same time, preparation methods and thermodynamic insight in

multicomponent crystals lifted off by discoveries in, for instance, the co–crystal research

field [15]. However, an accurate prediction of phase diagrams including multicomponent

effects is still not possible. In coming years, the current knowledge should be enlarged

and combined into an on-demand joint simulation and experimental approach for the

discovery and use of such kind of multicomponent crystals.

Another reason is the inability to predict size, shape, and purity of a crystalline

product from an industrial crystallization without experimental information. This

predictability is, for instance, limited by the level of understanding of the key process of

industrial crystallization, and crystal nucleation [23]. Predictions of nucleation rates with

current theories are still orders of magnitude off from those measured in experiments.

However, several new measurement methods became available the last few years. Also,

newly developed analytical tools can be used to capture the initial stages of crystal

nucleation. Molecular simulations, furthermore, become more and more powerful and

can handle realistic nucleating systems. This means that the coming years interesting

developments in this field can be expected.

Design, operation, and control of large industrial crystallization processes are

extremely complex and challenging due to the determining molecular processes that

make that all crystalline compounds show different crystallization behavior. The

increasing complexity and size of the product components in the future implies that the

complexity of the underlying processes will increase as well. At the same time, process

technology nowadays strives to sustainable processing which puts limits to waste pro-

duction, energy, and raw materials. All this brings new separation and particulate

challenges also for industrial crystallization processes. The design challenges will be

tackled in the future, for instance, by the task-based design approaches mentioned in the

section on crystallization process configurations. Another way to overcome many of the

problems is to develop continuous crystallization processes.

Increased complexity can also lead to opportunities. For instance, the combination of

a racemization reaction and grinding of a conglomerate system in Viedma ripening leads

to an enantiopure crystalline product [99]. In other instances, co-crystallization was

proposed as a separation technology, for instance, to remove a small concentration of

the product from a complex fermentation broth [100]. The use of co-crystals rather than

pure component crystals enabled the in situ product removal at much lower

concentrations.

The authors hope this chapter is convincing in showing that the solution to future

challenges has to be found in a fundamental understanding of the crystallization

subprocesses such as crystal nucleation and growth. This fundamental understanding in

turn results in the identification of innovative, integrated, and intensified crystallization

processes and equipment.
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Bell-curve furnace profile, 829–832
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BEN. See Bias-enhanced nucleation
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BGO. See Bismuth germinate

Bi-Sr-Ca-Cu-O system (BSCCO system), 1231

Bi4Ge3O12. See Bismuth germinate (BGO)

Bias-enhanced nucleation (BEN), 694

BiB3O6. See Bismuth triborate (BiBO)

BiBO. See Bismuth triborate

Binder, 429
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Biomineralization, 11

Biominerals, 11

Bismuth germinate (BGO), 152, 154–157

Bismuth triborate (BiBO), 201–202

Boiling solutions, 1196

Boron, 70, 684

Boron-doped type IIb diamond, 684–685

influence of boron impurities, 685
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Boule growth approach, 654

Boundary condition (BC), 264, 803–805

Boundary element method (BEM), 263

Boundary layer, 864–865

BPS theory. See Burton–Prime–Slichter theory

BR method. See Bridgman method

Bridgman method (BR method), 416–417, 796,
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Bridgman-Stockbarger methods (BS
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1352 Index



Brownian simulation, 1294

BS methods. See Bridgman-Stockbarger
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BSCCO system. See Bi-Sr-Ca-Cu-O system
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Bulk growth, 654

activities, 952

crystal growth methods, 1239–1243

crystalline material, 794

Bulk single crystals, 1050

dislocations in, 1074–1088

growth process, 1079–1081

thermal stress in, 1050

calculating methodology, 1051–1060

cracking by, 1069–1073

thermal stress analysis examples,

1060–1069

Bulk spiral formation mechanism, 180–187

Bunching. See Dislocation clustering

Buoyancy convection, 62, 119, 881–882

Burgers vector analysis, 358

Burton–Prime–Slichter theory (BPS theory),

916, 997, 1012–1014

C
Cabrera–Vermilyea model, 1200–1201, 1208

Cadmium mercury telluride (CMT), 955,

959–960

high-x CMT material, 960–964

Cadmium telluride (CdTe), 820

Cadmium tungstate (CWO), 152, 157–158

Cadmium zinc telluride (CZT), 820

bell-curve furnace profile, 829–832

Bridgman growth, 820

crystals, 964–967

experimental validation, 828–829

heat transfer analysis, 822–828

motivation, 820–822

CaF2 crystal. See Calcium fluoride crystal

CAFÉ numerical method. See Cellular

automaton finite element numerical

method

Calcite, 560–561

Calcium carbonate (CaCO3), 139–140

Calcium fluoride crystal (CaF2 crystal),

137–138. See also Large fluoride crystals

annealing process, 146

double-crucible system, 142–146

growth

apparatus, 140

technique, 138–139

starting materials, 139–140

technical challenges, 140–142

Caloric fluid, 799

Capillarity for crystal grower

catching and horizontal conditions, 768

growth angle, 764–766

Marangoni convection, 762–764

surface and cohesion energies, 761–762

wetting angle, 766–767

Young–Laplace equation, 764

Capillarity-driven processes, 760–761

Capillary convection, 63

Carbon, 81, 866–867

conversion methods, 673–674

doping mechanism, 515–519

P-T phase diagram, 673f

particles, 640

precipitates, 381–382

Carbon-bonded carbon fiber (CBCF), 633

Carbonate rocks, 11

Carbonate-silicate systems, 688–689

Carbonothermal process, 536–537

Carousel magnetic fields (CMF), 389

Catching conditions, 768

Cathodoluminescence (CL), 651

CBCF. See Carbon-bonded carbon fiber

CBO. See Cesium triborate

CC model. See Combined convection model

CCD. See Charge-coupled devices

CCz technique. See Continuous Czochralski

technique

Cd1–xZnxTe. See Cadmium zinc telluride (CZT)

CdTe. See Cadmium telluride

Index 1353



CdWO4. See Cadmium tungstate (CWO)

Ce3+-doped fluorides, 150–152

Cell patterning, 1114

Cellular automaton finite element numerical

method (CAFÉ numerical method),

452–453

Centrifugal effects, 852–854

Centrifuge, 496

Ceramic rod preparation, 290–291

CERN. See European Organization for Nuclear

Research

Cesium lithium borate (CLBO), 197–199,

1216–1217

Cesium triborate (CBO), 195–197

Charge-coupled devices (CCD), 857

Chechevitsa (lentil), 676

Chemical complexation reaction, 1281

Chemical decomplexation reaction, 1281

Chemical gels, 1297–1298

Chemical vapor deposition (CVD), 348, 673

DC Arc-Jet, 695–696

DC Plasma, 695

diamond CVD process, 692f

diamond specialties, 703–704

hot filament, 695

MPCVD, 696–698

principles, 692–694

Chemical vapor transport (CVT), 213

Chemomechanical polishing process (CMP

process), 749

Chirped-pulse amplification, 152

Chondrules, 37–38

CHPA. See Cubic high pressure apparatus

Chuck-less process, 748

CL. See Cathodoluminescence

Classical nucleation theory (CNT), 1327

CLBO. See Cesium lithium borate

Closed-loop control, 1145–1146

Clusters, 383–385

CMF. See Carousel magnetic fields;

Cusp-shaped magnetic field

CMP process. See Chemomechanical polishing

process

CMT. See Cadmium mercury telluride

CNT. See Classical nucleation theory

Co-crystals, 1319–1320

Coalescence growth technique, 527–531

Cochran–Levich solution, 997

C–O–H system, 690

Cohesion energies, 761–762

Coincidence site lattice (CSL), 379–380

Cold finger, 822–825

Cold pressing, 290–291

Cold traveling heater method (CTHM),

473–474

Colloidal silica, 429

Colored quartz crystals, 555–556

Columnar defective region, 651

Columnar grains, 419–420

Combined convection model (CC model), 998,

1016

Combined mass transfer coefficient,

1016–1018

Complex coordinated crystals, 565–566

Composition

diagrams, 543–544

zonation, 9–10

zoning, 25–28

Conduction, 801

Conductive HNPS-MFS-GaN crystals, 589–593

Conical growth channel, 636

Constitutional supercooling, 300–301

Continuous crystallization, 1339–1341

Continuous Czochralski technique (CCz

technique), 62–63, 73–74

Continuous-wave (cw), 703–704

Control system, 1145–1146

control loop, 1146f

crystal growth analysis and control,

1146–1147

feed-forward controller, 1149–1150

feedback controller, 1150–1153

model-based control, 1163–1165

reference trajectory generator, 1147

state estimator, 1147–1148, 1148f

Controlled variables, 1145–1146

Convection, 388–389, 803, 1040–1042

convection–diffusion equation, 1001

convective flow, 58–69

mass flux, 1006–1009

1354 Index



Convective heat and mass transfer, 1005

correlations for Nusselt numbers, 1009–1010

flow patterns in crystal growth, 1005–1006

melt convection classification, 1010–1012

phenomenological approach, 1009–1010

Convective transport

convective–diffusive transport, 854–855

diffusion transport vs., 1285–1295

Conventional control, 1167, 1175

Cooling crystallization, 1324

Cooling-down process, 1129

COP. See Crystal originated particles

Corundum (Al2O3), 428–429, 561–563

Counting method, 436–437

Coupled vibrational stirring (CVS), 344–345,

982–983

Crack-free thick HVPE-GaN layers, 652–653

Cracks, 302, 1069–1073

Critical Marangoni number, 882–884

Critical resolved shear stress (CRSS),

109–111

Critical Reynolds number (Rec), 958t

Critical temperature (Tc), 1230

CRSS. See Critical resolved shear stress

Crucible(s), 348–349

configuration, 825–828

crystal growth drawbacks, 758–760

rotation, 64

rate, 64–65

Crucibleless techniques, 760–761

Crystal

anisotropy, 1050–1051, 1060–1062

defects, 356–365

enlargement, 634–636

morphology, 12, 1286–1287

nucleation, 1325–1326, 1326f, 1338

primary nucleation, 1327–1332

secondary nucleation, 1332–1333

self-association on, 1329f

perfection determination, 444–447

product quality, 1343–1345, 1344f

pulling, 1244

rotation, 64

shape, 1320–1321, 1336–1337

shoulder, 55–56

Crystal growth, 1333–1337. See also Aluminum

nitride (AlN); Czochralski growth (Cz

growth); Defect generation during

crystal growth; Diamond crystal growth;

Silicon carbide (SiC)

analysis and control, 1146–1147

case of giant crystals, 21–24

controlling factors, 1248–1251

deciphering geological information,

12–16

decoding

disequilibrium mineral patterns, 24–32

polycrystalline textures, 16–21

from deep earth to outer space, 36–39

early earth mineral growth, 32–35

flow patterns in, 1005–1006

geological scenarios for, 4–11

growth rate and surface growth mechanism,

13f

by high temperature dissociative sublimation

anisotropic growth, 630–631

considerations from growth theory,

627–628

crystal habit, 630–631

dissociative sublimation, 628–630

growth conditions, 625–627

rate-limiting species, 628–630

high temperature sublimation growth

technology

crystal enlargement, 634–636

doping, 636–638

growth setup and process, 631–633

hot-zone materials, 633–634

seeded growth, 633–634

high-temperature solution growth,

1219–1223

low-temperature solution growth

mechanical impurities effect, 1206–1210

rates, 1199–1206

techniques, 1193–1196

Marangoni convection in, 886–904

mechanism, 1251–1263

origin of life, 32–35

primitive life detection, 32–35

process, 1145, 1286
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Crystal growth (Continued )

control system, 1145–1153

Cz process, 1153–1165

detached Bridgman process, 1169–1173

FZ technique, 1174–1176

Kyropoulos process, 1176–1178, 1177f

VB process, 1165–1169

VGF process, 1165–1169

from solutions, 1186

high-temperature solution growth,

1210–1223

low-temperature solution growth,

1187–1210

Crystal originated particles (COP), 89

Crystal size distribution (CSD), 1321

Crystalline solid, 795

Crystallization, 24, 1186, 1197

building blocks, 846

Crystallographic orientation, 444–447

CSB3O5. See Cesium triborate (CBO)

CSD. See Crystal size distribution

CSL. See Coincidence site lattice

CSLIB6O10. See Cesium lithium borate (CLBO)

CTHM. See Cold traveling heater method

Cubic high pressure apparatus (CHPA), 678,

678f

Cubic single crystal

elastic constant matrix, 1052–1053, 1052f

thermal strain vector, 1058

Curie’s symmetry principle, 954

Cusp-shaped magnetic field (CMF), 914,

923–927

CVD. See Chemical vapor deposition

CVS. See Coupled vibrational stirring

CVT. See Chemical vapor transport

cw. See Continuous-wave

CWO. See Cadmium tungstate

Cylindrical growth channel, 636

Czochralski growth (Cz growth), 46, 215–216,

849–850, 872–873, 910, 972–973, 998,

1029, 1050, 1074, 1144–1145, 1153

axial magnetic field, 914–917

CMF, 924–927

control objectives, 1153–1156

convective flow in Si melt, 61–66

conventional PID-based control, 1161–1163

crystal growth system, 886–892

economic aspects, 94–95

impact cycle time and costs, 96–97

special issues, 97–98

yield of dislocation-free Cz-grown crystals,

95–96

feed-forward control, 1160–1161

growth kinetics and interface shape, 59

heat and species transfer modeling, 66

heat transfer and growth rate, 59–60

industrial-like silicon Czochralski puller,

47f

intrinsic point defects and aggregates

calculation, 92–93

importance, 88–90

impact of impurities, 93–94

incorporation, 90–91

influence of crystal growth parameters,

91–92

magnetic fields, 67–69

with mixed convection, 1031–1034

principle, 47–48

procedure, 51–58

process characteristics, 1153–1156

RMF in, 929–930

segregation under steady forced convection,

1029–1030

of silicon crystals, 46

silicon Czochralski pulling apparatus setup,

48–51

state estimation, 1156–1160

TMF in, 936–937

transport and incorporation

considerations, 69

constitutional supercooling, 75–76

segregation coefficient, 69–72

species distribution in crystal, 72–75

striations, 76–77

unintentional impurity incorporation,

79–81

transverse magnetic field, 920–922

Czochralski method (CZ method). See

Czochralski growth (Cz growth)

CZT. See Cadmium zinc telluride
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D
DAC devices. See Diamond anvil cell devices

Dai-ichi Kiden Corporation (KDN), 396–397

DAP. See Donor acceptor pair

DC Arc-Jet CVD, 695–696

DC Plasma CVD, 695

DDG. See Double-disk grinding

Dead supersaturation zone, 1199–1206

Decoding disequilibrium mineral patterns,

24–32

Decoding polycrystalline textures, 16–21

Decoration precipitates (DP), 363

Deep ultraviolet (DUV), 209–210

Defect generation during crystal growth, 1094

defect-forming mechanism, 1094

dislocations, 1105–1121

faceting, 1130–1136

foreign phase particles, 1125–1130

grain boundaries, 1121–1125

point defects, 1096–1104

twinning, 1130–1136

Defect selective etching method (DSE

method), 585

Defect-free silicon, 46–47, 67

DEG. See Diethylenglycole
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“Denuded zone” technique, 82

Detached Bridgman process, 1169–1170,

1170f. See also Vertical Bridgman

growth (VB growth)

control objectives, 1170–1172

model-based control, 1173

PI-based control, 1172–1173

process characteristics, 1170–1172

Detwinning, 1269–1270

DFT. See Direct film transfer

Diamond, 672. See also High pressure high

temperature (HPHT)

boron-doped type IIb, 684–685

classification, 678–679

nitrogen-containing type I, 679–682

nitrogen-free type IIa, 683–684, 683f

Diamond anvil cell devices (DAC devices), 702

Diamond crystal growth. See also High

pressure high temperature (HPHT)

conversion methods, 673–674

high pressure diamond synthesis and growth

methods

synthesis with metallic catalysts, 674

TGG method, 675

high pressure equipment, 675

belt-type apparatus, 675, 676f

high pressure cell, 678, 679f

multi-anvil apparatus, 676–678

toroid-type apparatus, 676, 677f

high pressure growth

boron-doped type IIb diamond,

684–685

diamond classification, 678–679

nitrogen-containing type I diamond,

679–682

nitrogen-free type IIa diamond, 683–684,

683f

Diamond growth from gas phase, 691–692

CVD principles, 692–694

epitaxial growth and treatment

doping, 701

high speed growth, 698–699

lift-off process, 699

mosaic structures, 700

postgrowth treatment, 700–701

gas activation methods, 694–698

Dichroism, 234–235

Diethylenglycole (DEG), 719–720

Differential thermal analysis (DTA), 284

Differentiated weightmode, 1162

Diffusion, 846–848

layer, 300–301

mechanism, 1265–1268

mode, 1198

transport, 1285–1295

Diffusion-limited aggregation (DLA), 30

Dipole, 1113

Dipropylenglycole (DPG), 719–720

Direct film transfer (DFT), 745–746

Direct numerical simulation (DNS), 886–888

Directional crystallization, 585

Directional heat dissipation, 421

Directional solidification method (DS

method), 374, 938–941, 998, 1242–1243
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Directionally solidified castings (DS castings),

414. See also Single crystal castings

(SC castings)

ceramic shell molds for, 425–429, 431–434

elements and wax model assemblies, 430–431

investigation methods

crystal perfection determination, 444–447

crystallographic orientation, 444–447

macro and microstructure, 436–442

mechanical properties testing, 435–436

porosity investigation, 442–444

manufacturing methods, 415–418

numerical modeling, 447

analytical thermal analysis, 448–451

nucleation and grain growth, 452–454

temperature field, 451–452

parameters for, 421–423

Disk-driven forced convection, 1018–1021

Dislocation(s), 173, 356–359, 383–385,

686–687, 1105

annihilation, 1084–1085

in bulk single crystals, 1074–1088

clustering, 1117

density, 357

qualitative estimation, 1074–1075

quantitative estimation, 1075–1082

dynamics, 1111–1119

engineering, 1119–1121

free, 53–55

growth dislocations, 1105–1111

multiplication, 109–111

postgrowth dislocations, 1111

reduction process, 522–523

Dissociative sublimation, 628–630

Distributed parameter

model-based control, 1164–1165

system, 1146

Divariant system, 1261

DLA. See Diffusion-limited aggregation

DNS. See Direct numerical simulation

Donor acceptor pair (DAP), 610

Dopants, 302

distribution, 916, 920–922, 926

Doping, 352–356, 636–638, 657–659, 701

elements, 70

striations, 1045

Double donors, 84

Double-crucible system, 142–146

Double-disk grinding (DDG), 748

DP. See Decoration precipitates; Dynamic

polygonization

DPG. See Dipropylenglycole

Droplet oscillation method, 876

DS castings. See Directionally solidified

castings

DS method. See Directional solidification

method

DSE method. See Defect selective etching

method

DTA. See Differential thermal analysis

DUV. See Deep ultraviolet

Dynamic Bond number, 881–882

Dynamic magnetic fields, 858

Dynamic polygonization (DP), 358–359, 1095,

1121–1123, 1122f

Dynamic stability, 782–785

E
EBSD. See Electron back-scatter diffraction

EDAX. See Energy dispersive X-ray analysis

EDG. See Electrodynamic gradient freeze

Edge-defined film-fed growth (EFG), 760–761,

872–873, 897

crystal growth system, 902–904

technique, 745

EDTA. See Ethylenediamine tetra-acetic acid

EEM method. See Elastic emission machining

method

Effective segregation coefficient, 379–380,

1000–1001, 1018

in zone purification, 1038

EFG. See Edge-defined film-fed growth

Ekman flow, 956

Elastic constant matrix, 1051–1057

Elastic emission machining method (EEM

method), 750

Electrical power, 631–632

Electrical resistance heating, 462–463

Electro-magnetic-field-Czochralski method

(EMCZ), 68, 858–859
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Electrodynamic gradient freeze (EDG),

798–799, 821

Electrolytic crystallization, 1222

Electromagnetic CZ method-transverse

magnetic fields (EMCZ-TMF), 858–859

Electromagnetic field (EM field), 263–264, 268,

858–859

Electron back-scatter diffraction (EBSD), 324

Electron paramagnetic resonance (EPR),

681–682, 1290

Electron probe microanalysis (EPMA), 305

Electron spin resonance (ESR), 1290, 1291f

Electron spin resonance imaging (ESRI),

1290–1291

Electronic-grade polysilicon, 69

Elliptical mirror furnaces, 466

ELOG. See Epitaxial lateral overgrowth

EM field. See Electromagnetic field

EMCZ. See Electro-magnetic-field-Czochralski

method

EMCZ-TMF. See Electromagnetic CZ method-

transverse magnetic fields

Emerald, 561–563

Enclosure analysis, 808–810

Energy dispersive X-ray analysis (EDAX), 305

Energy equation, 800–803

EPD. See Etch pits density

Epitaxial lateral overgrowth (ELOG), 520,

652–653, 659, 1110

EPMA. See Electron probe microanalysis

EPR. See Electron paramagnetic resonance

Equilibrium phase diagram, 1233–1234

Ba-Cu-O system, 1234–1235

of HTSC materials, 1234

quasi-ternary phase diagram, 1235–1236

RE-Ba-Cu-O system, 1234–1235

standard gibbs free energy change,

1236–1239

Equilibrium temperature, 1236–1237

ESR. See Electron spin resonance

ESRF. See European Synchrotron Radiation

Facility

ESRI. See Electron spin resonance imaging

Etch pits density (EPD), 215, 383–384

Ethyl silicate, 429

Ethylenediamine tetra-acetic acid (EDTA),

1206

ETP. See Exterior triple point

EURECA-1 mission, 493

European Organization for Nuclear Research

(CERN), 158–159

European Synchrotron Radiation Facility

(ESRF), 702

Eutectic solidification, 303

Evaporative crystallization, 1324

Existence region, 1098

Experimental methods, 1289–1292

Experimental validation, 828–829

Exterior triple point (ETP), 260

External fields

dynamic magnetic fields, 858

electromagnetic fields, 858–859

static magnetic fields, 855–858

vibrational effects, 859–860

Extrinsic point defect incorporation,

1100–1101

F
Face-centered cubic metals (fcc metals),

1120–1121

Faceted dendrites, 392–393

Faceted growth, 1249

Faceting, 1130–1136

Facets, 58, 121–124, 349–352

formation, 1223

FB. See Flat belt

fcc metals. See Face-centered cubic metals

FE. See Free exciton

Fe-Ni-C system, 675

Feed rod, 251–252

Feed-forward controller, 1149–1150

Feedback controller, 1150–1153

FEM. See Finite element method

Fermi-level effect, 356, 1102

FET. See Field-effect transistor

FG. See Film growth

FIB technique. See Focused ion beam

technique

Fick’s law, 628, 1007

Fickian diffusion, 90
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Field-effect transistor (FET), 703

Film growth (FG), 674

Film thickness formulation, 1008–1009

Finite dimensional model, 1146–1147

Finite element formulation, 1059–1060

Finite element method (FEM), 264, 452–453,

1146

First law of thermodynamics, 799

Fixed abrasive sawing, 721–722, 728–729,

735–737. See also Slurry-based sawing

Flame fusion method. See Verneuil method

Flat belt (FB), 675

Floating zone silicon crystal growth (FZ silicon

crystal growth), 243, 246–249. See also

Multicrystalline silicon (mc-Si)

crucial FZ details

feed rod, 251–252

induction coil and arcing, 252–253

molten zone and growth angle stability, 251

origin and analysis of failures, 249

rotation and pull rates, 250

crystal morphology, 253

development, 254–255

doping techniques, 253–254

exemplary results, 267–276

floating zone process automation, 255–260

historical overview, 262–263

impurity distribution, 253–254

mathematical models, 263–267

numerical simulation, 260

setup, 245–246

zone melting purification, 243–245

Floating zone technique (FZ technique), 82,

914, 967–968, 1016, 1050, 1074, 1174

application, 773

automation

Avogadro crystal, 259–260

choice of reference and manipulated

variables, 258–259

measurement system description, 256–257

modeling, 257–258

motivation, 255–256

axial magnetic field, 918–919

CMF, 927

control objectives, 1174

conventional control, 1175

measurement techniques, 1174–1175

model-based control, 1176

process characteristics, 1174

reference trajectory planning, 1175

RMF in, 931–932

transverse magnetic field, 923

Floating-zone growth (FZ growth), 872–873

crystal growth system, 892–897

single crystal growth of intermetallic

compounds, 313

manganese silicides, 321–323

RuAl, 318–319

TiAl, 319–320

TiNb, 323–326

two-phase inductor and characteristics,

315–316

Flow control

electromagnetic fields, 341–343

vibrations, 344–345

Flow instability

Baroclinic instability, 862

Rayleigh–Bénard instability, 860–862

turbulence, 862–863

Flow speed control, 1169

Fluid dynamics

diffusion, 846–848

external fields, 855–860

flow instability, 860–863

impurity transfer, 864–868

natural and forced convections, 848–855

Fluid motion, 979

Fluids, 8

Fluorination process, 146–147

Flux. See Solvent

Flux growth, 1286

Flux method, 213, 224, 1243–1244

Flux tubes, 301

Focused ion beam technique (FIB technique),

321, 520–521

Forced convection, 61, 64, 496–498, 848–855,

1011

correlations for disk-driven, 1018–1021

Cz growth segregation under steady,

1029–1030
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disk-driven, 1018–1021

empirical correlations for natural convection,

1021–1023

regimes, 496–498

segregation without, 1023–1028

Foreign phase particles, 1125

melt growth inclusions, 1129

precipitates, 1125–1126

second-phase particles, 1129–1130

solvent inclusions, 1126–1129

Fourier number, 999

Fourier transformed infrared spectroscopy

(FTIR spectroscopy), 381, 610

Fourier’s first law, 801

Fractal dendrites, 30–32

Frank-Read mechanism, 1114

Frank–van der Merwe growth, 405–406

Freckles formation, 441

Free exciton (FE), 610

FTIR spectroscopy. See Fourier transformed

infrared spectroscopy

Full width at half maximum (FWHM), 176, 214,

524, 585

Furnace heat transfer, 814–816

FZ growth. See Floating-zone growth

FZ silicon crystal growth. See Floating zone

silicon crystal growth

FZ technique. See Floating zone technique

G
Gadolinium gallium garnet (GGG), 812

Gadolinium orthosilicate. See Gadolinium

silicate (GSO)

Gadolinium silicate (GSO), 152, 160–163, 1055,

1069

Gain scheduling, 1163

Gallium arsenide, 730

Gallium berlinites, 556–558

Gallium nitride (GaN), 133–134, 578, 622

ammonothermal growth techniques

historical development, 595–600

method, 600–602

properties, 610–612

prospects and future developments, 613

solubility in, 604–607

ammonothermal solution chemistry, 602–604

crystal growth, 506–507

condition, 507–509

Na effects, 509–513

doping under ammonothermal conditions,

608–610

growth rates and morphology, 607–608

LPE growth

characterization, 524–525

dislocation behavior, 520–523

GaN. See Gallium nitride

[Ga(NH3)5Cl]Cl2. See

Pentaaminechlorogallium (III)

dichloride

Garnets (A3B5O12), 1215–1216

Gas activation methods, 694

DC Arc-Jet CVD, 695–696

DC Plasma CVD, 695

hot filament CVD, 695

MPCVD, 696–698

Gas bubbles, 303

Gas cooling casting (GCC), 415, 418

Gas porosity, 442

Gas-to-solid condensation, 38–39

Gaseous species, 644

GCC. See Gas cooling casting

Gd2SiO5. See Gadolinium silicate (GSO)

Gebhart’s analysis, 811–812

Gel, 1279

Gel–matrix interaction, 1289

Gels, crystallization in

aerogels, 1296–1301

biological macromolecules in, 1301–1304,

1305t

crystal

growth, 1301–1307

physical properties, 1302t–1303t

quality, 1279–1280

diffusion vs. convective transport, 1285–1295

gel growth

applications, 1295–1296

history, 1280–1282

properties, 1278

gel properties and characterization,

1282–1285
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Gels, crystallization in (Continued )

hydrogels, 1296–1301

organic gels, 1296–1301

recombinant technologies, 1278–1279

Geometric model materials, 452

Geometrically necessary dislocation (GND),

1122

Geomicrobiology, 563–564

Germanium, 78

gFZ method. See granulate FZ method

GGG. See Gadolinium gallium garnet

Giant crystals, 21–24

Gibbs–Thomson effect, 58

Global heat transfer, 58–69

Glycothermal process, 536–537

GND. See Geometrically necessary dislocation

Golden beryl, 562–563

Grain boundaries, 1121

large-angle, 1123–1125

low-angle, 1121–1123

Grain control, 391–406

Grains selector, 418–420

Granoblastic rocks, 8–9

granulate FZ method (gFZ method),

254–255

Grashof number, 62, 142

Gravitational effects, 850–852

Greenwood–Foreman–Rimmer mechanism,

1130

Grey-Loc sealing, 540

Grid system, 848

Grinding, 748–750

Grown crystal, 1245

Growth

condition fluctuation, 1128–1129

dislocations, 1105

propagation of, 1106–1111

sources of, 1105–1106

kinetics, 645–647

parameters, 654–655

region, 512

speed, 291–292

twins, 1131–1135

Growth accidents. See Growth conditions

fluctuation

Growth angle, 764–766

stability, 251

GSO. See Gadolinium silicate

GT Advanced Technologies (GTAT), 374

Gulliver–Scheil equation, 1002

H
4H-SiC growth, 626–627, 639–640

6H-SiC boules, 626–627

HAADF-STEM. See High angle annular dark

field–scanning transmission electron

microscopy

HAB. See High angle boundaries

HAS model. See Hassen–Alexander–Sumino

model

Hassen–Alexander–Sumino model (HAS

model), 388, 1075–1076

modified, 1083–1088

for multiaxial stress state, 1077–1079

for uniaxial stress state, 1076–1077

Hastelloy, 549

HB method. See Horizontal Bridgman method

HBCCO system. See Hg-Ba-Ca-Cu-O system

Heat exchanger method (HEM), 338

Heat field rotation method (HFRM), 188

Heat transfer, 954

modeling, 66

Heat transfer analysis, 822–828

boundary conditions, 803–805

energy equation, 800–803

experimental practice, 796–799

fundamentals, 799

in melt crystal growth, 805–816

research vignette, 820–833

theoretical developments, 817–820

Heat transport, 846

Heat treatment process, 423–425

Heater powers, 1166–1167

Heater-magnet module (HMM), 389

HEM. See Heat exchanger method

2-HEMA. See 2-hydroxyethyl methacrylate

HEMT. See High electron mobility transistor

HEN. See Heterogeneous nucleation

HEpiGANS. See Hydride Epitaxial GaN

Simulator

1362 Index



Hertz–Knudsen equation, 627–628

Heterogeneous nucleation (HEN), 1330

Heterogeneous nucleation, 1327–1328

Heterosolvents, 470

HF. See Hydrogen fluoride

HFRM. See Heat field rotation method

Hg-Ba-Ca-Cu-O system (HBCCO system),

1231

High angle annular dark field–scanning

transmission electron microscopy

(HAADF-STEM), 304

High angle boundaries (HAB), 441

High critical temperature superconductors

(HTSC), 1230

applications of, 1233

bulk crystal growth methods, 1239–1243

crystal growth

controlling factors, 1248–1251

mechanism, 1251–1263

high Tc oxide superconductors, 1231–1233

phase diagram, 1233–1239

single crystal growth methods, 1243–1248

twin formation, 1263–1270

High electron mobility transistor (HEMT), 578

High energy physics, 164–165

High frequency heater, 135–136

High nitrogen pressure solution growth

method (HNPS method), 579

method and experimental setup, 579–581

perspective for, 594–595

seeded growth, 585–594

spontaneous crystallization, 584–585

thermodynamic and kinetic aspects, 581–583

High pressure cell, 678, 679f

High pressure high temperature (HPHT), 673

diamond crystallization in non-metallic

systems, 688

carbonate-silicate systems, 688–689

C–O–H system, 690

diamond formation through redox

reactions, 690–691

phosphorus-carbon system, 691

sulfide-carbon system, 689–690

sulfur-carbon system, 689–690

diamond crystals

extended defects, 686–688

morphology, 685–686

diamond CVD process, 692f

diamond specialties, 701–703

NPD rods, 693f

ultra-high pressure synthesis of bulk

diamond, 691

High pressure solution growth method (HPSG

method), 506, 509

High rate solidificationmethod (HRSmethod),

414

High speed growth, 698–699

High Tc oxide superconductors

HTSC materials, 1231

YBCO system, 1232–1233

High-performance mc-Si, 397–403

High-pressure method, 347

High-temperature recovery mechanism, 1083

High-temperature region, 646

High-temperature solution growth, 1210.

See also Low-temperature solution

growth

crystal growth techniques, 1219–1223

facet formation, 1223

fluxes composition and selection, 1211–1215

growth instability, 1223

high-temperature solvents properties,

1215–1219

principle of, 1211

single crystals, 1212t–1213t

HMF. See Horizontal magnetic field

HMM. See Heater-magnet module

HNPS method. See High nitrogen pressure

solution growth method

Homoepitaxial seeded growth (HPSG),

654–656

Homogeneity region, 1098

Homosolvents, 470

Horizontal Bridgman method (HB method),

335, 872–873, 898–899, 914, 1006,

1103–1104

crystal growth system, 898–902, 900f

Horizontal conditions, 768

Horizontal disks, 1022–1023

Horizontal magnetic field (HMF), 914
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Hot filament CVD, 695

Hot zone, 50–51, 337, 632–633

design, 385

control of growth front, 386–387

control of impurities, 389–391

convection, 388–389

growth rate, 387–388

segregation, 388–389

thermal stress, 388

materials, 633–634

Hot-wall chemical vapor deposition (HT-

CVD), 623

HPHT. See High pressure high temperature

HPSG. See Homoepitaxial seeded growth

HPSG method. See High pressure solution

growth method

HRS method. See High rate solidification

method

12-HSA. See 12 human serum albumin;

12-hydroxystearic acid

HT-CVD. See Hot-wall chemical vapor

deposition

HTSC. See High critical temperature

superconductors

HTW. See Hydrothermal wave

12 human serum albumin (12-HSA), 1290

Hurle’s model, 362

HVPE. See Hydride vapor phase epitaxy

HVPE-GaN seeds, 588–589

HVPE-grown bulk GaN technique doping, 659

HVPE-grown nitrides, 656–657

Hydride Epitaxial GaN Simulator (HEpiGANS),

649

Hydride vapor phase epitaxy (HVPE), 578, 622.

See also Aluminum nitride (AlN); Silicon

carbide (SiC)

growth kinetics, 645–647

growth on foreign substrates

bulk growth, 654

characteristics, 649t

HPSG, 654–656

quasi-bulk single-wafer growth, 651–653

substrates and buffers, 649–650

template growth, 650–651

growth related properties

doping, 657–659

native defects, 656–657

residual impurities, 656–657

structural defects, 659–661

growth thermodynamic analysis, 641–644

laboratory and industrial setups, 647–649

nitride semiconductors, 641

ternary nitride growth, 641–644

Hydrogels, 1295–1301

Hydrogen, 78

Hydrogen fluoride (HF), 139–140

Hydrothermal environments, 9–10

Hydrothermal growth process, 536–537

advantages, 537–538

apparatus, 548

general purpose autoclaves, 551–553

Morey autoclave, 549–551

Tuttle–Roy cold-cone seal autoclaves, 551

crystals, 553–566

current trends in hydrothermal research,

538–541

experimental investigations, 544–547

fine to nanocrystals, 566–571

history, 538–541

intelligent engineering, 542

phase formation principles, 543–544

physicochemical and hydrodynamic

principles, 542–543

thermodynamic calculations, 547

kinetics of crystallization, 544–547

solubility, 544–547

solution, 544–547

Hydrothermal method, 220–221

Hydrothermal wave (HTW), 884–886

2-hydroxyethyl methacrylate (2-HEMA),

1290–1291

12-hydroxystearic acid (12-HSA), 1290

I
Iceland spar, 560

ICP. See Inductively coupled plasma

ID. See Inner diameter

IDP. See Interplanetary dust particle

IGT. See Industrial gas turbines

III-nitride HVPE growth, 648
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IISB. See Institute of Integrated Systems and

Device Technology

Image furnace, 283

Immersion-seeded solution growth (ISSG),

188

Impurities, 302, 1101–1102

distribution, 265–266, 270–271

effects, 1199–1204

mechanical impurities, 1206–1210

transfer

boundary layer, 864–865

gas and melt mass transfer, 866–868

mass transfer in gases, 865–866

IMS. See Institute for Molecular Science

In2O3. See Indium oxide

Inclusions, 362–365, 482–485

melt growth, 1129

solvent, 1126–1129

Indium oxide (In2O3), 223–227

Induction coil, 252–253

Inductively coupled plasma (ICP), 162–163

Industrial crystallization, 1317

crystal growth, 1333–1337

crystal nucleation, 1325–1333

crystalline product, 1318–1319

crystallization techniques, 1324–1325

ensuring product quality, 1343–1345,

1344f

molecular level process, 1319f

process configuration, 1337–1343

product quality, 1319–1322

separation technology, 1318

solubility, 1322–1324

supersaturation, 1322–1324

three forced-circulation crystallizers, 1318f

Industrial gas turbines (IGT), 414

Infinite dimensional system, 1146

Infrared (IR), 955

Infrared transmission (IRT), 961–962

Ingot annealing process, 1081–1082

Ingot growth methods

casting and directional solidification,

374–377

crucible and coating, 377–379

impurities and defects, 379–385

Injection method, 347

InN formation, 643–644

Inner diameter (ID), 716, 899–900

Inner liner. See Protective inner layer

Inoculation, 796

Inorganic gels, 1295

Institute for Molecular Science (IMS),

148–150

Institute of Integrated Systems and Device

Technology (IISB), 825

Integration-controlled growth, 1334

Intentional doping. See also Czochralski

growth (Cz growth); Unintentional

impurity incorporation

co-doping of solar-grade Si, 78–79

donors and acceptors, 77–78

elements, 78

Interface

effect, 818

flipping, 807–808

roughening, 806–807

shape, 266, 272–274

detection, 1168–1169

Interfacial kinetics

solute diffusion model, 1257–1259

from spiral growth, 1259–1261

Intermediate phase, 608

Intermetallics, 313–314

Internal radiation, 808–809, 812–814

Internal triple point (ITP), 260

International Hydrothermal Symposium,

540–541

International Space Station (ISS), 1004

International standard crystal lattice defects,

1094

Interplanetary dust particle (IDP), 38–39

Interstitials, 88

Intrasectorial zoning, 25

Investment casting process, 430

Ion implantation technologies, 745–746

IR. See Infrared

Iron borate (FeBO3), 1132–1133

IRT. See Infrared transmission

Isolated substitutional nitrogen (C-centers),

679
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Isothermal method, 1188

Isotherms, 487, 801

condition, 807

Isotropic analysis, 1061

ISS. See International Space Station

ISSG. See Immersion-seeded solution growth

Itinerant antiferromagnet compound, 321

ITP. See Internal triple point

J
Jackson factor, 349–350, 350t

Jackson parameter, 1249

Johnson-Mehl-Avrami-Kolmogorov model, 16

Joulean heat sources, 265

K
Kanthal heater, 339

KBBF. See Potassium beryllium borate fluoride

KBe2BO3F2. See Potassium beryllium borate

fluoride (KBBF)

KDN. See Dai-ichi Kiden Corporation

KDP. See Potassium dihydrogen phosphate

Kerfless technologies, 745

KGT model. See Kurz–Giovanola–Trivedi

model

Kinetic Monte Carlo simulation, 693–694

Kinetic regimen, 1198

Kinetic roughening, 807

Kratochvil equation, 1288–1289

KTA. See Potassium titanyl arsenate

KTiOPO4. See Potassium titanyl phosphate

(KTP)

KTP. See Potassium titanyl phosphate

Kubota–Mullin model, 1200–1202

Kurz–Giovanola–Trivedi model (KGT model),

453–454

Kyropoulos process, 1176–1178, 1177f

L
L-pit defect. See A-swirl defect

La-Ba-Cu-O system, 1231

LAB. See Low angle boundaries

LAGBs. See Low-angle grain boundaries

Lang topogram, 350, 350f

Lapping, 748–750

Large fluoride crystals, 146–147. See also

Scintillator crystals

As-grown crystals, 148

chirped-pulse amplification, 152

growth technique, 147–148

solid-state lasers, 150–152

transmission properties, 148–150

Large Hadron Collider (LHC), 158–159

Large-angle grain boundaries, 1095,

1123–1125

Large-eddy simulation (LES), 886–888

Laser chemical processing, 747–748

Laser crystals, 170

Tm-and Ho-Doped GGG, 171

crystal growth, 171–174

laser properties selection, 176–178

vanadate crystals, 178

bulk spiral formation mechanism, 180–187

crystal growth and quality, 179–180

properties, 187

Laser-induced damage threshold (LIDT), 199

LASSCGM. See Levitation-assisted self-seeding

crystal growth method

Latent heat, 808

Lateral convection, 1006

Lateral photovoltage scanning method (LPS

method), 249

Lateral segregation, 1039

convection, 1040–1042

curved solid–liquid interface, 1039–1040

local Nusselt numbers, 1044

nonequilibrium segregation, 1043–1044

Lattice Boltzmann method (LBM), 1293

Laue diffraction indexing, 445

Laue method, 304, 444–445

Layer transfer process from porous silicon,

746–747

LBM. See Lattice Boltzmann method

LBO. See Lithium triborate

Leach bauxite, 538–539

Lead fluoride (PbF2), 138, 144–146

Lead magnesium niobate–lead titanate

(PMNT), 983

Lead molybdate (PMO), 1056

thermal stress analysis, 1065–1069
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Lead tungstate (PWO), 152, 158–160

LEC technique. See Liquid-encapsulated

Czochralski technique

LED. See Light-emitting diodes

LES. See Large-eddy simulation

LEVB method. See Liquid encapsulation

vertical Bridgman method

LEVGF method. See Liquid encapsulation

vertical gradient freezing method

Levitation-assisted self-seeding crystal growth

method (LASSCGM), 225

LHC. See Large Hadron Collider

LiB3O5. See Lithium triborate (LBO)

LID. See Light-induced degradation

LIDT. See Laser-induced damage threshold

Liesegang structures, 28–29

Lift-off process, 699

Light scattering tomography (LST), 89

Light-emitting diodes (LED), 133–134,

505–506, 578, 624

Light-induced degradation (LID), 381

Limit theories, 1001–1005

LiNbO3. See Lithium niobate (LN)

Liquid Al. See Aluminum nitride (AlN)—

powder

Liquid encapsulation, 347–348

Liquid encapsulation vertical Bridgman

method (LEVB method), 338

Liquid encapsulation vertical gradient freezing

method (LEVGF method), 338

Liquid metal cooling method (LMC method),

414, 418

Liquid phase epitaxy (LPE), 962, 1245

growth

multifeed seed configuration, 587–594

single seed configuration, 585–587

Liquid-encapsulated Czochralski technique

(LEC technique), 106, 1120, 1150–1151,

1155

CdTe, ZnTe, and ZnSe, 118

GaAs, 113–114

GaP, 114–118

growth constraints to crystal quality

B2O3 role, 126–127

evaporative group V loss, 119–120

facets, 121–124

nonstoichiometric and alloy melts growth,

124–126

point defects, 120–121

twinning, 121–124

historical background, 106–107

InAs, 113–114

InP, 114–118

semiconductor properties, 107–108

LiTaO3. See Lithium tantalate (LT)

Lithium niobate (LN), 1054

thermal stress analysis, 1063–1065

Lithium tantalate (LT), 1054

thermal stress analysis, 1063–1065

Lithium triborate (LBO), 192–195

LMC method. See Liquid metal cooling

method

LN. See Lithium niobate

Local equilibrium, 998–999

Local interface shape, 349–352

Local Nusselt numbers, 1044

Local vibration modes (LVM), 83

Longitudinal concentration profiles, 72–73

Loose abrasive sawing technique, 718, 733–735

Low angle boundaries (LAB), 441

Low pressure/high temperature annealing

(LPHT annealing), 700–701

Low-angle grain boundaries (LAGBs), 636,

1095, 1121–1123

Low-temperature

crystallization, 1187–1192

region, 645–646

Low-temperature solution growth, 1187.

See also High-temperature solution

growth

crystal growth

mechanical impurities effect, 1206–1210

rates, 1199–1206

techniques, 1193–1196

dead supersaturation zone, 1199–1206

factors affecting crystal growth, 1196–1199

solvents selection, 1192–1193

Low-thermal-gradient CZ technique (LTG CZ

technique), 156–157

LPE. See Liquid phase epitaxy
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LPHT annealing. See Low pressure/high

temperature annealing

LPS method. See Lateral photovoltage

scanning method

LST. See Light scattering tomography

LT. See Lithium tantalate

LTG CZ technique. See Low-thermal-gradient

CZ technique

Lumped parameter model, 1146–1147,

1155–1156, 1171

model-based control, 1163–1164

Lutetium, 163

LVM. See Local vibration modes

Lyapunov method, 782

Lyothermal process, 536–537

M
Macrosegregation mechanism, 1256–1257

Magmatic environments, 5–8

Magnetic fields (MF), 67–69, 910, 1028

in crystal growth process, 944t

electric currents vs., 941–943

magnetohydrodynamics, 911–913

nonsteady magnetic fields, 928–941

steady magnetic fields, 914–927

Magnetic liquid–encapsulated Kyropoulos

(MLEK), 119

Magnetic resonance imaging (MRI), 164

Magnetohydrodynamics, 911–913

Manganese silicides, 321–323

Manipulated variables, 1145–1146

Marangoni convection, 762–764, 873, 884,

1012

in crystal growth

Bridgman method, 897–904

CZ crystal growth system, 886–892

EFG crystal growth system, 902–904

FZ crystal growth system, 892–897

HTW, 884–886

Marangoni–Benard instability, 882–883, 882f

thermo-solutocapillary convection, 878–882

Marangoni effect, 63, 872, 872f

Marangoni flow. See Thermocapillary

convection

Marangoni number, 764

Marangoni–Benard instability, 882–883, 882f

Mass transfer, 954

convection coefficient, 1009

gas and melt, 866–868

in gases, 865–866

process, 1286

Mass transport, 846, 1294–1295

Material transport coefficient, 485

Mathematical model, 1146

Matrix precipitates (MP), 363

MBE. See Molecular beam epitaxy

mc. See Multicrystalline

MC simulations. See Monte Carlo simulations

mc-Si. See Multicrystalline silicon

MD. See Molecular dynamics

Mechanical

ball milling, 290–291

machining, 748–749

stirring, 954

MEG. See Monoethylenglycole

Melt

convection, 388–389, 910

classification, 1010–1012

lateral melt convection model, 1015–1016

equilibrium, 999–1000

flow, 265, 270–271, 997

growth inclusions, 1129

melt-grown compound crystals, 1123

melt-textured Y-123 materials, 1251

melting rate, 257

mixing, 910

Melt crystal growth, heat transfer in,

805–816

Melt-powder-melt-growth (MPMG),

1239–1240

Melt-texture-growth (MTG), 1239–1240

Meniscus region, 1154–1155

Mercury cadmium telluride (HgCdTe), 825

MESFET. SeeMetal-semiconductor field-effect

transistor

Metal organic chemical vapor deposition

method (MOCVD method), 515, 612

growth, 652–653

Metal-organic vapor phase epitaxy (MOVPE),

1110
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Metal-semiconductor field-effect transistor

(MESFET), 703

Metallic alloy system, 1252–1253

Metamorphic

environments, 8–9

grade, 8–9

rocks, 8–9

Metastable phase. See Intermediate phase

Metastable zone width (MSZW), 1188–1190,

1327f

MF. See Magnetic fields

MFS. See Multifeed seed

Micro-pulling-down method (m-PD method),

773–776, 1222–1223

Microgravity

environment, 873, 877

growth, 493

Microparticle generation, 1125

Micropipes, 639

Microsegregation, 1044–1045. See also Lateral

segregation

Microvoids, 1125

generation, 1125

Microwave plasma chemical vapor deposition

(MPCVD), 696–698

Milne–Eddington approximation, 814

MIMO. See Multi-input-multi-output

Mineral morphology, 12

Mineral pattern formation, 24–25

Minimum-energy theorem, 1108, 1110–1111

Mixed convection, 1012, 1017

CZ process with, 1031–1034

segregation model with, 1016–1018

Mixed suspension mixed product removal

crystallizer (MSMPR crystallizer), 1339,

1340f

MLEK. See Magnetic liquid–encapsulated

Kyropoulos

Mobile dislocation immobilization, 1083,

1086–1088

MOCVD method. See Metal organic chemical

vapor deposition method

Model predictive control, 1152–1153, 1152f,

1165

Model-based control, 1151–1152

control system, 1163–1165

detached Bridgman process, 1173

FZ technique, 1176

lumped parameter approach, 1160

Molding system, 431

Molecular beam epitaxy (MBE), 612

Molecular dynamics (MD), 1293–1294

Molten

material surface tension, 873–878

oxide surface tension, 878

salt electrolysis, 225

semiconductor surface tension,

877–878

silicon surface tension, 873–877, 876f

zone stability, 251

Molybdenum (Mo), 133

Mono-ellipsoid furnaces, 466

Mono-like casting, 403–406

Monoclinic single crystal

elastic constant matrix, 1055, 1055f

thermal strain vector, 1059

Monoethylenglycole (MEG), 719–720

Monovariant system, 1261

Monte Carlo simulations (MC simulations),

1294

Morey autoclave, 549–551

Morganite, 562–563

Morphology, 1320–1321

Mosaic structures, 700

MOVPE. See Metal-organic vapor phase

epitaxy

MP. See Matrix precipitates

MPCVD. See Microwave plasma chemical

vapor deposition

MPMG. See Melt-powder-melt-growth

MPS-GaN sub. See Multipoint-seed-GaN

substrate

MRI. See Magnetic resonance imaging

MS focus. See Multistable focus

MSMPR crystallizer. See Mixed suspension

mixed product removal crystallizer

MSZW. See Metastable zone width

MTG. See Melt-texture-growth

MTHM. SeeMultipass traveling heater method

Mullite, 427–428
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Multi-anvil apparatus, 676–678. See also

Belt-type apparatus; Toroid-type

apparatus

Multi-input-multi-output (MIMO),

1166–1167

Multi-wire sawing process, 717

mono-and multicrystalline silicon process

investigations, 722–723

fixed abrasive sawing, 728–729

slurry-based sawing, 723–728

technologies, 718–722

crystal structures, Vickers and Mohs

hardness, 719t

fixed abrasive sawing, 721–722

slurry-based sawing, 718–720

Multiaxial stress state, 1077–1079

Multicrystalline (mc), 1117

Multicrystalline silicon (mc-Si), 374, 866–867,

1114. See also Vertical Bridgman growth

(VB growth)

crystal growth, 374

grain control, 391–406

hot-zone design, 385–391

ingot growth methods, 374–385

nucleation, 391–406

PV industry, 374

Multifeed seed (MFS), 585

Multipass traveling heater method (MTHM),

475

Multipass zone melting, 1039. See also Single-

pass zone melting

Multipoint-seed-GaN substrate (MPS-GaN

sub), 527–528

Multipulling, 48

Multistable focus (MS focus), 27

N
n-type wide band gap semiconductor, 564

Na flux method

GaN crystal growth, 506–507

condition, 507–509

Na effects, 509–513

GaN LPE growth

characterization, 524–525

dislocation behavior, 520–523

nitrogen dissolution mechanism

investigation, 513–515

nucleation control, 515–519

point seed and coalescence growth

technique, 525–531

Na-flux point seed technique (SPST), 525–527

Nanomolar (nM), 1289

Nanopolycrystalline diamond rods (NPD

rods), 693f

Native elements, 563–565

Native point defect thermodynamics,

1096–1098

Natural convection, 61, 628, 1011, 1015–1016,

1023

centrifugal effects, 852–854

computation, 848

convective–diffusive transport, 854–855

crucible rotations, 849–850

crystal rotations, 849–850

empirical correlations for, 1021–1023

gravitational effects, 850–852

vanishing, 1024–1028

Navier–Stokes equations (N–S equations), 265,

997, 1001, 1009

momentum equation, 851

Nd. See Neodymium

ND. See Neutron diffraction

Near infrared (NIR), 234, 293–294

Necking, 53–55

Needle-eye FZ growth process, 262

Negative coefficient, 606

Neodymium (Nd), 1235

Neodymium-Doped Single Vanadate Crystals,

186t

Neumann principle, 187

Neutron diffraction (ND), 1278

New donors, 84

Newton’s iteration scheme, 487

Newton’s law of cooling, 804–805

Nickel-based superalloys, 423–425

NIR. See Near infrared

Nitrogen, 78

dissolution mechanism, 513–515

doping, 637

nitrogen-containing
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synthetic diamond crystals, 687–688

type I diamond, 679–682

nitrogen-free type IIa diamond, 683–684,

683f

precipitates, 381

NLO crystals. See Nonlinear optical crystals

nM. See Nanomolar

NMPC. SeeNonlinear model predictive control

NMR imaging. See Nuclear magnetic

resonance imaging

“No-mixing” diffusion-controlled segregation,

1003–1005

Nobel Symposium, 540–541

Non-isothermal method. See Polythermal

method

Noncontact crucible method, 405–406

Nonequilibrium, 999

in melt, 999–1000

segregation, 1043–1044

Nonlinear model predictive control (NMPC),

256

Nonlinear optical borate crystals, 187–202.

See also Laser crystals

Nonlinear optical crystals (NLO crystals),

187–188, 1206

Nonmetallic inclusions, 439

Nonsteady magnetic fields, 928. See also

Steady magnetic fields

AMF, 932–934

RMF, 928–932

TMF, 934–941

Nonstoichiometric point defects, 1098

Novel organic hydrogels, 1298

NPD rods. See Nanopolycrystalline diamond

rods

N–S equations. See Navier–Stokes equations

Nuclear magnetic resonance imaging (NMR

imaging), 1278, 1292, 1292f

Nucleation, 391–406

Nucleation control, carbon doping for,

515–519

Nucleus, 1329

Numerical simulations, 1005, 1292–1295

Nusselt number, 1009–1010, 1018

correlations

for disk-driven forced convection,

1018–1021

for natural convection, 1021–1023

segregation model with, 1016–1018

Nutrient composition concentration diagrams

(NC diagrams). See Composition—

diagrams

O
OB crystallizer. See Oscillatory baffled

crystallizer

Observability, 1148

Observer, 1147–1148

OD. See Outer diameter

OFZ technique. See Optical floating zone

technique

Ohm’s law, 912

OIC. See Oxygen ion concentration

One-dimensional defects, 1094–1095

One-dimensional perpendicular convection,

1005

Open-loop control, 1145–1146

Optical diameter estimation, 1161

Optical floating zone technique (OFZ

technique), 213, 283, 285t–288t

advantages and disadvantages, 284

ceramic rod preparation, 290–291

congruently and incongruently melting

oxides, 298–299

constitutional supercooling, 300–301

crystal

characterization, 301–305

growth termination and cooling, 298

crystallization, 300–301

experimental setup, 288–290

growth

atmosphere, 296–298

conditions, 291–292

overpressure, 296–298

rotation, 294–295

temperature distribution, 292–294

Optical heating, 465–466

Organic additives, 1204–1206

Organic gels, 1295–1301

Orowan’s law, 1084
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Orthorhombic phase transition, 1263–1270

Orthorhombic single crystal

elastic constant matrix, 1057

thermal strain vector, 1059

Oscillatory baffled crystallizer (OB

crystallizer), 1341

Oscillatory techniques, 953

ACRT, 955–968

AVC, 968–980

constant-speed rotation in melts, 953–954

CVS, 982–983

USV, 981–982

Oscillatory zoning, 25–26

OSF. See Oxidation-induced stacking fault

Out-of-specification losses, 96

Outer diameter (OD), 899–900

Oxidation-induced stacking fault (OSF), 76,

86–88

Oxide crystal growth, 888–892

Oxide superconductors, 1214–1215

Oxygen

diffusion coefficient, 1264–1265

precipitates, 381

density, 85–86

formation, 84–85

in silicon, 79–88

atomistic configurations, 82–83

diffusivity, 83–84

formation, 84

OSF, 86–88

reaction and aggregation, 84–86

solubility, 83

technical relevance of oxygen effects, 82

source, 916–917

Oxygen ion concentration (OIC), 1215–1216

P
P-T conditions. See Pressure-temperature

conditions

Pacific Northwest National Laboratory

(PNNL), 825–826

Parameter scheduling, 1163

Parasitic nucleation, 578

Passivated emitter and rear cell (PERC),

399–400

PB. See Pressure balancing

PbMoO4. See Lead molybdate (PMO)

PBN. See Pyrolytic boron nitride

PbWO4. See Lead tungstate (PWO)

PCVM. See Plasma chemical vaporization

machining

PDAS. See Primary dendrite arm spacing

PDG method. See Pendant drop growth

method

Péclet number, 802–803, 1011–1012

PEG. See Polyethylenglycol

Pegmatites, 7–8

Pendant drop growth method (PDG method),

774

Pentaaminechlorogallium (III) dichloride,

603–604

PEO. See Poly(ethylene) oxide

PERC. See Passivated emitter and rear cell

“Perfect mixing” diffusion-controlled

segregation, 1001–1003

Perfect silicon. See Defect-free silicon

Peritectic solidification, 1251

Perovskites (ABO3), 1215–1216

Perpendicular convection, 1006

PET. See Positron emission tomography

PF crystallizer. See Plug flow crystallizer

Pfann’s segregation function, 479

pH-Redox-Equilibrium (PHREEQC), 1295

Phase, 543

formation principles, 543–544

phase-change interface, 805–808

Phenomenological approach, 1009–1010

Phosphides, 119

Phosphorus-carbon system, 691

Photomultiplier tube (PMT), 153

Photovoltaic industry (PV industry), 374

PHREEQC. See pH-Redox-Equilibrium

Physical gels, 1296–1298

Physical vapor transport (PVT), 218, 623,

625–631, 865–866

PID controller. See Proportional-integral-

derivative controller

“Pint-point” inclusions, 687

Plasma chemical vaporization machining

(PCVM), 749–750

1372 Index



PLC. See Programmable logic controllers

Plug flow crystallizer (PF crystallizer), 1340

PMNT. See Lead magnesium niobate–lead

titanate

PMO. See Lead molybdate

PMT. See Photomultiplier tube

PNNL. See Pacific Northwest National

Laboratory

Point defects, 120–121, 356

complex formation, 1101–1103

dynamics, 1098–1100

engineering, 1103–1104

extrinsic point defect incorporation,

1100–1101

native point defect thermodynamics,

1096–1098

Polarity, 603

Polishing, 748–750

Poly(ethylene) oxide (PEO), 1290–1291

Polyacrylamide gels, 1295

Polycrystallinity, 1123–1125

Polyethylenglycol (PEG), 719–720

Polyscale crystal form, 536–537

Polythermal method, 1188–1190

Polyvinyl alcohol (PVA), 1295–1296

Poor man’s gemstones. See Colored quartz

crystals

Population density, 17–19

Porosity investigation, 442–444

Positron emission tomography (PET), 152, 164

Postgrowth

dislocations, 1111

processes, 484

treatment, 700–701

twins, 1131–1135

Potassium beryllium borate fluoride (KBBF),

199–201

Potassium dihydrogen phosphate (KDP), 1110

Potassium sulfate (K2SO4), 1207–1208

Potassium titanyl arsenate (KTA), 559–560

Potassium titanyl phosphate (KTP), 558–560

Power down method, 415–416

Power law equation, 1249

Prandtl number (Pr), 802–803, 971, 1246–1247

Precipitates, 362–365, 482–485, 1125–1126

Preferred direction theory, 1106–1109

Pressure balancing (PB), 106

Czochralski growth, 108

LEC technique, 113–118

MLEK, 119

VCz techniques, 109–111

Pressure-temperature conditions

(P-T conditions), 673–674

Pressurized cold crucible method, 221

Preston equation, 723

Primary dendrite arm spacing (PDAS),

423

Primary nucleation, 480. See also Secondary

nucleation

Process control, 267

Process’ Theory, 479

Programmable logic controllers (PLC), 1151

Proportional-integral-derivative controller

(PID controller), 1150–1151

conventional PID-based control, 1161–1163

Protective inner layer, 602

Protein crystallization, 1305, 1306f–1307f

Pseudocubic lattice parameters, 1241–1242

Pull rates, 96, 250

Pulling systems, 466–467

Pulsed magnetic gradient spin echo,

1291–1292

Purification, 480–482

Pushing/trapping model, 1256–1257

PV industry. See Photovoltaic industry

PVA. See Polyvinyl alcohol

PVT. See Physical vapor transport

PWO. See Lead tungstate

Pyrolusite dendrites, 30

Pyrolytic boron nitride (PBN), 338, 348, 822,

825–826

Pythagoras’ theorem, 1241–1242

Q
Quartz, 553–556

sand, 48

Quasi-bulk single-wafer growth, 651–653

Quasi-mono casting. See Mono-like casting

Quasi-ternary phase diagram, 1235–1236

Quenched-melt-growth (QMG), 1239–1240

Index 1373



R
Radiation heat transfer, 808–814

Radio frequency (RF), 221, 294

heating, 463–465

Rafting, 438

Rapid prototyping methods, 430–431

Rapid tooling method (RT method), 430–431

Rare earth (RE), 1233

ions, 609

vanadates, 563

Raw powder materials, 139–140

Rayleigh convection. See Buoyancy convection

Rayleigh–Bénard

convection, 1023

instability, 860–862

RE. See Rare earth

RE-123 single crystal growth, 1248

RE-Ba-Cu-O system, 1234–1235

Ready-to-use crucibles, 378–379

Recombinant technologies, 1278–1279

Reconstitution technique, 675

Red sapphire, 132, 561–563

Red zone, 377

Reference trajectory

generator, 1147

planning, 1175

Refined approach, 1168–1169

Relative supersaturation, 627

Repetition effect, 482

Resistance heating (RH), 136, 463

Retarded doping, 353

Retrograde solubility. See Negative coefficient

Reynolds number, 802–803

RF. See Radio frequency

RGS method. See Ribbon growth on substrate

method

RH. See Resistance heating

Ribbon growth on substrate method (RGS

method), 745

Ridges, 57–58

RMF. See Rotating magnetic field

Rock-forming minerals, 1–2

Rossby number, 862

Rotating magnetic field (RMF), 68, 342, 389,

494–496, 856–857, 928–932

Rotation rates, 250

Rough growth, 1335

Rough interface, 59

Rounded crystal surfaces

capping, 1126–1128

faceting, 1126–1128

RT method. See Rapid tooling method

Ruby. See Red sapphire

Runge-Kutta algorithm, 772–773

Ruthenium aluminides (RuAl), 318–319

S
S-C system. See Sulfur-carbon system

S-L. See Solid–liquid

Sagging of crucible wall, 49

Sapphire single crystals, 132

growth

apparatus, 134–135

technique, 135–136

properties, 133t

SAW. See Surface acoustic wave

Sawing mechanisms, 738. See also Wafer

processing

slurry-based sawing, 738–745

elastohydrodynamic behavior of slurry and

wire, 742–744

material removal rate, 740–742

roughness and subsurface damage,

744–745

SAXS. See Small angle X-ray scattering

SC. See Scattering center

SC castings. See Single crystal castings

Scalable compact rapid ammonothermal

technique (SCoRA technique), 596–600,

602

Scanning electron microscopy (SEM), 173,

520–521, 1279–1280

Scattering center (SC), 142

SCF technology. See Supercritical fluid

technology

Scheil’s equation, 72–73, 355

Schmidt number (Sc), 1246–1247

Scintillator crystals, 152

applications, 163–165

BGO, 154–157
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CWO, 152, 157–158

GSO, 152, 160–163

lutetium and silicates, 163

PWO, 152, 158–160

SCoRA technique. See Scalable compact rapid

ammonothermal technique

Screening effect, 1113

Second harmonic generation (SHG), 558–559,

1206

Second phase particles. See Foreign phase

particles

Second-phase particles, 1129–1130

Secondary ion mass spectrometry (SIMS), 320

Secondary nucleation, 1332–1333

Sectorial structure, 12

Sectorial zonation, 25

Sedimentary environments, 10–11

Seed

fixation, 635

orientation, 189–190

Seeded growth, 634–636, 654

Seeding, 492–493, 1240–1242, 1341–1342

Segregation, 352–356, 388–389, 475–479, 997.

See also Lateral segregation;

Microsegregation

coefficients, 69–72, 997–1001

convective heat and mass transfer, 1005–1012

CZ process, 1029–1034

without forced convection, 1023–1028

limit theories, 1001–1005

model with mixed convection, 1016–1018

Nusselt number

correlations for, 1018–1023

model with, 1016–1018

theories on solute layer thickness, 1012–1016

ZM, 1034–1039

Selenides, 347

Self-flux approach, 299, 1243

SEM. See Scanning electron microscopy

Semi-insulating GaN bulk substrates, 659

Semi-insulating HNPS-MFS-GaN crystals,

593–594

Semiconductor materials, 622

Semitransparent media, 812

Sessile drop method, 766

Seya-Namioka monochromator, 148–150

SF. See Stable focus

Shape stability analysis, 776

capillary stability and applications to

dewetting, 779–782, 785–788

dynamic stability, 782–785

heat transfer and growth rate importance,

777–779

practical stability, 785–788

static stability, 776–777

Shaping processes, 773–774

Sherwood number (Sh), 1010

SHG. See Second harmonic generation

Shrinkage porosity, 442–443

SiC. See Silicon carbide

Siemens process, 251–252

S3 twins, 1132

Silicon, 716–717

crystal growth, 886–888

Silicon carbide (SiC), 622, 719–720, 865–867.

See also Crystal growth

bulk crystal, 623

for blue LED production, 624

cross-section drawings of hot zone setups,

623f

industrial synthesis, 623–624

bulk single crystals, 635f

chemical attachment, 636

precipitates, 381–382

spiral growth, 631

structural defects, 638–640, 639f

Silicon on sapphire (SOS), 133

Simple oxides, 563–565

SIMS. See Secondary ion mass spectrometry

Simulation tool for atom technology (STATE),

513, 518

Single crystal castings (SC castings), 414.

See also Directionally solidified castings

(DS castings)

grains selector, 418–420

solidification from seed, 420–421

Single crystal growth methods, 1243–1248.

See also Bulk crystal growth methods

Single indentation tests

fixed abrasive sawing, 735–737
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Single indentation tests (Continued )

loose abrasive sawing, 733–735

Single molecule spectroscopy, 1289

Single molecule tracking method. See Single

molecule spectroscopy

Single scratch tests, 735f, 736

Single-component material, 794

Single-crystal dendrites, 30

Single-input-single-output (SISO), 1166–1167

Single-pass zone melting

“partial” mixing, 1038

“perfect” mixing, 1037–1038

Single-phase inductor, 313–314, 314f

SISO. See Single-input-single-output

Slicing technologies, 745. See also Wafer

processing

ion implantation technologies, 745–746

wafering technologies

laser chemical processing, 747–748

layer transfer process from porous silicon,

746–747

Slip polygonization. See Dynamic

polygonization (DP)

Slivers, 441–442

sLN. See Stoichiometric lithium niobate

Slow-cooling method, 1219–1220

Slurry-based sawing, 718–720, 738–745.

See also Fixed abrasive sawing

dependence on slurry properties, 724–726

elastohydrodynamic behavior of slurry and

wire, 742–744

force in ingot feed direction, 723

friction forces, 723–724

material removal rate, 740–742

roughness and subsurface damage, 744–745

saw marks, 727–728

wafer thickness, wire diameter, and particle

size distribution, 727

wire tension, 726

Small angle X-ray scattering (SAXS), 1284

SnO2. See Stannic oxide

Sodium flux method, 579

Sodium silicate (SS), 1282–1283

Solar system formation, 37

Solar-grade polysilicon (SoG polysilicon), 375

Solid state recrystallization (SSR), 475, 498

Solid-state lasers, 150–152

Solidification kinetics, 794–795

Solidification path, 5–6

Solid–liquid (S-L), 911

interface, 1039–1040

Solubility, 1322–1324

temperature dependency, 1191–1192

Solute, 1192

Solute diffusion model, 1252–1257

with interfacial kinetics, 1257–1259

Solute layer thickness, segregation theories on,

1012

BPS theory, 1012–1014

lateral melt convection model, 1015–1016

natural convection model, 1015–1016

Wilson–Garandet’s model, 1014–1015

Solute-rich liquid crystal-pulling (SRL-CP),

1239, 1244

crystal growth mechanism, 1257–1261

enlargement of single crystal size, 1246–1248

method, 1244–1245

RE-123 single crystal growth, 1248

Solution crystallization, 1333–1334

Solution growth, 794

Solution-stirring technique (SS technique),

199

Solutioned castings, 423

Solutocapillary

convection, 880

flow, 873, 901–902

Solvent, 299

inclusions, 1126–1129

selection, 1192–1193

Solvent evaporation technique, 1194–1195,

1220

Solvothermal process, 536–537

Soret effect, 1286

SOS. See Silicon on sapphire

SP. See Static polygonization

Sparry calcite, 11

Species distribution, 72

CCz technique, 73–74

lateral nonuniformity, 74–75

longitudinal concentration profiles, 72–73
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species transfer modeling, 66

species transport, 69

numerical modeling, 72

Spin probe, 1290

Spinels (AB2O4), 1215–1216

Spiral grain selectors, 420

Spiral growth, 631, 631f, 1259–1261

Spiral shearing flow, 956

Spontaneous crystallization, 584–585

Spontaneous nucleation, 491–492

Spontaneously nucleated single crystals, 630f

SPST. See Na-flux point seed technique

SRL-CP. See Solute-rich liquid crystal-pulling

SS. See Sodium silicate

SS technique. See Solution-stirring technique

SSR. See Solid state recrystallization

Stability, 1156

phase diagram, 27f

Stable focus (SF), 27

Standard gibbs free energy change, 1236–1239

Stannic oxide (SnO2), 228–230

STATE. See Simulation tool for atom

technology

State estimation, 1156–1160

State estimator, 1147–1148, 1148f

Static

magnetic fields, 493–494, 855–858

stability, 776–777

Static polygonization (SP), 1122

Steady magnetic fields, 67, 914

axial magnetic field, 914–919

CMF, 923–927

transverse magnetic field, 919–923

Steady state

growth rate, 1256

segregation, 1004

STHM. See Sublimation traveling heater

method

Stirring effect, 344

Stoichiometric lithium niobate (sLN), 1223

Stokes–Einstein equation, 1288

Strain grains, 441

Stress, 274–275

Striations, 76–77, 303

“String ribbon” method, 745

“Stucco” method, 431–433

Sublimation traveling heater method (STHM),

470

Submerged heater, 343–344

Sulfide-carbon system, 689–690

Sulfides, 563–565

Sulfur-carbon system (S-C system), 689–690

Supercritical ammonia, 595

Supercritical fluid technology (SCF

technology), 552

Supersaturation, 1247–1249, 1322–1324, 1339

Surface, 871

energies, 761–762

energy, 761

radiation, 809–812

reaction control, 511

tension, 871–872

of molten materials, 873–878

Surface acoustic wave (SAW), 1063

Surface-active impurities, 685–686

effect, 685–686

Syneresis, 1282

Synthetic diamonds, 677–679

mixed type Ib þ IaA, 682

morphology, 685

nickel and cobalt impurities, 682

sources of nitrogen, 679–680

T
Tammann-Ströber method. See Vertical

gradient freezing (VGF)

Tantalum carbide (TaC), 633

Taylor number, 862

TC diagrams. See Temperature vs.

concentration diagrams

TCO. See Transparent conducting oxide

TCP phases. See Topologically close-packed

phases

TEDDI. See Tomographic energy dispersive

diffraction imaging

Tellurides, 347

TEM. See Transmission electron microscopy

Temperature

control, 1168–1169

field, 264–265, 269
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Temperature (Continued )

fluctuations, 96

gradients, 190

techniques, 1195–1196, 1221–1222

Temperature gradient growth method (TGG

method), 675

Temperature gradient zone melting (TGZM),

460–462

Temperature vs. concentration diagrams (TC

diagrams), 543–544

Temperature-changing technique, 1194

Template growth, 650–651

Ternary phase diagram, 1261–1263

Tetraethyl orthosilicate (TEOS), 1282–1284

Tetragonal single crystal

elastic constant matrix, 1056

thermal strain vector, 1059

Tetramethyl orthosilicate (TMOS), 1282–1284

Texture of rock, 16

TGG method. See Temperature gradient

growth method

TGZM. See Temperature gradient zonemelting

Theoretical simulation, 1292–1295

Thermal

budget, 96–97

donors, 84

field rotation, 954

strain vector, 1058–1059

stress analysis in bulk single crystals,

1050–1073

Thermo-solutocapillary convection, 878–882

Thermocapillary convection. See Marangoni

convection

Thermocapillary flow, 63

Thermocapillary Reynolds number, 880–881

Thermodynamic approach, 1130

Thermomechanical stress, 266–267

Thermovibrational convection. See Fluid

motion

Thin-film technologies, 210

Thixotropy, 1282

THM. See Traveling heater method

Three-dimensional defects, 1095

Three-dimensional flow patterns, 1006

Three-phase boundary (TPB), 359–360

Three-phase junction line (TPL), 349

Three-point bending tests, 1070–1071

THZR. See Traveling heater zone refining

Time of flight (TOF), 163

Time-dependent

creep deformation, 1076–1077

magnetic fields, 68

Titanium Aluminides (TiAl), 319–320

Titanium Niobium (TiNb), 323–326

Tl-Sr-Ca-Cu-O system (TSCCO system), 1231

TMAl. See Trimethylaluminum

TMF. See Traveling magnetic field

TMOS. See Tetramethyl orthosilicate

TOF. See Time of flight

Tomographic energy dispersive diffraction

imaging (TEDDI), 545–546

Top-seeded solution growth (TSSG), 188,

1244–1248. See also Solute-rich liquid

crystal-pulling (SRL-CP)

Topologically close-packed phases (TCP

phases), 437

Toroid-type apparatus, 676, 677f. See also

Belt-type apparatus; Multi-anvil

apparatus

Total thickness variation (TTV), 731–733, 744

TPB. See Three-phase boundary

TPL. See Three-phase junction line

Transient Couette flow, 955–956

Transient modeling, 267, 275–276

Transition metals, 382–383

Transmission edge, 148–150

Transmission electron microscopy (TEM), 89,

218, 520–521

Transparent conducting oxide (TCO), 209–210

Transparent semiconducting oxide (TSO),

209–210

basics, 210–212

electrical and optical properties, 230–235,

232t–233t

growth techniques, 212–230

Transverse magnetic field, 914, 919–923

Trapping phenomena, 1250–1251

Traveling heater method (THM), 931–932, 964,

460

advantages and issues, 461–462
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inclusions, 482–485

mass and heat transport, 485–491

materials, 478

precipitates, 482–485

principle, 460–461

purification, 480–482

segregation, 475–479

single crystal growth, 491

forced convection regimes, 496–498

under magnetic fields, 493–496

microgravity growth, 493

seeding, 492–493

SSR, 498

technology, 462

feed material, 468

pulling systems, 466–467

zone heating mode, 462–466

versatile, 468–475

Traveling heater zone refining (THZR),

480

Traveling magnetic field (TMF), 68, 342, 389,

913, 928, 934–941, 934f

Traveling solvent floating zone technique

(TSFZ technique), 284, 299, 1244

Traveling solvent method (TSM), 460

Trigonal single crystal

elastic constant matrix, 1054, 1054f

thermal strain vector, 1058

Trimethylaluminum (TMAl), 637–638

TSCCO system. See Tl-Sr-Ca-Cu-O system

TSFZ technique. See Traveling solvent floating

zone technique

TSM. See Traveling solvent method

TSO. See Transparent semiconducting oxide

TSSG. See Top-seeded solution growth

TTV. See Total thickness variation

Tungsten (W), 133, 634

Turbulence, 862–863

Turbulent flows, 1020–1021

Tuttle–Roy cold-cone seal autoclaves, 551

Tweed pattern, 1268–1269

Twin formation, 1263–1270

“Twin law”, 1131

Twin-free Crystal, 1269–1270

Twinning, 121–124, 1130–1136

Twins, 359–362, 1131–1132, 1132f

Two-dimensional defects, 1095

Two-dimensional flow patterns, 1006

Two-dimensional formulations, 769–770

Two-phase inductor, 315–316

Two-step epitaxial lateral overgrowth

(2S-ELOG), 652–653

U
Ultra-high pressure synthesis of bulk

diamond, 691

Ultrasonic sound velocity measurement

technique, 324

Ultrasonic vibration (USV), 981–982

Ultraviolet light sources (UV light sources),

146–147

Ultraviolet Synchrotron Orbital Radiation

(UVSOR), 148–150

Uniaxial stress state, 1076–1077. See also

Multiaxial stress state

Unidirectional solidification method, 866–867,

1252–1257

Uniform suction flow, 1003–1004

Unintentional impurity incorporation, 79

carbon, 81

oxygen, 79–81

Unstable focus (UF), 27

Upgraded metallurgical silicon (UMG), 381

V
Vacancies, 302

Vacuum ultraviolet applications (VUV

applications), 139–140

van’t Hoff equation, 1322–1323

Vapor phase reaction, 223–224

Vapor pressure–controlled Czochralski

techniques (VCz techniques), 106,

109–111, 1104, 1155

Vapor transport growth, 622

VB growth. See Vertical Bridgman

growth

VCz techniques. See Vapor pressure–controlled

Czochralski techniques

Velocity magnitude, 1169

Verneuil method, 213, 783
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Vertical Bridgman growth (VB growth), 335,

902, 914, 917–918, 1006, 1103–1104

axial magnetic field, 917–918

binary compound semiconductors

crucibles, 348–349

crystal defects, 356–365

doping, 352–356

facets and local interface shape,

349–352

inorganic compound semiconductors, 332,

333t

liquid encapsulation, 347–348

segregation, 352–356

synthesis, 346–347

bottom-seeded, 1028

equipment

basics, 336–338

specifics, 338–345

hardware of, 336

III-V and II-VI compounds, 335

optimization and control, 345–346

optoelectronic devices, 332–334

problem in, 335

process, 1165, 1168f

characteristics, 1166–1167

control objectives, 1166–1167

conventional control, 1167

model-based control, 1167–1169

RMF in, 930–931

TMF in, 937–938

transverse magnetic field, 922–923

Vertical Gradient Freeze process (VGF

process), 137–138, 336–337, 914, 1016,

1103–1104, 1165

axial magnetic field, 917–918

control objectives, 1166–1167

conventional control, 1167

model-based control, 1167–1169

process characteristics, 1166–1167

RMF in, 930–931

TMF in, 937–938

transverse magnetic field, 922–923

Vertical magnetic field (VMF), 914

Vertical walls, 1021–1022

Very hard materials, 730

VGF process. See Vertical Gradient Freeze

process

Vibrational effects, 859–860

Viscous fingering, 31–32

VMF. See Vertical magnetic field

Void defect, 89

Volume diffusion

control, 511

controlled growth, 1334

von Mises stress, 267

Vorobyevite. See Morganite

VUV applications. See Vacuum ultraviolet

applications

W
Wafer processing, 716

compound and dielectric materials, 729–730

economic issues and future development, 717

electronic grade silicon, 729

grinding, lapping, and polishing, 748

EEM method, 750

mechanical machining, 748–749

PCVM, 749–750

multi-wire sawing process, 717–730

wafer properties, 730

fracture behavior, 737–738

single indentation tests, 733–737

surface properties, 731–738

Washington State University (WSU), 825–826

Water-soluble crystals growth

with embedded nanoparticles, 1208–1210

with embedded organic molecules,

1206–1208

Water/solvent of syneresis, 1282

Wax model assemblies, 430–431

Weakest link, 737

Weighing technique, 1157–1159

Weight measurement, 1161–1162

Weight mode, 1162

Wetting angle, 766–767

White sapphire, 132

Wide bandgap materials, 622

high temperature sublimation growth

bulk SiC and AlN growth, 623–625

crystal growth, 625–631
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high temperature sublimation growth

technology, 631–638

structural defects in PVT-grown SiC and

AlN bulk crystals, 638–640

Wilson–Garandet’s model, 1014–1015

Wire breakage, 728

Wrinkles, 442

WSU. See Washington State University

X
X-ray analysis, 1278

X-ray computed tomography (X-ray CT), 152,

163–164

X-ray diffraction (XRD), 585, 1277–1278

X-ray free-electron laser oscillator (XFELO),

702

X-ray rocking curve (XRC), 585

Xerogels, 1300–1301

Y
Y-123 phase crystals growth, 1249–1251

flux requirement, 1255–1256

steady state growth rate, 1256

Y-211 phase crystals growth, 1250–1251

dissolution of, 1255

Y-Ba-Cu-O system (YBCO system), 1214–1215,

1231–1233, 1248–1249

YAG. See Yttrium aluminumgarnet

YBa2Cu3O7-d material (Y-123 material), 1231

YBCO system. See Y-Ba-Cu-O system

Young’s moduli, 324

Young–Laplace equation, 764

approximations, 770–772

axisymmetric formulations, 769–770

floating zone process application, 773

meniscus shape in Czochralski configuration,

770–772

micro-pulling-down methods, 773–776

nonlinearity, 769

ribbon thickness in pendant drop growth,

773–776

Runge-Kutta algorithm, 772–773

two-dimensional formulations, 769–770

Yttria-stabilized zirconia (YSZ), 1243–1244

Yttrium (Y), 1233

Yttrium aluminumgarnet (YAG), 812

Z
Zebra grains, 442

Zero-dimensional defects, 1094

Zero-force theorem, 1108–1109

Zinc fluoride (ZnF2), 144–146

Zinc oxide (ZnO), 218–223

Zirconium dioxide, 429

Zirconium silicate (ZrSiO4), 425–426

Zonal structure, 12

Zone melting (ZM), 243, 998, 1034–1039

mode, 462–466

Zone purification, 1038
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