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Editorial 

Series Editor's Foreword 

It (the personal pronoun) is IT (Information Tech­
nology — the nouns), a truism in the Information 
Age. This contribution is a look at the effect of infor­
mation technology on the geosciences by one of the 
pioneers in the field of quantitative applications. Vic 
Loudon, with more than 30 years experience in the 
field and author of Computer Methods in Geology 

(1979), takes a look into the future from the present 
status of the subject from the vantage point of three 
perspectives — motive, implementation, and the emer­
ging system. 

The author notes that ' . . . Information Technology 
deals with the tools for handhng information, notably 
computers and networks. It affects how geoscientists 
investigate the real world, how they are organized, 
what they know and how they think. This book should 
help them [the readers] understand these changes and 
form a view on future trends. Benefits include more 
efficient and rigorous formulation and expression of 
ideas, and wider sharing and integration of knowl­
edge'. The book covers all aspects of the subject and is 
the perfect introduction for the serious student or the 

dedicated professional. It contains just about every­
thing you ever wanted to know about IT in an easily 
followed concise manner. 

Rather than look at this volume as a summary of 
accomplishments to date and where we have been, it 
can be considered a look into the future and where we 
are going. Dr. Loudon considers the scientific and 
economic benefits from IT after introducing the sub­
ject. The second part is on familiarization of IT tools 
and includes a discussion of the system, project sup­
port, analyses, and managing an information base. The 
last part of the book looks into rethinking of the data, 
information, and knowledge (for the analyst) and reen-
gineering of the system, design, user interface, and 
repositories (for the user). 

Let the geoscientist read, digest, and react to this 
provocative and insightful book as we enter the 21st 
Century and a new era in the earth sciences. 

D.F. Merriam 
Geological Survey of Kansas 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: 80098-3004(00)00051-0 
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Geoscience after IT 
Part A. Defining information technology, its significance in 

geoscience, and the aims of this pubHcation"^ 

T.V. Loudon 

British Geological Survey, West Mains Road, Edinburgh EH9 SLA, UK 

Abstract 

Information technology deals with tools for handUng information, notably computers and networks. It brings 
benefits such as more efficient and rigorous formation and expression of ideas, and wider sharing and integration of 
knowledge. This review should help practicing geoscientists and students to gain a broader understanding of these 
changes and form a view on future trends. © 2000 Elsevier Science Ltd. All rights reserved. 

Keywords: Information technology; Metainformation 

1. Defining information technology 

Geoscience after IT, pubHshed as a book (Loudon, 
2000) and a special issue of Computers & Geosciences, 
offers a broad overview of the impact of information 
technology on the work of geoscientists, seen against 
the background of evolving global communication on 
the Internet. 

Information technology (IT) refers to methods of 
handling information by automatic means, including 
computing, telecommunications and office systems. It 
deals with a wide range of mostly electronic devices for 
collecting, storing, manipulating, communicating and 
displaying information. Examples of IT devices are: 

The views expressed by the author are not necessarily 
those of the British Geological Survey or any other organiz­
ation. I thank those providing examples, but should point out 
that the mention of proprietary products does not imply a 
recommendation or endorsement of the product. 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

computer software and hardware, including memory 

and disk storage; printers; the telephone, cable, broad­

casting and computer networks; office copiers; facsi­

mile (fax) machines; DVDs; video cameras; image 

scanners; televisions and monitors; data loggers and 

automated instruments in the field and laboratory; sen­

sors on satellite cameras or downhole logging tools; 

digital surveying equipment. 

IT applications seldom respect disciplinary bound­

aries. The focus here is geoscience, centered on geology 

but inevitably overlapping into such subjects as geo­

physics, geochemistry, economic geology, engineering 

geology, and soil science. I occasionally stray into re­

lated aspects of environmental science, surveying and 

geomorphology, but try to steer clear of such topics as 

hydrology, meteorology or oceanography, which may 

be parts of the Earth Sciences in the wide sense, but 

are well covered in their own specialized publications. 

A primary task of geoscientists is to add to the base 

of recorded knowledge. Philosophers have made vali­

ant attempts to say what knowledge is (see, for 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: 80098-3004(00)00036-4 
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example Audi, 1998). Workers in computer expert sys­
tems and knowledge bases take a more pragmatic 
approach. Addis (1985) defines knowledge as "justified 
true belief, seen not as referring to a state of the 
brain, but as a shared human response to a complex 
environment. Information can be defined as something 
that adds to one's knowledge and understanding, and 
includes data (known facts) and their interpretation. 
The prefix meta- is sometimes used to refer to a higher 
logical type. Thus metalanguage deals with the nature, 
structure or behavior of language. Similarly, metadata 

is the name sometimes given to data about data, 
describing the data so that they can be understood 
beyond their originating project. The broader term 
metainformation refers to information about infor­
mation. Definitions of knowledge, information and 
data seem to lead more rapidly than most to circular­
ity. However, as the underlying concepts are familiar, 
these should serve our present purpose. 

2. The significance of IT to geoscience 

Modern IT offers opportunities for more effective 
handling of geoscience information in three main 
areas. The first is the obvious abiHty of computers to 
calculate, thus opening up possibilities of more rigor­
ous analysis with quantitative and statistical methods, 
and more vivid graphical presentation with visualiza­
tion techniques. A second area is the manipulation and 
management of information. This starts with the abil­
ity to move words around in a word processor or to 
move elements of a picture in a graphics system. It 
leads to the ability to capture data, store vast quan­
tities of information in a database or document man­
agement system, and retrieve specific items on demand. 
A third area is hypertext linkage with rapid dissemina­
tion and display of multimedia information through 
worldwide telecommunications and the Internet. 

IT influences the way in which scientists investigate 
the real world, how they are organized, how they com­
municate, what they know and how they think. They 
depend less of intermediaries like typists, cartogra­
phers, librarians and publishers for acquiring infor­
mation and disseminating their findings. They can 
collaborate more widely, thanks to better control and 
flow of information. Individual workers and groups 
can enjoy greater autonomy within a defined, shared 
framework. 

Taken together, the benefits from IT (see part B) 
include better science, cost savings, and speed and 
flexibility in data collection, storage, retrieval, com­
munication and presentation. 

3. This publication 

3.1. Target readers 

• Practicing geoscientists with a general interest in 
how modern information technology (IT) will affect 
their work and influence future directions in their 
science. 

• Geoscientists, familiar with computer or IT appli­
cations in their own specialist field, who need a 
broader perspective on future trends. 

• Students or educators specializing in IT applications 
in geoscience who require a top-down view of their 
subject. 

3.2. Objectives 

To provide an overview and rapid reference to assist 
readers to: 

• understand the ways in which geoscientists can col­
lect, record, analyze, explain, assemble and commu­
nicate information in the evolving geoscience 
information system; 

• understand how IT affects methodology and enables 
hidden constraints imposed by traditional methods 
to be overcome; 

• understand the theory underlying IT applications 
and know how to find examples and guidance for 
their implementation; 

• form a view on future trends and thence develop a 
framework to influence new developments and oper­
ate effectively within them. 

3.3. Structure and overview 

One effect of IT can be to separate content from 
container. The same material can be held (as here) in 
an electronic archive and presented as a book, a 
special issue of a journal or a set of articles for brows­
ing on screen or printing locally. I have tried to har­
monize the results with established bibliographic 
conventions and terminology, and apologize for any 
remaining confusion. 

Although I wrote this account for reading in 
sequence, there is probably enough repetition and 
cross-reference for you to refer to sections out of con­
text. I hope you will have little difficulty in dipping 
into sections of interest from the table of contents, 
abstracts and keywords. Internal cross-references 
should help you to follow threads leading to similar 
topics. 

The parts deal with the following topics. 
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Parts A and B: definitions and motivation. 
Information technology deals with tools for 

handling information, notably computers and net­
works. Geoscience can benefit from IT through 
more efficient and rigorous formulation and ex­
pression of ideas, and wider sharing and integration 
of knowledge. Progress requires a broad systems 
view. This account should help geoscientists to 
understand the overall changes and form a view on 
future trends. 

Parts C-H: familiarization with IT methods and the 
underlying theory. 

Not all geoscientists are familiar with available 
methods of IT, although these influence all phases 
of a project and every time of information. This 
review looks for underlying principles, moving from 
individual to project to global requirements. It 
tracks the process of familiarization, from ubiqui­
tous tasks like word processing through statistical 
analysis and computer visualization to the manage­
ment of databases and repositories. 
Parts I-M: the emerging system. 

Earlier parts dwell on the benefits of IT and the 
nature of IT tools. For a clearer view of how geo­
science and IT will interact, we need to reconsider 
our own methods of investigation: how we observe, 
remember and record, how we build knowledge 
from information, cope with changing ideas, and 
create a shared record in the geoscience information 
system. Our methods relate to the potential of IT: 
the flexibility of hypermedia, the developing stan­

dards for the global network of cross-referenced 
knowledge, and the particular value of well-orga­
nized structures of geoscience knowledge. They help 
us to understand the emerging geoscience infor­
mation system, to define our requirements and to 
build on current initiatives and opportunities, which 
are outHned here. 
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Geoscience after IT 
Part B. Benefits for geoscience from information 

technology, and an example from geological mapping of 
the need for a broad view 

T.V. Loudon 

British Geological Survey, West Mains Road, Edinburgh EH9 SLA, UK 

Abstract 

Information technology can lead to more efficient, versatile and less costly ways of supplying and using 
information. The familiar paper journals and books of the geoscience literature are being supplemented, and some 
supplanted, by electronic versions offering new facilities. Geoscience repositories gain efficiency and flexibility in 
storage, management, access and presentation of data. Global standards help communications, sharing of facilities, 
integration of ideas, collaboration and delegation of decisions. An example from geological mapping illustrates how 
a broad view of computer methods leads, not just to better ways of delivering the same product, but to more 
fundamental improvements in expressing, sharing and generalizing the geologists' conceptual models. Familiarity 
with existing systems can blind us to their shortcomings: familiar methods may hide assumptions that are no longer 
relevant. The example suggests that maps, reports and supporting evidence can be linked by hypertext in a tightly 
connected model. Targeted distribution of appropriate, up-to-date information can replace the high-cost scattergun 
approach of conventional publication. This leads to a tentative identification of user needs. © 2000 Elsevier Science 
Ltd. All rights reserved. 

Keywords: Electronic publication; Global standards; Digital cartography; Conceptual model; User requirement 

1. The geoscience literature 

Greater efficiency often shows up as reduced cost. 
Some figures, quoted by a fact-finding mission of the 
European Commission (Goldfinger, 1996), therefore 
deserve some thought. They refer to the costs of a 
banking transaction, such as paying a bill or cashing a 
check, in the USA. Using a full service branch, a typi­
cal cost was $1.07; using telephone services $0.54; 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

using Automated Teller Machine full service $0.27; 
using Personal Computer banking $0,015; and using 
the Internet World Wide Web $0.01. The authors 
point out that non-banking organizations, such as 
supermarket chains, can enter the banking field at low 
cost through the Web and can cherry-pick desirable 
customers from the traditional banks. 

The costs are spectacularly reduced by removing the 
need to rely on manual records, the buildings to house 
them and staff" to run them. Customers can control the 
transactions through an automated process from their 
own desktops. No routine support is needed from the 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: 80098-3004(00)00037-6 
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supplier. Although some customers may pine for the 
marble halls and the human touch, the inconvenience 
of going to the bank and lining up for service is 
avoided. It is not difficult to draw analogies with 
obtaining geological information through the Internet, 
as opposed to purchasing traditional publications or 
visiting Hbraries or archives. Customers bear the small 
cost of printing the information on their own desktop 
printers, but have the opportunity to review it first on 
screen and benefit from the rapid delivery. 

There has been wide discussion of the consequences 
of information technology for scholarly publication. 
Useful entry points are the work of Varian (1994) on 
the future of electronic journals, and the bibliography 
maintained by Bailey (1996). Odlyzko (1994, 1996) 
quotes some figures which give an idea of the scale of 
the costs. The number of publications in earth sciences 
has for some time been doubUng every 8 years. Com­
mercial publishers see a new journal as successful with 
as few as 300 paid subscriptions. Harvard University 
spends some $58 million a year on all its Hbraries. Sub­
scription costs are about one third of total Hbrary 
costs, much of the remaining cost being associated 
with storing and managing books, serials and catalogs 
that are duplicated in numerous other Hbraries. To 
publish a scientific article in mathematics, Odlyzko 
estimates the research costs at $20,000, preparing and 
reviewing the paper another $5000, and publication 
costs $4000. The average number of readers for each 
article is about 20 (possibly less in geoscience). He 
suggests that if library users were asked to cover the 
publication costs by putting $200 into a meter in order 
to read one article in detail, or $20 to skim the con­
tents, readership might fall. Instead, the costs are 
almost entirely concealed from the user. 

High-energy theoretical physics is one area where 
new delivery systems are in place. Within a year of 
Ginsparg (1996) introducing a system, most communi­
cation of pre-prints in that field moved from paper to 
electronic communication. The main benefits are con­
venience, immediate worldwide availability, and the 
opportunity to comment and discuss. 

Earth Interactions (Hepner et al., 1998), the on-Hne 
journal of the American Geophysical Union, the 
American Meteorological Society and the Association 
of American Geographers, offered a different rationale. 
It was launched for scientific rather than economic 
reasons. "The problem with you publishers is you 
think you add value. Well, you don't. You force me to 
reduce the information in my scientific papers so that 
they will fit on a flat printed page." The journal 
articles are refereed rapidly by e-mail and published on 
the Web. They offer such features as hypedinks, ani­
mation, virtual reality, Hnks to large datasets in exter­
nal archives, "live mathematics", interactive 3-D 
display, forward references (that is, to later citations of 

the paper), linked comments and replies, and corri­
genda. It is intended to become financially self-sup­
porting and the editors believe that: "the availability 
of authenticated peer-reviewed scientific articles for 
future scientists require an income stream from the 
users. Furthermore, the marketplace will help to sort 
out the useful from the chaff '̂. After an initial subsi­
dized trial period, the editors expect to obtain revenue 
from author and subscription charges, similar to their 
print journals. Their preparation costs (as opposed to 
publication and library costs) are at least as high as 
for a print journal. 

Odlyzko (1996) suggests that the major displacement 
of conventional publication will occur between 2000 
and 2010. When it happens, he expects the change to 
be abrupt. The kudos of publication in electronic jour­
nals must then match that of their printed counter­
parts. Computer-mediated communication is likely to 
replace much print publication because of the lower 
publication and library costs, and because of the 
improved representation of scientific findings, increased 
flexibility and ease of use. IT promises quicker access 
to more appropriate and up-to-date information at 
lower cost. Alongside the development of new methods 
that take full advantage of these opportunities, the 
backlog or legacy information (existing documents 
from earlier technology) must remain an integral part 
of the changing information system. As described in 
part L, section 3, much printed literature is also avail­
able as an electronic copy. 

2. Managing a knowledge base 

Technical journals are concerned with publishing 
self-contained articles on a wide range of topics. Com­
mercial and state organizations, such as oil companies 
or geological surveys, have a different objective — sys­
tematically collecting and maintaining geoscience infor­
mation to support specific activities. This calls for a 
different approach to IT. The British Geological Sur­
vey (BGS) is an example of a medium-sized survey. 
"The BGS is the UK's foremost supplier of geoscience 
solutions and is active in areas such as land-use plan­
ning, waste disposal, hydrocarbons exploration, civil 
engineering, minerals extraction, contaminated land, 
seismic and geohazard evaluation and understanding 
climate change" (BGS, 1998). A primary concern of 
BGS is therefore the management of a comprehensive 
knowledge base for a well-defined geographical and 
subject area. 

BGS currently prepares and pubHshes a comprehen­
sive set of geoscience maps and reports for the UK 
and surrounding seas, largely the results of its own sur­
veys. Extensive archives of supporting information are 
held for consultation, including much information of 
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variable quality from external sources. The archives 
take many forms, such as data files, field notes, bore­
hole records, logs, charts, photographs, videos, 
sketches, thin sections, fossil specimens, satellite and 
aircraft imagery, references to external source of infor­
mation, including papers, sources of expert advice, and 
so on. In addition to the publications, many of the 
archived records are publicly accessible for inspection 
on site. 

The integrated collection of linked information can 
be handled more efficiently with IT. Low-cost storage 
in computer databases makes it possible to archive and 
index information, including some results of field sur­
vey, in a readily accessible form. The indexes support 
off-site searching of the archive. Compound electronic 
documents combine text and map information, and 
link it to images illustrating detail and pointers to ad­

ditional evidence. Flexible retrieval and presentation 

can provide output customized for a wide range of 

users (see J 1.8), as in Fig. 1. A well-structured data­

base with full metadata (H 3) is a basis for publication 

on demand. Knowledge, however, still remains largely 

in the heads of experts. They must understand the 

users' needs, as well as the content and structure of the 

information, to interactively control selection and out­

put. As customers are best placed to understand their 

own requirements, the system should in time offer 

them direct access. 

3. Sharing information 

IT should simplify the sharing of information. Yet a 
computer user may need to learn new techniques for 
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Fig. 1. Printed compound electronic document. Geological information relevant to the potential purchaser of a property is 
assembled in the BGS Address-Linked Geological Inventory. It is retrieved from various databases and GIS. The material is then 
edited, and provided to the customer on screen or on paper. A small section of an online report is shown here. British Geological 
Survey ®NERC. All rights reserved. Base map reproduced by kind permission of Ordnance Survey ®Crown Copyright NC/99/225. 
More at: http://www.bgs.ac.uk/bgs/w3/see/SERVICES.HTM. 
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every new application or change to the system. Even 
within an organization, different groups may tend to 
work independently, selecting their own computing 
tools and their own structure and format for storing 
data. Users may spend more time transforming data 
than solving geoscience problems. Sharing data 
between organizations adds further complexity. 

A cross-section of oil companies addressed this issue 
by creating the Petrotechnical Open Software Corpor­
ation (POSC) as a not-for-profit corporation in 1990. 
"The standards and open systems environment to be 
facilitated by POSC represent a maturing of the indus­
try that frees companies from worrying about the inte­
gration of their computer systems and lets them 
concentrate on areas of added value" (POSC, 1993). 
Although specifically addressing the requirements of 
the exploration and production business, it adopts 
existing standards where possible, developed further as 
necessary. It makes decisions through an open process 
supported by technical arguments, not commercial or 
special interests. Its work is made available to all, and 
is relevant to a wide area of geoscience. In addition to 
POSC, there are many other activities and groups pro­
moting standards in related areas. The short-term costs 
of standardization cannot always be justified by puta­
tive long-term gains, and many standards have been 
superseded before being widely adopted. Nevertheless, 
the implementation of standards and better links 
through the internet are gradually overcoming the arti­
ficial barriers to communication. 

The oil industry is establishing shared computer 
repositories where any of the subscribing companies 
can access the data. Because they are run by special­
ists, the repositories provide better and more secure fa­
cilities. Because they are collaborative ventures, they 
reduce duplication of effort in systems development, 
data collection and storage. Because the data meet 
agreed standards, they can readily be retrieved and 
analyzed by the subscribers. The quoted savings are 
immense. 

There are other gains. The standards create a larger 
single market and so justify higher investments in 
developing applications software. The consistency of 
data collected to uniform standards pays dividends in 
such areas as quantitative analysis, visualization and 
database management (see parts F, G, H). Standard 
procedures and content also simplify project planning. 
Effort can be put into genuinely new investigations 
rather than reinventing and documenting old ideas. 
Global standards (L 6) simplify exchange of data 
across boundaries of disciphne, organization and place. 

IT means that scientists can themselves prepare 
documents, such as letters, memorandums and reports. 
This includes keyboard entry, preparing and inserting 
diagrams, selecting content and layout by inspection 
on screen, and reusing earlier work in new contexts 

(C). A computer template prepared by a graphic 
designer can ensure a uniform house style. In an aca­
demic community, lecture notes, student appraisals, 
and examples can be accessed more widely and more 
readily. 

Project management is also helped by computer 
communication. Larger groups can collaborate effec­
tively through rapid dissemination of planning docu­
ments, schedules and progress reports. Fewer layers of 
management are needed, because the information is 
available to all (M 3.1). Potentially, improved sharing 
of information offers more freedom of action to indi­
viduals, with more intelligence at their fingertips. 
Many of the benefits of IT are missed, however, if they 
are sought in too narrow a context, as the following 
example of geological mapping illustrates. 

4. The need for a broad view 

An information system is a means of recording ideas 
and sharing information. Geoscientists, for excellent 
reasons, tend to take their information system for 
granted, and may consequently give little thought to a 
basic need for improvement. Modern information tech­
nology, appropriately applied, makes the system more 
effective and eflficient. There are many examples of 
computer applications that make a valuable contri­
bution to part of the geoscience information system. 
To gain the full benefits, however, it is necessary to 
look at the system as a whole. Analysis of a system 
generally starts with a specification of the user require­
ment, but this can prove hard to tie down. For 
example, a study that I shall now describe began with 
a small, familiar part of the system and ended by 
pointing to some unrecognized requirements. 

It was my privilege, many years ago, to study some 
fine examples of conventional geological maps. The 
maps are informative, attractive, accurate. The organ­
ization which produced them strives to respond to cus­
tomer demands. My objective was to learn by 
comparison how the poor daubs then coming off the 
computer printer might be improved. With modern 
technology, the aim must be not just an imitation, but 
a better product. To detect areas of possible improve­
ment, it may help to consider how information was 
transformed during the process of mapping. 

The information available to the geologists as they 
strode across the landscape, hammers at the ready, is 
very different to that which reached the final pubHshed 
map on which they signed their names. The geology, 
in its infinite diversity, has been reduced to areas with 
uniform colors corresponding to a small set of map-
pable units. This categorization of objects, that is the 
things or entities of interest in the current context, is a 
basic part (taxonomy) of the scientific method (J 2.1). 
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Objects with similar attributes are grouped into named 
classes (grass, sheep, rocks), thus enabhng one to make 
general statements about them and codify one's expec­
tations about their properties and behavior. Not only 
can we talk about them, but in this case, can also 
show the distribution of classes of geological objects 
on a map. A dual statement is being made: the rocks 
designated on the map by a specific color have been 
identified as belonging to a particular formation; the 
formation comprises in part the rocks at the locations 
shown by the appropriate color on the map. We need 
to consider next, however, how adequately the map 
reflects the ideas in the minds of the surveyors. 

4.1. Extending the language 

We generally know more than we are able to express 
and share with others. Where technology allows us to 
express ideas in new ways, it can improve our ability 
to understand and share knowledge. The depiction of 
geology on the map is subject to cartographic con­
straints. Thicknesses of lines are chosen to be legible, 
boundaries are moved apart to be distinct, lines 
smoothed to avoid visual clutter, and so on. These are 
secondary to the interpretation in the field, which must 
surely have involved aspects, such as consideration of 
three-dimensional processes, which cannot be shown 
on the map. The geologists can therefore be said to 
have developed a conceptual model — a formalized 
mental image giving a simplified view of relevant 
aspects of the real world. The full conceptual model 
exists only in the minds of the authors, and must be 
further simplified for representation on the map. 

The completed map is a permanent, shareable, pub­
lic record of the authors' ideas. However, it necessarily 
imposes physical constraints on the representation of 
the conceptual model. The technical limitations of pen 
and paper are significant. Lines of even thickness and 
areas of uniform color are easily drawn, but artistic 
genius is needed to accurately depict our imperfect 
view of diversity, ambiguity and uncertainty. The limi­
tations of our skills and tools force us to reduce the 
complexity of nature to a few mappable units. 

Our mental images of objects are strongly influenced 
by their representation. Make a careful schematic 
drawing of a fossil, and it may be easier to remember 
the drawing than details of the original specimen. 
Draw firm boundaries on a map and they affect your 
view of the geology. The rock bodies are three-dimen­
sional, and can be fully understood only in terms of 
the processes by which they originated and developed 
through geological time. The map is two-dimensional, 
supplemented by cross-sections, indications of the geo­
metry such as orientation measurements (strike and 
dip), intersections with the topography, and possibly 
contours on a subsurface horizon. We have a view of 

the vertical relationships along the lines of cross-sec­
tions, with a rather hazier view in between. Ink marks 
on static, two-dimensional paper cannot represent sat­
isfactorily a complex sequence of three-dimensional 
units and their spatial relationships, far less their origin 
and structural history. 

A map at a uniform scale cannot accommodate the 
variation of information density on the ground. For 
example, the geological information for a map sheet 
may be limited to a few good coastal exposures with 
little solid geology exposed inland. A map which fully 
reflected this would have a thin zone of illegible clutter 
reheving the blank monotony of the rest of the sheet. 
If the main objective of surveyors in the field is to pro­
duce a map, therefore, they may give limited attention 
to the detail of good exposures, knowing that there is 
no room to show the results on the map. Again, the 
physical limitations of the medium influence the con­
ceptual model, and thus the investigational procedure. 

The ink marks on the map depict formalized sym­
bols, such as stratigraphic codes, which do not imitate 
the appearance of the original objects, and patterns, 
such as formation boundaries, which are miniaturized 
versions of patterns on the ground, or, rather, in the 
geologists' conceptual model. The process of moving 
from observation in the field to representation on a 
map involves generalization, that is showing the salient 
features, possibly in a simplified form, and removing 
unnecessary detail (see Buttenfield and McMaster, 
1991). When a smaller-scale map is produced for the 
same area, the original map is again generalized. The 
latter process can be readily studied with the aid of an 
enlarging photocopier. Fig. 2 indicates differences 
between features drawn at the scale of the original sur­
vey at 1:10,000 and as shown on the pubhshed map at 
1:50,000. This may also throw fight on the generaliz­
ation during field mapping and the aspects of the real 
world that are conserved during that process. 

The dike swarms or the coal seams in Fig. 2 are 
obviously exaggerated in thickness for legibility, and 
thus are not a true scaled reduction. Their exact num­
bers (actual or observed) are not shown, although vari­
ations in numbers may be reflected in some way, and 
it is possible that the spacing or relative spacing is also 
indicated. Their orientation is probably represented, 
and in a few cases their continuity and even variation 
in thickness, but not their length. An intricate pattern 
has been carefully displayed. Its exact meaning, how­
ever, is not immediately obvious. 

Generalization resembles statistical sampling (F 3), 
in which a small number of items are selected to rep­
resent a larger whole. Generalization also reduces a 
large amount of information to a more manageable 
quantity that throws light on the overall situation. 
Here, the requirement is to be able to draw con­
clusions about the geology from the map. Statisticians 
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insist that in order to arrive at statistically valid con­
clusions an appropriate sampling scheme must be fol­
lowed and explained to the user (see Davis, 1973). The 
map in some ways resembles a sample, but what was 
the sampling procedure? Take, for example, a symbol 
showing the orientation of bedding in Fig. 2. It may 
be representative of the orientation within either a par­
ticular area, or within an outcrop, or a horizon, or a 
pattern of folding. It may be a random sample, a typi­

cal value, a particularly significant value, or selected 
haphazardly. It may refer to an area the size of a field 
notebook, or it may not. Certainly it is not a measure­
ment from which one could confidently draw quanti­
tative conclusions. Lines on the map show formation 
boundaries and the positions of faults. But it is seldom 
clear where the geologists observed their presence, or 
inferred it from landscape features, and where they 
were required simply in order to complete the geol-

(A) (B) 

Fig. 2. Map generalization. (A) Fragments of maps at survey scale of 1:10,000; (B) maps for the same areas generalized for publi­
cation at 1:50,000, enlarged here for comparison. The amount of information is progressively reduced during observation, record­
ing, abstracting and reading. This generalization process can be observed in action during scale reduction of a map. In the upper 
example (BGS Sheet 44W, Eastern Mull) geometrical properties of the dike swarm include average orientation, lenticularity, vari­
ation in density, dimensions and spacing. Some of these at least were affected by generalization. In the lower example of scale 
change (BGS Sheet 31W, Airdrie) minor faults were removed, coal seams selected, and the orientation of the coal seam adjusted to 
remove the effect of minor faulting. Presumably similar faults and coal seams exist that were too small to show at survey scale. 
British Geological Survey ' NERC. All rights reserved. Base maps reproduced by kind permission of Ordnance Survey ^^Crown 
Copyright NC/99/225. More examples in: BGS Technical Report WO/94/3, electronic version at http://geolib.bgs.ac.uk, search by 
name (Loudon). 
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ogists' reconstruction. Despite the large scientific 
investment which the map represents, its content needs 
cautious interpretation. Nevertheless, despite the 
absence of any recognizable sampling scheme, it is 
possible to learn much about the geology from a geo­
logical map. 

Perhaps the map is not an attempt at a precise geo­
metrical depiction, but rather is telling a story which 
geologists have been trained to understand. It is not 
difficult to imagine geologists in the field developing 
their own conceptual model, and using a pre-existing 
map to check it against earlier observations and align 
their ideas with those of their predecessors. Geologists 
who could themselves have done the earHer work, 
know that particular marks are made under specific 
circumstances. By an intuitive process they could put 
themselves in the authors' shoes, project themselves 
into the authors' minds and visualize the conceptual 
model that lay behind the depiction on the map. 

Intuition, that is apprehending something without 
any intervening reasoning process, it vital to science. 
You could not have read this far without it. Human 
beings are skilled in intuition, computers are not. But 
that is not the end of the story. What geologists show 
on a map is an inextricable mixture of hard fact and 
interpretation. With computer support, the language of 
the map could be extended so that aspects of the geo­
metry, for example, could be rigorously sampled in the 
field, and the three-dimensional structure could be 
recorded and tested for consistency. But this is point­
less if the rigor is lost in the final portrayal. These 
issues are explored in more detail in part G. Meantime, 
the point is that there is a hidden requirement for 
users to free their ideas from the constraints of scale, 
dimensionahty and cartographic representation 
imposed by the paper map; to develop multiple con­
ceptual models more freely; and to express them more 
fully and rigorously in the shareable record. Modern 
information technology can extend the means of ex­
pression and communication, but must be used with 
caution and awareness of the likely consequences. 

4.2. Connectivity and integration 

Devising a solution to the narrow user requirement 
just outhned could have damaging and dangerous side-
effects, like taking aspirin for the pain of a stomach 
ulcer. The geological map is a small part of recorded 
geoscience information. Changes to one part can have 
knock-on effects elsewhere. For example, to obtain an 
account of the geology, even of a mapped area, the 
user is likely to turn to a written report. Both map and 
report are expected to share the same conceptual 
model, and refer to the same objects and object classes 
(H 5). One cannot be modified without affecting the 
other. 

The map and the report are separate documents, 
possibly prepared at different times. Small maps are 
likely to be included in the report, as well as dia­
grams providing graphical information that might 
more naturally be part of the map. Many maps, on 
the other hand, contain long text descriptions that 
could fit equally well into a report. There is thus 
no sharp distinction of content between map and 
text material. They are separated because the two 
widely different formats could not readily be printed 
as a single document. Cross-reference from report 
to map is by the tedious mechanism of grid coordi­
nates, and references from map to report are likely 
to be confined to a brief bibliography referring to 
the map sheet as a whole. For obvious reasons, no 
conventional document contains references to items 
published later than itself. The connections between 
documents could clearly be improved. 

To grasp the full significance of a geological in­
terpretation, the user may have to visit the area 
and retrace the investigation. After all, in any 
science there should be the option of checking con­
clusions by reexamining the evidence. Even where 
field notes can be examined, however, there is little 
guidance to the precise reasoning behind the con­
clusions shown on the map or recorded in the 
report. Although providing an invaluable context, 
published maps and reports may lack the specific 
information which is required for a detailed study, 
and give little indication of where that detail can be 
found. Think, for example, of the civil engineer 
looking for records to assess the foundations of a 
large building. If borehole records exist, they may 
have been used as supporting evidence in making 
the map, but neither explicitly cited nor evaluated. 
Information technology should be able to offer bet­
ter solutions to supporting, retracing and sharing 
the investigators' ideas. 

A surprisingly large part of most scientific papers is 
a reworking of earlier pubHshed material, recast to 
explain or support the author's viewpoint, but invol­
ving a degree of repetition which might be unnecessary 
if the original sources were more accessible. A some­
what broader solution would therefore take advantage 
of the greater connectivity that GIS and hypermedia 
(E 4) can offer, and thus the ability to integrate infor­
mation from many sources. Material from the map, 
the report, diagrams, the database, computer appli­
cations, video and still photography, external com­
ments, references to previous work and access to 
expert opinion could all be incorporated in a fully con­
nected hyperdocument, using simple and familiar tools 
for access from the desktop. It would be unwise, how­
ever, to embark on such a project without considering 
its long-term development and the means of dissemi­
nating the information. 
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4.3. Deliver and print 

The economics of the offset-Hthography printing 
process affect both text pubhcations and maps. Prepar­
ing the reproduction material is complex and requires 
scarce skills, possibly resulting in long delays. The 
costs of setting up a print run are comparatively high. 
Subsequently, each additional copy within the print 
run costs little more than the paper and ink. Some 
thousands of high-quality copies may therefore be 
printed in a batch. Identical copies are bound, dis­
patched, documented and stored throughout the 
world, in public, private and personal libraries. Interli-
brary exchange schemes are organized to mail copies if 
they are not available locally. All this is to reach the 
handful of users who may be interested. The printed 
product is a permanent snapshot of the author's ideas 
at a particular time. Revision is costly and therefore 
infrequent. The information is likely in consequence to 
be out of date. 

The geological map is complex and to the expert eye 
is full of information. But there is tension between the 
scientists' desire to record all their insights and the 
demands of the market place. Information to attract as 
many readers as possible may be included to justify 
the wide circulation, at the expense of clutter and com­
plexity. 

The end-user of the map may be an expert in 
another field with limited training in geology. Aspects 
of the geology may be important to the land-use plan­
ner zoning residential areas, the construction engineer 
planning a new highway route, the insurance agent 
concerned with geological risk to housing, the lawyer 
with a claim for ground-water pollution, the teacher 
explaining landforms, the company director financing 
mining development. All have their own requirements 
for specific geological information, which may or may 
not be available from the general map. They need a 
simple presentation of the information including rel­
evant detail but free of clutter. One approach to meet­
ing such needs is to prepare many thematic maps for 
the same area, meeting a range of potential require­
ments. A result, however, is greatly increased publi­
cation costs. A solution is to print on demand extracts 
selected from a geographic information system (GIS), a 
computer-based system for handling map information 
(see Bonham-Carter, 1994). Parallel arguments could 
be made about text reports. 

Because many maps are published to a standard set 
of scales, the geological map can be overlain on a light 
table to correlate it spatially with other maps showing 
for example topography, soils, or land use. Unfortu­
nately, it may be difficult to find the maps, their sheet 
boundaries may not match, there may be many small 
discrepancies due to different series being revised at 
different times, and the map underneath is never easy 

to read. GIS offers a solution in principle, seldom 
achieved at present because of the lack of availability 
of digital maps. 

The geological map has been taken as an example, 
but is a small part of the recorded information on geo-
science. Text publications share many of the same de­
ficiencies. The language in which the reports are 
expressed forces a particular pattern of thought, such 
as categorizing the diversity of nature in predetermined 
molds, which may not always be the best option. A 
report of any kind is expensive and laborious to pro­
duce. It therefore tends to present a rather tidy and 
self-contained account of its topic, omitting unsuccess­
ful lines of investigation and details that may be infor­
mative but do not contribute to the main theme. 

None of this implies incompetence, but rather that 
ways of working are influenced, perhaps controlled, by 
the available tools. Around these tools a major indus­
try of intermediaries, such as publishers, printers, 
booksellers and librarians, has grown and cannot 
change overnight. Geoscientists are the beneficiaries of 
a huge legacy of information, recorded and greatly 
influenced by the technology of the time. Now, tech­
nology is moving on and the information industry is 
regrouping. It is feasible to hold information of many 
types under the control of the originators or their 
proxies, and to select and deliver it electronically 
worldwide when required, for local editing and print­
ing of both images and text under the control of the 
user. In the words of the Xerox Corporation, print-

and-deliver is giving way to deliver-and-print. 

5. Towards a user requirement 

There are incompatibilities and conflicts between the 
old and new. Ways of thinking and ways of working 
that have been deeply ingrained over generations, may 
no longer be appropriate. We must consider not just 
the representation of existing data, but also the more 
effective representation of reality. We must bear in 
mind that new methods may bring risks of misunder­
standing, which hidden features of conventional sys­
tems were designed to circumvent. The benefits we can 
expect from IT, and our objectives in using it, can be 
crystallized as a user requirement, a concept described 
in more detail in K 3. An apparently narrow user 
requirement, as in B 4.1, must be placed within its 
wider context. To the frustration of IT support staff, 
the user requirement tends to evolve as new methods 
are explored, and may be clear only after the work is 
complete. 

In general terms, the user requirement identified so 
far is to share information more effectively and effi­
ciently by: 
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• more complete and rigorous representation of con­

ceptual models and their supporting evidence; 

• reduction of repetition by better links; 

• direct worldwide access to information that meets 

global standards; 

• more appropriate control of information by origin­

ators and users, with less reliance on intermediaries; 

• easier access to more rigorous analytical methods 

and visualization techniques; 

• a move from fixed paper documents, to a shared, 

dynamic knowledge base, from which users can 

selectively retrieve and print information. 

At this stage, I hope you agree at least on the need for 

geoscientists to arrive at an informed view of how we 

can best work with new information technology: 

informed by experience of the various tools that IT 

places at our disposal (parts C-H), and by insight into 

how we think and work within the geoscience infor­

mation system (parts I-M). 
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Abstract 

Familiarization with IT proceeds best by first learning the basic skills, using them, and considering the 

consequences; thus developing a mindset to take advantage of future opportunities. A desktop computer is a good 

starting point. Word processing can be seen as a route from tangled thought to immaculate presentation. 

Spreadsheets can help to build, analyze and plot datasets. Data can be collected with forms and spreadsheets, with 

on-line instruments in the laboratory or in the field, or by scanning and maybe OCR. Standards are needed to 

communicate between systems. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. The route to IT familiarization 

Not all geoscientists are familiar with available 

methods of IT, although these influence all phases of a 

project and every type of information. This review 

looks for underlying principles, looking at individual 

support in this part, moving on to project, then global 

requirements (parts D - H ) . It tracks the process of 

familiarization, from ubiquitous tasks like word pro­

cessing through statistical analysis, spatial analysis and 

computer visualization to the management of data­

bases and repositories. 

You learn about computers by using them, just as 

you get to know a town by living in it. A guidebook 

can help by pointing out features you might otherwise 

miss, and explaining the background to improve your 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

understanding and give an overview to tie it all 

together. I see no reason to repeat sections of comput­

ing manuals here, when you can readily find the real 

thing, often as online help and demonstrations of soft­

ware on your computer. Instead, I offer suggestions 

about what to do and where to find things — a means 

to an end, not an end in itself. 

This guidebook also has a theme: that information 

technology is changing the way we conduct geoscience, 

and to control that change we need to understand, not 

just the technology but also the way our science 

works. As I am unsure of what you already know, I 

start with basic concepts, and hope you will skip 

ahead if they offer nothing new. A search of the World 

Wide Web will provide details of many of the topics 

mentioned. 

Many geoscientists have a good basic knowledge of 

computing, and add to it as required. The advantage 

of learning by experience is that the information may 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 

PII: S0098-3004(00)00038-8 
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be more relevant and so more easily remembered. The 
disadvantage is that broader issues may be forgotten 
and better methods neglected in favor of the familiar, 
but periodic review of similar applications elsewhere 
helps to overcome bad habits. Formaf instruction 
through books and courses should lead to a wider ap­
preciation of the possibilities, and to learning the best 
approach rather than one that was stumbled on by 
accident. 

Those who are less familiar with the basics of IT or 
its geoscience applications have different priorities. 
They need to gain the basic skills of operating with 
keyboard and mouse. They must learn how simple 
tasks are handled on the computer before they are in a 
position to learn about more complex applications, 
where these skills are taken for granted. A step-by-step 
approach where skills are learned and immediately put 
to good use is strongly recommended. Word processing 
is one skill which is at once useful and also leads to 
familiarity with the keyboard, mouse and screen, and 
the idiosyncrasies of the graphical user interface 
(GUI). Handling electronic mail (e-mail), on-Hne pub­
lic access catalogs (OPAGs), and surfing the Web are 
then less daunting. 

2. Desktop hardware 

A good starting point for learning about computing 
applications is your own desktop computer, where 
skills can be learned by experiment, making mistakes 
in the privacy of your own office. Here is a place to 
learn of the user interface, word processing, spread­
sheets, database and communication features. Desktop 
computers also support many small geoscience appli­
cations that are helpful in individual investigations. 

The computer screen on the desktop is a window 
into information technology. It may be part of a per­
sonal computer or a workstation or a simple network 
computer with little computing capacity of its own, 
but with the ability to download instructions from a 
remote server. It may be static or portable. It may be 
for your exclusive use or it may be one of many ma­
chines which get their individuality from downloaded 
software. Thus you may be able to go to one of many 
different computers, enter your identifier and password 
and operate it as your own machine. 

If you would be seen as technically aware, you 
would know the make and model of your desktop ma­
chine and its main server, if any. You would know the 
name of its operating system and the company which 
produced it. You would know whether the computer is 
free-standing, that is, unconnected to others, or net­
worked. If the latter, you would know what type of 
network it is connected to and by what means, how 
extensive the network is, and the bandwidth of the 

connection. The protocols for graphics on screen, the 
memory size, the processor speed, the disk capacity, 
and any peripheral attachments including the printing 
facilities (type, manufacturer, resolution color avail-
abiUty, paper sizes), are additional points of interest. 
Some computing terms are reviewed in part E. The 
details for your own machine can usually be discovered 
by searching through the menus on the machine, by 
looking at the manuals, or by asking a well-informed 
colleague. 

Most of use have little say in selecting a computer at 
work. If we do, the important points are likely to be 
how it fits in with existing equipment and planned 
developments. At home, other considerations come 
into play, but compatibility with one's employers' 
plans may still be crucial. For mainstream, general-
purpose computers, you should be able, as when rent­
ing an automobile, to get in and drive, assuming, of 
course, some training and experience. If you plan to 
select and buy your own personal computer, there are 
many periodicals that offer advice. The vendors are 
likely to be biased, and it is well to precede any discus­
sions with them with a little background research and 
to have in mind some figures for the details mentioned 
in the last paragraph. There is no point in offering 
further advice on purchase here, as it would be long 
out-of-date before publication. Remember, however, 
that a computer soon becomes obsolete, and the cost 
of purchase may have to be written off over as little as 
three years. Remember also that the main costs will lie 
in training and upkeep rather than the initial purchase. 

Faced with an unfamiliar machine, progress can be 
made with a combination of experimentation, reading 
books and manuals, on-fine help systems and demon­
strations, advice from colleagues and vendors, and 
from training courses if they are readily available. 
SkiUs should be learned with a purpose in view, not 
studied and forgotten. An obvious starting point in 
computer use is word processing. 

3. Word processors 

Word processing skills are not difficult to acquire, 
and are a vital part of most geoscientists' work. Fur­
thermore, the skills are fundamental to most other 
computer applications, and few of the present readers 
should be without them. A very small number of word 
processor packages dominate the market, all with simi­
lar features, and all suited to a geoscientist's needs. A 
choice between them might depend on the availability 
of local support, cost, their integration with other rel­
evant packages, and perhaps the ease of handling 
mathematical or chemical formulas. They should be 
seen as part of the overall computing facility, not as a 
self-contained item. 
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There is no point in offering advice on their usage 
here, as this is best obtained from their on-hne tutor­
ials or manuals. However, we need to review their 
function, to see how it contributes to the information 
system. Think first of the earlier alternatives, which 
have shaped the information system as we know it. A 
familiar analogy is writing with pen and paper, starting 
at the top of the page and writing line by line until the 
page is full. Corrections can be made by striking out 
unwanted text and adding more wherever space is 
available. As the hand-written document can become 
rather illegible, the next step is to pass it to a pro­
fessional typist who, by reading and reentering all the 
material, can prepare an equally inflexible document 
on a typewriter. Corrections can be marked by pen as 
before, at the expense of legibility, and retyping is 
inevitable for a document of any significance. Publi­
cation again requires reentry from a keyboard, with all 
the consequent possibilities for mistakes. 

Word processing changes these procedures in several 
ways. The output from the computer printer is more 
legible than most handwriting. More fundamentally, 
ink is not put on paper until required. It is not fixed 
during the recording process. The record on the com­
puter can be viewed on screen and altered at will. The 
repeated keyboard entry of the manual system is 
replaced by altering only what must be changed. 
Updated versions of a document, such as a list of 
references, can be prepared without reentering old ma­
terial. The document need not be prepared in a set 
sequence, but can be built up from any starting points, 
and the contents rearranged whenever required. This is 
a major advantage for those whose thoughts seldom 
follow a straight line. 

Content is separated from form of presentation, 
which can be altered separately. The computer record 
can generate a draft, a final document, or camera-
ready copy for ofifset-Htho printing. Parts of the text 
can be extracted for use in other contexts. With 
descriptions of, say, fossils or borehole records, items 
can be subdivided or expanded and automatically 
renumbered, without affecting the rest of the docu­
ment. If the document is appropriately designed, tables 
of contents and indexes can be prepared and brought 
up to date automatically to match the current page 
numbering. 

Typing skills, including high keyboard accuracy, 
good spelling, and the ability to visualize and plan the 
layout of the final product before it is typed, are less 
necessary. Scientists can record their own information, 
helped by tools such as a spelling checker, and adjust 
the layout as the document develops. This may be 
easier than preparing a hand-written draft for later 
typing. Although clear handwriting can be read 
mechanically, simple keyboard skills are not difficult to 
acquire and are likely to provide a better solution. Pen 

and paper remain more robust, versatile and cheaper 
in some circumstances. Despite the availability of 
rugged hand-held notebook computers, for example, it 
may be easier to use a conventional notebook in the 
field, and later decide what should be transferred to a 
computer record. 

Word processing is a step on the way to the prep­
aration of compound documents, which may incorpor­
ate data tables and diagrams as well as text (L 3). You 
can include placeholders to indicate where external in­
formation, perhaps selected from a database, is to be 
inserted later. You can then print circular letters or 
reports where the placeholders are replaced by infor­
mation specific to the recipient, such as their name and 
address or paragraphs matching their interest profile. 

The digital record can be accessed remotely, 
searched for keywords, and combined with images. 
Links can be inserted to other documents and to 
points in the same document. These need not refer to 
text, but can link to any electronic information, such 
as an image or data. They can be included in a com­
pound document produced by a word processor, but 
require special facilities for manipulation and editing. 
Such concepts are greatly extended in the World Wide 
Web (E 4). 
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Fig. 1. Table or ''flat file" of geological data. The array of 
data is held in a spreadsheet where it can be edited, manipu­
lated or transferred to other programs for databasing, analysis 
or display. This spreadsheet is reproduced by permission of 
Rockware. More at http://www.rockware.com/. 
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4. Spreadsheets and business graphics 

Most desktop computers offer systems for preparing 
and handling spreadsheets, which are of value in many 
areas of geoscience. Because each step of the calcu­
lation is clearly visible, spreadsheets are of particular 
interest in learning, teaching and exploring new ways 
of analyzing data. The spreadsheet is a table, or array, 
of numbers arranged as rows and columns (see Fig. 1). 
The array can be large, but because the program offers 
simple procedures for entering and adjusting data, 
spreadsheets are also useful for small illustrative tables 
to insert in a report. New rows and columns can be 
created by adding new data or by inserting a formula 
stating how the new entries are to be calculated from 
the existing data. Because the program stores the for­
mulas, the entire spreadsheet can be recalculated auto­
matically when entries are added or amended. 

Spreadsheet systems generally include full documen­
tation and on-line demonstrations, a good way to ap­
preciate their characteristics and learn how to use 
them. Their application may He in administrative 
tasks, such as keeping track of expenditure and staff 
time of various projects, week by week. Their geo­
science applications, where many data are collected as 
tables, are surprisingly varied. A number of properties 
or characteristics are used as column headings and 
their values are recorded in a row for each item. In 
this way, the data are collected consistently. Many 
computations (see F 3, Fig. 1), including statistical 
and geophysical calculations, can be set out as 
sequences of formulas relating successive columns in 
a spreadsheet. This leads to rapid programming, since 
no complex coding is required. As intermediate steps 
in the computation are held as separate columns, 
they can be inspected to check on unexpected results, 
or to get a feel for the influence of different factors 
on the final result. 

Simple business graphics are widely available for 
desktop computers. If data have been collected in the 
form of a spreadsheet, it is not difficult to experiment 
with their display. Simple pie charts, barcharts and x-y 
plots are a straightforward means of displaying the dis­
tribution of values and the relationships between vari­
ables, and are suitable for including in word processor 
documents. They are as relevant to science as to 
business, and you should certainly be aware of their 
existence. 

5. Capturing data and images 

Spreadsheets and database systems provide means 
of data entry and editing, including the possibility 
of creating your own form to enter and check data 
on screen (D Fig. 3). Field or other observations 

can be manually recorded on printed forms, 
designed to ensure that all the necessary data are 
recorded systematically. They make it easier to 
transfer the data to the computer at a later date, 
particularly if they match a form on screen. It is 
also possible, though not necessarily cost-effective, 
to take rugged and portable computers into the 
field, where they can store records as the obser­
vations are made (Briner et al., 1999). This simpH-
fies review of the information and may help with 
initial analysis. The course of the investigation can 
then proceed on the basis of what has already been 
discovered. 

Some surveying instruments and positioning sys­
tems can plot locations directly to a computer map. 
Up-to-date accounts of the satellite-based Global 
Positioning System (GPS) and trials of surveying 
instruments can be found on the Web (Graham, 
1997), and a complete overview in Hofmann-Wellen-
hof et. al. (1997). Expensive data-collection instru­
ments, such as geochemical equipment in the 
laboratory or some geophysical equipment in the 
field, are usually linked to a computer or to a digi­
tal recording device. A computer has the advantage 
that some processing of the data can be done at 
the time of capture, and it may be possible to 
adjust or control the instrument by feedback reflect­
ing the incoming data. 

Images can be generated from graphic programs, 
as mentioned in the last section. Existing images, 
such as diagrams, maps or photographs can be cap­

tured, that is recorded for use in the computer, 
with a scanner. The scanner captures the image as 
a raster, a set of colored or monochrome dots on 
an evenly-spaced grid, typically at a resolution of 
300 dots per inch or 15 dots per mm, and perhaps 
four times as many for a high-quality image. 
Images use a considerable amount of storage space, 
from 1 to 24 or more bits for each dot, depending 
on color resolution. Once captured, image editing 
and enhancement is possible with appropriate soft­
ware. Color and density can be modified, the resol­
ution can be changed, the size and shape of the 
image can be adjusted, or part of the image can be 
selected by cropping. Images can be combined, for 
example by overlaying small pie charts of lithology 
ratios on a scanned map. 

Scanning is an important means of capturing data. 
It can capture images of text on a printed page. Opti­

cal character recognition (OCR) systems can convert 
from the image to a word-processor representation of 
the characters. As this is a moderately expensive and 
error-prone process, it would not normally be used if 
the text had already been keyed in and was available 
in computer-readable form. It would probably, how­
ever, cost less than rekeying the document. 
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6. Information delivery and presentation 

A surprisingly important ingredient in the success of 
computers is the widespread availabihty of good-qual­
ity printers. It is surprising because the rapid avail­
ability of information on the computer screen might 
seem to make the paper copy less necessary. However, 
paper remains a most convenient medium for reading 
and studying documents of any significant length. The 
ability to receive documents from a distant source and 
print them locally does, however, mark a significant 
change. Documents can be maintained by the origin­
ator, and obtained, edited and printed by the reader. 
The consequences (M 2.1) amount to a fundamental 
change in the procedures of publication. 

Hypertext documents (E 4) can similarly be delivered 
and viewed on the screen. In print, of course, it is 
possible to arrange the document only as a single 
sequence, and the network structure is lost. Multime­
dia insertions, such as audio, video or computer pro­
grams, cannot be transferred to paper. Electronic 
documents can, however, be cited in a paper document 
(see IFLA (1998) and ISO (1999) for style guides). It is 
worth remembering also that presentations to an audi­
ence can be made with a suitable projector, and soft­
ware such as Microsoft PowerPoint. The images and 
video from the computer screen can be projected to a 
large screen and sound to a loudspeaker system. 

The abihty to pass information between systems 
depends on shared standards. At a basic level, most 
systems can accept ASCII characters and thus a char­
acter string can be passed between them. Diff'erent ver­
sions of the same word processing system can 
generally exchange more detailed information, includ­
ing adjustment of fines to left, right or center, font, 
point size, and italic, bold or underlined. By saving the 
document in rich text format (RTF), this information 
may also be exchangeable between different types of 
word processor. Similarly, images and multimedia can 
be transmitted in various standard forms using hyper­
text transmission protocol (http). The appearance of a 
page can be represented in the Postscript language (E 
6), including both images and text. However, this is 
not appropriate if the text is to be edited by the recipi­
ent, as it might require redesign of the entire page lay­
out. Portable data format (PDF) is a possible 
compromise, allowing full access to the text in order, 

for example, to search for a keyword, while preserving 
the appearance of the page. Where the recipient is 
more concerned with content than appearance, particu­
larly where text searching and editing is required, a 
simple format, such as RTF, is more effective and effi­
cient. 

Some famifiarity with the general use of desktop 
computers is a good starting point for anyone intend­
ing to make serious use of computer methods. They 
should then be able to create simple and compound 
documents on the computer, and understand the 
graphical user interface. It is argued later (L 6.3) that 
the ability to integrate information types will have im­
portant consequences for the process of publication. 
The abifity to manipulate and analyze quantitative 
data will continue to transform the ways in which 
scientists express and exchange ideas. Most of the fea­
tures of IT which are set to have a huge impact on 
geoscience can be seen in embryo in systems on the 
humble desktop machine. 
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Abstract 

Once geoscientists have acquired basic computing skills, the next step in IT familiarization is generally to use IT 
methods to collaborate within a project. The project is managed to achieve the objectives of a workgroup. 
Computers facihtate communication with e-mail, discussion groups and intranet hnks. There may be a need to 
formalize: standards, metadata and investigational design for all contributors to share compatible results; 
procedures to monitor and control the project; and document and database design to deliver a uniform 
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1. Project and workgroup 

Few of us, even as students, work alone. After 
acquiring basic computing skills, the next step is to 
look at the techniques for supporting a project and 
enabhng a workgroup to collaborate more effectively. 
Communication and preliminary planning are 
obviously important, as are databases and quantitative 
models. This leads on to the wider scene, where we 
recognize the global scope of geoscience and the perva­
sive influence of information technology. 

We began (part C, section 2) by looking at the desk­
top computer. Without external distractions, you can 
develop basic skills there, such as using a keyboard, a 
graphical user interface and basic tools for preparing 
text, diagrams and data files. Most geoscientists, how-

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

ever, must inevitably relate their own specialist exper­
tise to the knowledge of others within a workgroup — 
a number of individuals brought together to work on a 
defined task. This creates additional requirements for 
information technology to assist in communication 
and coordination. 

Tasks are normally handled as projects. A project is 
a managed activity with a set of objectives and a time 
scale, normally with identified requirements for 
resources of staff'-time, equipment, services and infor­
mation. The objective may be as small as the identifi­
cation of a fossil, or as large as the production of a 
geological map of the world. A large project can be 
divided into subprojects. A very large project, say the 
geological surveying of the United States, might be 
regarded as a service activity with no final completion 
date. It would subsume many projects, concerned per­
haps with completion of specific reports or map sheets. 

A project is defined within a business context rather 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: S0098-3004(00)00039-X 
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than a purely scientific one. Consequently, the geo-
science aspects would be designed and conducted dif­
ferently for, say, a project estimating sand and gravel 
resources compared with one looking for oil and gas. 
Business is defined rather broadly as activities to meet 
the objectives of the organization. A graduate research 
study, say, would reflect the "business" of the univer­
sity in terms of research and education. Knowledge of 
the business context in which the project is undertaken 
is essential for others to evaluate the results obtained 
and their significance in other contexts. For example, 
core samples from oil exploration might not be repre­
sentative of the area because they were selected as po­
tential hydrocarbon-bearing rocks, possibly obtained 
from anticlines selected by seismic survey. 

2. Communicating in the workgroup 

Communication between participants in a project 
can be improved by IT, and the closer coordination 
can make work more productive. Where it is imposs­
ible or undesirable for all participants to be accommo­
dated at the same location, IT can offer good 
communication links over long distances (E 4). Tasks 
within a project can be divided among a range of 
experts, all with their own computing needs and sol­
utions. They must combine their results and share 
their resources. Information must be transferred 
between machines and must be usable when it arrives. 
The benefits of working together, as well as the abiUty 
to make the results of the project available to others, 
therefore depends on compatibility and consistency 
within the project and comprehensibility to the outside 
world (H 2). 

IT offers a variety of communication methods, from 
the familiar telephone and fax to e-mail, file transfer, 
teleconferencing, distributed computing and project 
management (D 5). Communication can be between 
two individuals, one individual addressing a group, or 
discussion within a group (one-to-one, one-to-many or 
many-to-many). The message can be actively directed 
at specific recipients (push), or can be made available, 
appropriately labeled, to be collected by anyone inter­
ested (pull). The exchange of information can be 
ephemeral or intended to provide a lasting record. It 
may consist of speech, written text, images, data files 
or computer programs, and be required for reading as 
a paper document, for display on a computer screen, 
for storage on the computer or on hard copy, or for 
computer analysis and manipulation. There may be a 
need for interaction, possibly requiring instant re­
sponse, or possibly a considered response at a later 
date. It may be necessary or desirable to limit access to 
the information. Most of these needs are quite general, 
but the solutions depend on the available technology. 

The attributes of conventional methods of communi­
cation are familiar. Standards and protocols are 
adopted, such as the behavior expected at an interview, 
the formality and sequence of a letter, the procedures, 
agenda, minutes and control of a meeting to ensure 
orderly discussion. Similar requirements arise in elec­
tronic communication, but may be resolved differently. 

Electronic mail (E 4) communicates by means of 
messages entered at a keyboard. It automatically trans­
mits the sender's name and address, and a copy can be 
stored on the sender's or recipient's own file, or on 
both. The recipient can read the message on the screen, 
print it, forward it to others with or without added 
comments, and can reply without re-entering the sen­
der's address. Each message can be sent to an individ­
ual, members of a group, addresses selected from a 
database, or a complete maihng hst. Mailing Usts can 
be typed in, acquired from other sources or built up 
from user requests. Computer-readable documents, 
including data files and computer programs, can be 
sent by e-mail. Like the telephone, response can be im­
mediate, or, hke ordinary mail, can be timed to meet 
the convenience of the sender. The inevitable delays in 
handling paper documents, however, are partly over­
come. Unhke fax, the information must be entered 
from a keyboard, which may make it more difficult to 
create a document, but is Hkely to make it easier to 
edit. 

Although e-mail was designed primarily for sending 
text, options are available to attach images, voice and 
video in multi-media systems. Other special-purpose 
systems include voicemail for storing and forwarding 
spoken messages, and teleconferencing in which a 
group can hold a discussion through videophones 
without assembhng physically at one location. Usenet 

provides discussion forums that are not limited to one 
place, time or discipline. They can be dehberately 
restricted to project members, to a nominated list of 
participants, or can be open to all. Entries can be 
selected, edited and controlled by the discussion leader, 
or circulated as received. Authors and their affihations 
can be included at any level of detail, or entries can be 
anonymous. Those with an interest in the subject can 
be asked to respond, can be invited to join the forum, 
or the existence of the forum can be publicized, with 
or without an invitation to register. 

Techniques like the Usenet, newsgroups and the 
World Wide Web (E 4) are directed primarily at global 
rather than local communication. Nevertheless, their 
procedures and protocol can be used in a restricted set­
ting, with the advantage of compatibility with the 
wider world to which they may sooner or later be 
linked. The successful concept of the intranet is based 
on similar reasoning, offering local connections with 
the same software and characteristics as the Internet. 
These tools may assist in the preparation of documents 
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and databases as a shared activity, with many contri­

butors working on them together. 

3. Sharing information, metadata 

The abihty to understand the work of others, includ­
ing the language they speak, depends on a shared cod­

ing scheme, that is, expressions of ideas and 
information which mean the same to the sender and 
the recipient. This implies a shared background under­
standing. Outsiders may not be able to appreciate fully 
the results from a project because necessary back­
ground information is not available to them. It must 
be explained at an appropriate level, explaining enough 
for features specific to the project to be taken into 
account. For example, a petroleum geologist needs 
background information to evaluate core descriptions 
prepared by others during development of an oilfield. 
Information stating when the wells were drilled, the 
way the core was obtained, when it was described, 
under what conditions, by whom, with what ends in 
view, would all help in the evaluation of the descrip­
tion. 

These aspects, however, would not be part of the 
data (the description of the cores). Rather they are 
metadata — data about the data — which may be 
helpful in their interpretation (A 1). The fundamental 
feature of metadata is this abihty to carry information 
at a higher level than the data, and so assist in their 
understanding. Metadata are often recorded formally, 
as on the title page of a book (author, title, pubhsher, 
date of publication, etc.), or on the legend of a map. 
Also, the header of a downhole log records date, time 
and place, and is hkely to include other information 
about the type of logging tool and the characteristics 
of the drilling fluid, all of which help in the interpret­
ation of the log itself. There is a hierarchy of meta­
data. Information from the headings of downhole logs 
might be assembled as data in a database, with higher-
level metadata referring to the wells for which the 
suites of logs were obtained. 

The metadata that enable scientists to understand 
the work of others are not always explicit. Under­
standing often depends on the expert who can infer 
from past experience the significance and reliability of 
diverse sources of possibly conflicting information. In 
some cases, this expertise depends on knowledge of the 
techniques, procedures, personahties and local back­
ground, much of which (if only to avoid hbel suits) 
would never be recorded. One effect of IT is to make 
information more widely available and thus to separate 
it from local background knowledge. In these circum­
stances, metadata that set out the constraints and limi­
tations of data are increasingly important. 

Standards may be thought of in this context as speci­

fications or definitions intended to be generally fol­
lowed, estabhshed by agreement, custom or authority, 
to ensure interchangeabihty, quality and reliability for 
least cost. They may be widely adopted for methods, 
vocabulary, instrumentation and the like. Other things 
being equal, a standardized approach has great ben­
efits. Because projects have their own unique objectives 
stemming from their business setting, they cannot all 
be conducted efficiently in the same way. Nevertheless, 
standards that are appropriate, available, credible and 
relevant should clearly be used. The metadata should 
state which standards were followed, for these change 
with time. They should describe any deviations from 
these standards, and procedures specific to the project. 
If standards are unavailable or inappropriate, datasets 
should be described in detail, together with details of 
the project in which the data were collected. Much of 
this will be part of the project report and not specifi­
cally identified as metadata. 

Another view of metadata is taken by hbrarians, 
museum curators and archivists who are concerned 
with formal resource description. They tend to see 
metadata as offering a brief description that can be 
used to catalog information (H 2). Yet another view is 
taken by the database analyst who uses metadata to 
bring together information about specific topics for 
subsequent analysis (L 5). There are widely diverse 
requirements for metadata, and many solutions are 
adopted. 

4. Designing an investigation 

There is an obvious need to plan any project. In 
some cases, the preliminary planning may be only a 
broad outUne that expands and develops during the in­
vestigation (J 1.6). In other cases, a project based on a 
well-defined model may be planned in precise detail 
before work starts. Some geophysical studies are like 
this. In the project design, it is important to be aware 
of relevant standards, and to use them where appropri­
ate. Documentation should describe all datasets and 
aspects of the projects that could assist in their in­
terpretation. 

One task of most projects is to record the salient in­
formation, selected from the vast amount that could 
be observed. This process of abstraction starts with the 
initial observations and is directed towards explaining 
and throwing Ught on topics that bear on the objec­
tives. As described later (J 1), the outcome may be nar­
rative and spatial descriptions and explanations, which 
the scientist develops through directed observation, 
and may involve quantitative models, which are likely 
to have a statistical component. 

The statistical approach is mentioned here because 
some of the insights and vocabulary are widely rel-
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evant and because it calls for rigorous design of the in­
vestigation. The objectives of the project define the 
subject of interest and, hence, the population, or the 
total set of observations that might, in principle, be 
obtained about the subject of interest. The procedures 
for making measurements and observations (oper­

ational definitions) should be on record, to make it 
easier to verify the results (see Krumbein and Graybill, 
1965). The objectives, the hypotheses under consider­
ation, and past experience determine the procedures in 
an investigation. The procedures for deciding when 
and where measurements are made can be defined as a 
sampling scheme. 

It is obviously impossible to make all possible 
observations, and so we seek a representative por­
tion (a sample) from which we can draw con­
clusions about the properties of the whole 
population, and about the degree of uncertainty 
which is inevitable in making such inferences. A rig­
orous sampling scheme is essential to make a vahd 
statistical interpretation of a set of measurements 
(see, for example, Griffiths, 1967; Davis, 1973). The 
measurements are expected to throw light on some­
thing specific (the target population). For example, if 
the purpose is to determine the overall content of 
uranium within a black shale unit and to map its 
regional variation, then the investigation should be 
designed with that in mind. Remembering that it is 
not possible to sample those parts of the shale unit 
that have been eroded away, and that it may not 
be practicable to sample those that are not exposed, 
the available (potentially accessible) population is 
greatly reduced. There may be some outcrops that 
are inaccessible in practice, reducing the available 
population further. Some will be easier to get at 
than others, and some samples can, therefore, be 
obtained at lower cost than others. A variable 
sampling density, if well designed, can be allowed 
for in subsequent analysis. 

The procedures will inevitably change as the pro­
ject proceeds and more is learned. The modifications 
should be recorded. In all projects it is helpful to 
ask from time to time whether the procedures of 
investigation introduce an unintended bias. If stat­
istical arguments are used, do the sampHng pro­
cedures give a representative, random sample? Is the 
sample representative of the population of interest, 
and the sampling density sufficient to support the 
conclusions? The samphng procedure should not be 
unnecessarily complicated, but must be devised to 
avoid misleading results. The procedures should be 
fully documented so that all participants can follow 
them and others can repeat the procedures to verify 
your results. 

Another design issue that is troublesome in most 
projects is whether the objectives can be met with the 

available resources, such as time, manpower, infor­

mation and equipment. This is considered next. 

5. Project management 

It is easier to estimate the resources required for 
small tasks than for a complex project. By breaking 
down the planned project into a series of steps, you 
can estimate the demands of each task separately. 
Records of similar completed projects may help, if you 
can find them. Project management software can then 
calculate the total resource requirements. Simple pre­
sentations, such as the Gantt chart (Fig. 1), help to 
monitor progress, and ensure that participants know 
what must be done in what order and on what time-
scale. Some systems allow individuals to maintain their 
own records, and combine them as a central record of 
progress for the project as a whole. 

For a very large project or closely linked set of pro­
jects, critical path analysis (CPA) techniques may be 
useful. They are concerned with subdividing the project 
into a number of tasks and estimating the eff*ort to 
complete each. Time dependencies between tasks are 

Project GCG34:Multidiscfpiinary study of the Exe-Wye Zee 

[Replace week numbers with calendar dates wdien start date agreed] 

Activity \ Weeii 

1 Planning 
la Confirm resources 
lb Document objectives, methods 
Ic Define procedures, standards 

2 Desk studies 
2a Create shared reference list 
2b Identify external experts 
2c Send Requests For Information 
2d Prepare background report 

4 3 Data collection 
3a Document sampling procedures 
3b Document data analysis 
3c Design database 

Fig. 1. Gantt chart for recording progress within a project. 
The work of the project is subdivided into tasks, making it 
easier to plan and monitor progress. Horizontal bars show 
the durafion and time relationships of the tasks. "Mile­
stones", such as dates for authorization of procedures, semi­
nars, or delivery of reports, can be shown as symbols on the 
bar. Individual contributions may be identified separately and 
linked to the contributor's other commitments. The final 
documents can be extensive, and only a fragment is shown 
here. 
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identified. For instance, samples must be collected 
before they can be analyzed. The tasks can be placed 
in sequence, and by comparing estimates of the effort 
needed with the resources available, completion dates 
for each task can be estimated. The critical path 
through the network of tasks Unks those that deter­
mine the shortest overall time to complete the project. 
To meet that completion date, the latest time for com­
pletion of any task, whether on the critical path or 
not, can be calculated and the consequences of any 
delay can be assessed. 

Despite project size increasing (thanks to IT sup­
port) few geoscience projects are so complex and time-
sensitive that they warrant critical path analysis. How­
ever, the technique is of interest to geoscientists for 
another reason. It is a means of recording events of 
many distinct kinds that occur in succession within the 
same time frame. The time taken by a process leading 
from one event to another may be quantifiable, or in 
some cases may be unknown. Before and after re­
lationships can be incorporated where they are known, 
whether or not they refer to the same kind of event. 
The software for critical path analysis can thus be 
applied to geological activities, processes and events, as 
well as human ones. It can be applied to stratigraphic 
relationships, linking events, such as the start and end 
of deposition of formations, tectonic events, fossil 
ranges, and the Hke. The mathematical framework is 
called graph theory and is concerned with networks, 
their properties and their visualization. 

Management of a project can be assisted by IT. It 
provides an effective means for members of the work­
group to keep in touch. Assuming that they are con­
nected by a network, such as an intranet, bulletins can 
be posted centrally, or can be distributed by e-mail, to 
give all concerned immediate access to developments 
within the project. Software is available for maintain­
ing individual diaries and records of time spent on var­
ious aspects of the project. All participants can update 
their section of a shared movement sheet so that they 
can be contacted while out of the office, and meetings 
can be arranged at a time suitable for all. The compu­
ter system is being used as a device to improve social 
interaction. But, while the project as a whole may 
gain, individuals may lose some freedom of movement. 
There is, therefore, a risk of subversion by unwilling 
participants. An enforcer, such as the project leader's 
secretary, may be needed to ensure timely and accurate 
input. 

6. Project documents 

cipal author to fit them together and edit as necessary. 
The editing process is made easier by facilities such as 
red-lining, which enables the editor to markup the 
document, to indicate suggested changes and add 
annotations without obscuring the original wording 
(Fig. 2). 

Some sections of a project document, notably the 
references and table of contents, may have contri­
butions from all the authors, and all may take part in 
the editing process. With a large and complex docu­
ment, it may be helpful to set up a formal structure 
for the sections of the document, to clarify where 
responsibilities he and simphfy the task of building a 
single coherent document. The SGML approach to 
structuring a document (E 6) is particularly relevant if 
it is to be archived. The SGML markup language sep­
arates content from presentation (specified by a style 
sheet), and thus makes it possible to present aspects of 
the work in diff'erent ways for different audiences. It 
also subdivides the document into identifiable sections, 
which can be cataloged and retrieved separately, and 
possibly reused in other contexts. The production of a 
hypermedia document might be considered, with the 
possibihty of linking in maps, photographs, models, 
datasets and video records. The potential advantages 
are described in L 6.3 where the drawbacks of pubhsh-
ing in this form are also mentioned. 

IT can also provide the means for integrating the 
data collected for various aspects of a project. A 
simple database can be built up using the tools avail­
able on the desktop computer. On-screen forms can be 
designed (Fig. 3) for entering data on any topic. Links 
between topics can also be created. For example, the 

Because geological map information is 
[presented against the backdrop of the a 
topographic map, cartographic generalisation is 
needed to adjust the geological lines and 
symbols to fit the generalised topography. With 
increasing use of GIS, where datasets are 
correlated by geographical reference rather than 
topography, this must change [ml]. The 
topographic base map is not sacrosanct and will 
have a dimishing role as the yardstick for spatial 
correlation. [m21 

Cenwents FtOms jAll Reviewers „M®lld^^ 
[ml] Siiiipliiy this by chaiigiiig the word order, 
I m21 Requires more substantiation. .Suggest precede 
with quote ii-Qin Peled and Adler (1993) aiid re|x}it 
views of other mapping agencies 

When a workgroup, rather than an individual, pre­
pares project documents, word processing enables each 
of several authors to contribute sections, and the prin-

Fig. 2. "Red-lining" in editing a document. This enables 
reviewers to annotate and suggest changes without obscuring 
the original wording. 
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results of a geochemical analysis could be related to 
the specimen from which the sample was analyzed, 
and this linked in turn to a description of a thin sec­
tion cut from the same specimen. The linkage, how­
ever, must be part of the design of the investigation. 
The organization of the database (H 3) stems from the 
way in which the data are collected. The relationships 
between data items can be depicted on a diagram 
(Fig. 4) which shows types of data (entities), attributes 
and relationships. These entity-relationship diagrams 

can be quite complex, and can include data from many 
sources. The layout of a database can be generated 
from such diagrams using computer-aided support en­
vironment (CASE) tools. At the level of a project, 
however, a simple diagram should be sufficient, per­
haps prepared on a computer drafting system to avoid 
the tedium of correcting hand-drawn diagrams. 

Data are frequently stored in the form of tables, and 
can thus be treated as a spreadsheet. This structure 
can also be referred to as a flat file or a two-dimen­
sional array. Quantitative data held as a table is 
known in algebra as a matrix (F 4). The obvious 
reason for this arrangement is that each column can 
hold records of measurements of a particular variable, 
and each row can hold the information for a different 
item. This assumes that the same variables are 
measured for each item. The variation within each 
variable can be studied separately, including perhaps 
their spatial distribution, but it is also possible to see 
how the different variables are interrelated (F 5). A 

Fig. 3. Form on screen for entering data. The form, part of 
which is shown here, carries information at two hierarchical 
levels — the borehole and individual beds. It is a convenient 
format for displaying the data, and for authorized users to 
enter or edit information using standard codes. British Geo­
logical Survey ©NERC. All rights reserved. 

number of diff'erent tables are required to cope with 
diff'erent topics, such as petrographic descriptions, 
lithological descriptions, geochemical analyses and so 
on. There can, however, be hnks between them. For 
example, the analyses may come from the same bore­
hole, from the same location, or even from the same 
specimen. Care is, therefore, needed to ensure that the 
data records are not only consistent within tables, but 
also between tables (H 3). 

The purpose of creating project documents is to 
make them available to others within or outside the 
project, and to organize the information for further 
analysis. IT opens up new possibihties of analysis, and 
formalizes structures for holding the data. These are 
considered later. 

7. IT applications in the cycle of project activities 

It is essential to think of IT support for projects 
from a number of viewpoints, and adopt the one best 
suited to the task in hand. It may help at this stage to 
look at the cycle of activities involved in a geoscience 
project, and indicate the types of IT support available 
for each activity. This may serve (at the risk of rep­
etition) to remind the user of the available applications 
and how they fit together — a shop window of IT 
techniques where the potential user can browse and 
decide where to look further. They are arranged as an 
idealized set of activities (M 1) for carrying out a geo­
science project (I 8.1), such as a gravity survey, prepar­
ing a soil map, or identifying a batch of fossil 
specimens. 

The first activity might be to clarify the objectives of 
the project, determine the resources available, and plan 
its execution. The next activity could be to find exist­
ing, relevant information. Then data might be collected 
in the field or the laboratory. The data would be classi­
fied, analyzed and explained, perhaps by means of a 
computer model. The results would be presented, with 
visualization where appropriate. They would be dis­
cussed with others and their broad implications taken 
into account. They could then be reviewed, revised, 
edited as necessary, and published or otherwise made 
available to the intended audience. 

Real life, of course, is not like that. Activities over­
lap and some may not be recognizable at all. The cycle 
of activities as a whole, and subcycles within it, may 
be repeated many times before the project is over. In­
itial results, for instance, may lead to revising the plan 
and calhng for more resources. The scheme, which fol­
lows, is an idealized model with some features at least 
in common with a real project. 
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7.1. Planning, analysis and project management 

An exploratory project by one individual may 
need little formal planning, ad hoc decisions being 
taken as the project proceeds. But a project using 
scarce resources and embedded in a larger investi­
gation may require appropriate results on a tight 
time scale, and, therefore, need careful planning and 
rigid control. Computer support is hkely to include 
word processing, spreadsheets and business graphics. 

Communication can be assisted and formalized with 
programs specifically designed for project management. 
Methods include: 

• Electronic mail and word processing for communi­
cation and preparation of project documents (D 2, 
C3) . 

• Diaries, movement sheets and time planners to allo­
cate staff resources, plan meetings and monitor pro­
gress (D 5). 

• Spread-sheets to support costing and allocation of 
resources, such as staff time and equipment, and to 
monitor usage and costs (C 4). 

• Gantt charts or critical path analysis to schedule 

tasks, identify milestones, monitor progress and 
adjust priorities (D 5). 

7.2. Desk studies, literature search, archive search 

The preliminary desk study assembles relevant exist­
ing material from available sources. Consider whether 
the value of old information justifies the cost of 
retrieving it, or whether collecting new information 
might be more cost-effective: 

• On-Hne Public Access Catalogs (OPACs) can help 
with searching for references in your local library, or 
if need be, in major libraries throughout the world 
(H 2). 

• Citation indexes can extend the search forwards in 
time from known sources (H 2). 

• Searching the World Wide Web may yield useful in­
formation (E 4). 

• Other workers in the same topic area may respond 
to e-mail or Usenet inquiries (E 4, D 2). 

• Computer indexes to archives and repositories may 
be searchable remotely (H 3). 
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Fig. 4. Entity-relationship model. The entities are shown as boxes, in this example referring to geochronology. Aspects of their re­
lationships are shown by the lines that link them. On pointing to the small box that appears beside each line, verb phrases appear 
that define the relationships. For example, each temporal period (top left) may be bound by one or more temporal event; each tem­
poral event may bound one or more temporal period. Reproduced by permission of the Petrotechnical Open Software Corporation. 
More on the "Epicentre model" at http://www.posc.org/ 
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Much of this information will have been prepared by 
librarians and should be in a suitable form for adding 
to your own lists of references (H 2). 

7.3. Field and laboratory data collection 

Many instruments in the laboratory or in the field, 
including much geophysical and oceanographic equip­
ment, will automatically deliver digital, computer-com­
patible records. Data collection methods may even be 
adjusted automatically to conform to a responsive 
computer model. A quick comparison of cost, accuracy 
and time-saving will show whether this is worthwhile. 
Some thought should be given to the ultimate use of 
the data, and to the interfaces that enable it to reach 
the point where it is needed (such as a database) in an 
appropriate form. The computer does not necessarily 
make this easier. A number of alternative routes to 
acquiring data might be considered: 

• Rigorously organized data, say for the collection of 
stream sediments for geochemical analysis, or for 
description of shallow boreholes, might be collected 
with preprinted forms or with prompt sheets (C 5), 
and the data later digitized manually or mechani­
cally. 

• The same procedure can be followed, but entering 
data directly to a computer or data recorder in the 
field (C 5). 

• Electronic theodohtes and range finders and Global 
Positioning System equipment (C 5) can assist field 
mapping and locating instrument stations. 

• The data may be recorded for later entry, or the 
map can be plotted, edited and stored electronically 
in the field (C 5). 

• Points, lines and symbols can be drawn in the field 
over a conventional base map, an air photograph or 
a satellite image. They can later be scanned or 
manually digitized, and the distortions corrected by 
computer (G 1, G 2). 

7.4. Explanation, classification, modeling 

Although the intuition and expertise of the human 
brain are essential in developing explanations, IT can 
assist the process by assembhng, codifying, manipulat­
ing, analyzing and presenting the supporting infor­
mation: 

• Descriptive statistics, such as the averages of 
measured values, can readily be calculated, and X-Y 
plots drawn to look at possible correlations (F 3). 

• Multivariate statistics can be computed which may 
throw light on complex relationships that would not 
otherwise be revealed (F 5). 

• Numerical taxonomy offers procedures, such as clus­
ter analysis, for classifying large numbers of items 
on the basis of their measured properties (F 5). 

• Explanations may involve computer models (F 3, J 
2.3), particularly in areas like geophysics or engin­
eering geology, where the underlying relationships 
can be related to the laws of physics. 

• Data analysis of the entities investigated in geo-
science, and their relationships, may lead to dia­
grams, drawn and edited on the computer, which 
help to explain the structure of the information, as 
well as encouraging a more consistent approach (H 
3). 

• Explanations that would conventionally be presented 
as a written report can be given greater depth with 
hypermedia. Through access to additional back­
ground, such as video demonstrations, the reader 
can link the explanation to the supporting evidence 
(J 1.5). 

• Techniques derived from studies of machine intelli­
gence can formalize aspects of geoscientists' thought 
processes (L 5). These can be built into expert sys­
tems that can then apply the reasoning to other geo-
science information. 

7.5. Visualization, presentation 

Geoscience is concerned with spatial processes and 
their interaction with geological objects through geo­
logical time and space. The importance of maps, cross-
sections and block diagrams is, therefore, not surpris­
ing. Computer cartography plays a large part in the 
production of the maps. They can be regarded as an 
aspect of computer visualization, a subject that 
explores the application of graphical methods to the 
understanding of data. 

• Bar charts, pie charts, and x-y plots (C 4) can help 
the user to grasp the relative frequencies and corre­
lation of variables. 

• Digital cartography and spatial models can show the 
pattern of variables in space, their spatial relation­
ships and spatial correlation (G 1, G 2). 

• Geographic information systems (L 4) and visualiza­
tion systems (E 5, G 7) provide a more flexible 
means of displaying two- and three-dimensional re­
lationships than the conventional approach of exam­
ining and overlaying maps. 

• Hypertext and hypermedia systems make it possible 
to combine and cross-refer between text, images, 
models and map information in a more flexible man­
ner (L 6). 

• Portable display systems make it possible to present 
live demonstrations of multimedia to a large audi­
ence, through a suitable projector (C 6). 
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7.6. Reconciling information and aligning ideas 

A significant part of the time spent on an investi­
gation may be devoted to resolving conflicts between 
differing views, possibly within a project, possibly 
between ideas arising from different projects. The IT 
contribution to these debates is to provide discussion 
forums, with faster response and greater convenience, 
accuracy and global reach than conventional methods: 

• E-mail (E 4), the Usenet (D 2), and the World Wide 
Web (E 4) are means of communication which meet 
different needs. 

• The process of seeking the views of others, as in ten­
dering for new facihties or in setting standards, can 
be formalized as Requests for Technology and 
Requests for Comment. A good example is the pro­
cedures followed by POSC (L 5). 

• Digitized information from several sources, such as 
photographs, satellite imagery, and geological and 
geophysical maps, can be linked, adjusted to fit, 
compared and integrated on a computer screen (L 
4). 

• Teleconferencing allows a small group to see one 
another on screen and participate in the same dis­
cussion from different locations, or can make it 
possible for an individual to address a group of any 
size from another location. The advantage over a 
video recording is that the speaker can respond im­
mediately to audience reaction and questions. 

• IT encourages the separation of metadata and stan­
dards from other information (L 6.1), thus assem­
bling key reference information where all can 
consult it. In this way, greater consistency of data 
should be achievable, and any disputes about 
nomenclature or standards can be placed immedi­
ately before the relevant authority or submitted to 
an appropriate forum. 

7.7. Review, revision, editing 

There are obvious advantages to scientific editors 
and publishers in receiving material by disk or e-mail. 
It can be forwarded without delay to referees for con­

sideration or comment, without the cost and inconve­
nience of handling and mailing photocopies. 
Comments can be marked up as an integral part of the 
text (D 6), and alternative versions directly compared. 
The author can incorporate agreed changes without 
retyping the rest of the text. The publisher can pass 
the finished work directly to the plate-maker and avoid 
the process of rekeying with the inevitable errors and 
additional corrections that this must introduce. Most 
publishers must obtain or prepare computer-readable 
copy for their printer's phototypesetters, and may also 
wish to make an electronic version of the paper avail­
able to customers as an alternative to paper (M 2.1). 

Documents prepared within a project, and multi-
author papers generally, can benefit from IT methods, 
particularly if the authors are geographically dispersed. 
E-mail can be helpful in exchanging ideas rapidly, but 
it is also possible to create project-centered documents 
(D 6) which are accessible to all the authors, with 
agreed protocols for reading, writing or amendment. 
Similar multi-author procedures for describing, draw­
ing, reviewing and amending diagrams and maps are 
possible using GIS software (L 4). 

Documents, including maps (G 1), that are subject 
to rapid change and development, may not be pub­
lished conventionally, but instead an electronic record 
can be archived on the computer and kept up to date. 
When a copy is required, the latest version can be 
made available. Changes can be logged and earlier ver­
sions recreated if need be. In-house documents, and 
those with limited circulation, may never be published 
conventionally, but can simply be stored on the com­
puter for access on demand. 
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Abstract 

The geoscientist who wishes to move beyond basic techniques and day-to-day IT appHcations must know 
something of the underlying concepts and vocabulary of IT. Communication is vital, linking your desktop to the 
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1. The need to look at the IT background 

Geoscientists may have gone a long way to meeting 
their employers' immediate needs when they are fam-
ihar with the ways of working of a desktop computer 
and the software required for their projects. To move 
ahead, however, they must be positioned to meet 
future demands. This calls for a fuller understanding 
of some underlying concepts and some more advanced 
techniques that are now widely used in geoscience. 

It is a big step to use a machine to help us organize 
our knowledge, and we should be aware of the ideas, 
largely from mathematics, which make this possible. 
One of the problems, and opportunities, of using com­
puters, is that they manage and manipulate infor­
mation in a different way from human beings. Some 
applications mimic earlier technology. Others, like 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

quantitative modeling, are practicable only with a com­
puter. 

2. What computers do 

Computers count. They can add two numbers 
together. They can compare two numbers and decide 
which is the larger. They can carry out simple instruc­
tions, such as: store the value of a number. They can 
store, retrieve and act upon a sequence of simple 
instructions, such as: obtain two numbers from speci­
fied locations, add them together, compare the result 
with a total calculated earlier, store the larger of the 
two totals. Because they can do such things, they can 
perform the full range of mathematical operations that 
reduce to a sequence of additions, such as subtraction, 
multiplication, exponentiation, converting to logarith­
mic or trigonometric functions. 

Computers can be connected directly or through the 
telephone or other network, and data can be passed 
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from one to the other. Their striking characteristic, 
however, is not the complexity of the underlying ideas, 
but their extreme simplicity. Their power stems from 
an ability to perform very large numbers of simple op­
erations, quickly, cheaply and accurately. They thus 
harness the power (and reflect the limitations) of math­
ematics without the need for laborious manual calcu­
lation. 

Their importance in geoscience comes from the rel­
evance of numbers and mathematics and from the abil­
ity to tie into advances in electronic engineering. 

• Text characters can be coded as numbers. By ensur­
ing that the numeric codes follow a widely accepted 
standard for all computers (the ASCII code), com­
puter text can be exchanged. Because the codes get 
bigger numerically in alphabetic order, text can be 
arranged and selected alphabetically. A few more 
steps lead to the electronic library. 

• Points in space can be coded as numbers, using 
coordinate geometry. They can be combined as com­
plex images, such as photographs or satellite ima­
gery, or as geometric objects in 2, 3 or more 
dimensions, such as the lines and surfaces depicted 
on a geological map. A few more steps lead to the 
computer-based spatial model. 

• Numeric and graphical data, Hke a geochemical 
analysis or a downhole log, can be recorded, selec­
tively retrieved, analyzed and graphically displayed. 
As standards are implemented, global integration of 
data can follow. 

• Processes in geoscience can be modeled by math­
ematical operations represented by computer pro­
grams. Together with global data, they can be 
assembled as a more complete representation of 
aspects of knowledge. 

• Text, imagery, spatial information, data, processes, 
telephone, video and audio can be linked in a hyper­
media representation of the recorded geoscience 
knowledge base. 

Electronic engineers and computer scientists have pro­
vided the tools. Progress in their appUcation depends 
on experts in subject fields, such as geoscience. 

3. The computing system 

Some knowledge of IT methods and procedures is 
essential to understand the developing technology 
which now pervades the geoscience information life 
cycle. We can start with some general, obvious and 
basic definitions and concepts. Computing equipment, 
including processors, memory, disk storage, printers, 
display units and communication facihties, is some­
times referred to as hardware. This is distinct from the 
software, which includes the operating system, compi­

lers and interpreters, and applications programs, which 
specify a sequence of computer operations to meet the 
needs of the end user. The program is run by the pro­

cessor, which executes, or carries out, the instructions 
under the control of the operating system, making 
comparisons and performing elementary arithmetic op­
erations as required. The necessary parts of the pro­
gram, data, and final results are stored in main 

memory. Information that is too bulky to fit in main 
memory or will be required for a later session is held 
in secondary memory, such as disk storage. 

We can, for convenience, think of the computing 
system as three subsystems: process, repository and 
interface. Data items are manipulated by processes, 

which follow a set of instructions supplied in the form 
of a computer program. The computer is designed to 
carry out a basic instruction set. This contains instruc­
tions for such tasks as moving an item of data from 
one location to another or performing simple math­
ematical operations on the data — add A to B, move 
A to B, compare A and B, and so on. Assembler 
language, which may be specific to the type of compu­
ter, is the means by which systems programmers, 
helped by a systems programming language such as C, 
can build up a program as a sequence of basic instruc­
tions to carry out a specific task. More complex 
instructions are written by applications programmers 
in a high-level language, such as Fortran or Basic. This 
is translated by a compiler or interpreter into the more 
basic instruction code with which the machine can op­
erate. A compiler produces a coded version of the 
entire program, which can be run efficiently whenever 
required. An interpreter translates and runs the pro­
gram line by line as it is entered, thus allowing greater 
flexibility for the programmer at the expense of more 
work for the computer. An application program is 
based on an algorithm — the set of rules to be fol­
lowed to solve the problem. 

Data, the records of observations and measurements, 
contain many individual values. Several values refer­
ring to diff"erent properties of one thing of interest are 
known as a record. Many records from many related 
items could be regarded as a database. At one time, a 
database was seen as an all-inclusive set of connected 
records for an organization. Inevitably, however, many 
distinct collections of data are put together for differ­
ent purposes, and so we have a collection of databases 
known as a repository. There may be weak connections 
between the databases that were not realized or not 
taken into account when the data were collected. The 
repository might then be termed a data warehouse and 
special "data mining" programs devised to decipher 
the hnks between the various datasets. Geoscience data 
are often recorded as a table, sometimes known as a 
flat file, in which each vertical column refers to a par­
ticular property or variable, and each horizontal row 
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contains the values for a specific item or instance (see 
part C, Fig. 1). A set of such tables, in which items are 
cross-referenced through key fields, and which are 
structured according to rules which reduce needless 
repetition of data, form a relational database, widely 
used in geoscience. 

Developments such as hypertext, in which cross-
references are embedded in a document, enable the 
reader to call up a related reference in the same or in 
another document by clicking on a highlighted word. 
Hypermedia extends this concept to include references 
to images (which may have clickable highlighted 
areas), video, audio, discussion groups and computer 
processes. Tabular, quantitative datasets and the as­
sociated relational database management systems no 
longer dominate computer information. This greater 
flexibility is supported by the object-oriented approach 
(H 5, J 2.4). A thing of interest is referred to as an 
object, which can be a data table, document, image, or 
any combination of hypermedia. The object is a self-
contained entity and may include within it the pro­
cesses or references to processes that are appropriate 
for manipulating the data it contains. Objects are 
placed within classes, which are structured as a hierar­
chy, and inherit attributes, and relationships to other 
objects, from classes at a higher level. 

The interfaces, where parts of the system join, are 
often of interest. Of particular interest is the user inter­
face, through which the user communicates with the 
computer and vice versa. For many tasks it is con­
venient for the user to type in sequences of instruc­
tions. Much communication, however, is now through 
a graphical user interface or GUI. This uses windows, 
icons, menus and pointers (WIMP). The windows are 
rectangular areas on the screen with a separate process 
(program) running in each. By pointing and clicking 

with the mouse the window can be moved, resized, 
hidden behind other windows or made visible by pla­
cing it on top, reduced to a small icon, enlarged back 
to full size, or closed to remove it completely from the 
screen. The actions of the computer can be initiated by 
typing instructions in the window, clicking on items in 
a menu (list of options) or on icons (small symbols that 
indicate pictorially what actions will result). 

The interface between the repositories, where the 
objects are stored, and the user environment, in which 
they are assembled and processed, also deserves some 
attention. The users' application programs may be 
linked to the data through an applications program 

interface (API) which is compatible with both. If 
appropriate standards are followed, finding the 
required objects can be delegated to an object request 

broker (ORB), a program, which is part of the middle­

ware (L 2) between client and server (E 4) and runs 
partly on each. 

The purpose of the complexity is to enable operating 

systems to cope with the number and diversity of avail­
able sources, while providing the user with the ability 
to integrate at the desktop the numerous objects of 
interest from a multitude of sources (distributed 

objects) while retaining ease of use. Underlying the 
access to distributed objects is the ability of computers 
to communicate. 

4. Communication 

Scientists working on the same project have gener­
ally tended to be in close proximity, often in the same 
building. This facilitated discussion and sharing of in­
formation. Over these short distances, it is economi­
cally feasible to connect computers with high 
bandwidth coaxial cables or fiber-optic cables, thus 
giving rapid data transfer. The local-area network 

(LAN) built up in this way can be supported by power­
ful software. A wide range of computers and their 
operating systems are designed to be compatible with 
such software, which can support a large network of 
many hundred devices. A small office with only a 
handful of users can be networked with simpler sys­
tems at lower cost. As the network grows, the task of 
designing and maintaining systems becomes more com­
plex, and an expert may be required to ensure that it is 
robust and works consistently. 

Local area networks can be linked together through 
the worldwide network of networks — the Internet (D 

2). Its protocols (the rules, definitions and conventions 
that govern a cooperating activity) can also be used on 
a local network, thus ensuring that the in-house net­
work or intranet has the same characteristics, and can 
use the same software, as the Internet. For example, 
Web browsers designed for global communication can 
also be used locally. The cost of providing high ca­
pacity links over long distances is obviously much 
greater than that for links within a building. The Inter­
net has been in existence for many years since it began 
as a research project of the US government. But it is 
only in the last few years that faster modems, better 
compression techniques and better software made it 
practicable to connect home or office computers 
through telephone lines, fiber-optic cables, microwave 
and satelUte transmission. Telecommunications compa­
nies generally provide the physical links. Internet ser­

vice providers (ISP) may contract to use some of this 
transmission capacity, and resell smaller amounts, 
together with appropriate software and services, to 
local businesses and individuals. 

The emergence of third-generation mobile phone 
technology is freeing communication from physical 
connections (International Telecommunications Union, 
1999). Broadband wireless links are made practicable 
by cellular radio. The area to be covered is divided 
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into smaller patches called cells, each served by a low-
power transmitter. The same bands of the radio spec­
trum can be used in different cells. A computer tracks 
all subscribers, handing them over from transmitter to 
transmitter as they cross each cell boundary. The wire­
less industry is likely to agree global standards in the 
early years of this century, and the overlap with the 
computer industry must increase. Geoscientists in the 
field, and remotely-controlled devices, will be fully 
linked to the information system. 

Where one computer is supplied with information 
by another, the two computers are known as client and 
server. The server may be configured for this specific 
purpose and may supply several client computers with 
data and programs on request, possibly over a local 
area network. The server can be managed by specialist 
staff* within the organization to ensure that secure, up-
to-date information is available. A client computer, 
such as the one on your desk, may also access remote 
servers across a wide area network, to obtain infor­
mation that is not available locally. The GUI (E 3) 
can develop into a network user interface. This also 
has a simple point-and-chck procedure to select 
actions, but the actions are not confined to the local 
computer and windows can be connected to a remote 
server. This is achieved by means of a Uniform 

Resource Locator (URL), which is a form of address 
standardized within the Internet. It identifies the ser­
vers, of which a central list is maintained, and the file 
names, which are assigned locally. The URL also has 
a prefix indicating the protocol in which the contents 
will be transmitted, and a suffix indicating their for­
mat, as described later in this section. 

Standards are essential to ensure that the communi­
cated information is meaningful to the recipient. The 
Internet works because standard protocols (TCP/IP) 

are used throughout. The Internet Protocol (IP) defines 
the routing between computers. The Transmission 
Control Protocol (TCP) defines how data are wrapped 
in packets for IP to transmit. Other protocols, such as 
NFS (Network File System) and HTTP (Hypertext 
Transport Protocol) are compatible parts of the TCP/ 
IP suite. Most modern operating systems provide hnks 
to these protocols. A computer can be linked to the 
Internet, or to an Internet Service Provider, through a 
modem, a device that, by modulating and demodulat­
ing the signal, allows computers to communicate over 
telephone lines. Where available, an ISDN Unk (Inte­
grated Systems Digital Network) may off'er higher 
speed at greater cost. 

A local network can be linked to the Internet 
through a router, a computer dedicated to controlling 
the traffic between the network and the outside world. 
Security is always a problem with networked equip­
ment, where interlopers prowl in search of passwords, 
credit card numbers and the like, in the hope of being 

able to obtain and possibly interfere with information 
to which they are not entitled. It may, therefore, be 
necessary to have password protection on all shared 
resources on the local network, as well as ensuring 
that password protection is adequately enforced on all 
machines connected to the Internet. The router may be 
connected to a separate computer, which has the task 
of maintaining security, providing a firewall between 
the local network and the outside world. Each device 
that can be accessed on the Internet has its own unique 
identification number (IP address) provided through 
the ISP or by the Internet Information Center. For 
most geoscientists, arrangements for networking are 
handled by the local computer communications man­
ager, who is responsible for organizing and maintain­
ing the local network. 

TCP/IP is an example of an open standard, agreed 
by national and international standards organizations 
such as ANSI and ISO, and available for all manufac­
turers and suppliers to follow. There are also many ad 
hoc and proprietary standards that have been defined 
within a company, such as the Windows standards 
defined by Microsoft. The specifications of some pro­
prietary systems, such as IBM's PC-DOS, have been 
put in the public domain. A consequence is the avail­
ability of compatible personal computers and software 
from many suppliers. 

Personal computers can be self-contained, and if 
users are concerned only with their own computing, 
communication may be unnecessary. Even at this level, 
however, it may be advantageous to download data 
and programs from a central server rather than storing 
all that may be required on the local machine. Main­
taining an adequate range of material in up-to-date 
versions can then be the responsibility of the systems 
manager. Workgroup computing requires a degree of 
interaction between the participants that demand good 
communication. Geoscience is a worldwide activity, 
however, and to take full advantage of the potential 
benefits, global communication is called for. 

Fortunately, the means of communication are avail­
able. They take a number of forms (D 2). The most 
widely used means of communication, accessed by 
many tens of miUions of users, is electronic mail (e-

mail). The message is generally in straightforward text. 
The e-mail address of the intended recipient may be 
hard to find, as there is not always a reliable equival­
ent of the telephone directory. Large files or those with 
a more complex format, such as computer graphics or 
documents with a complicated layout, may be better 
sent by file transfer protocol (ftp). This involves estab­
lishing a two-way link before transmission, and the 
complexities are normally concealed from the user 
behind a simple drag-and-drop operation (using the 
mouse to move an icon from one point on the screen 
to another). Shared documents that are being worked 
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on by a collaborating group might use a format suited 
to workgroup activities, such as MS-Notes. Discussion 
groups can follow Usenet protocols that can be found 
through Web search engines. Documents for the world 
at large can be prepared in hypertext markup language 
(HTML) (E 6) and made available through the World 
Wide Web. 

The World Wide Web (WWW) consists of many 
millions of pages stored in standard formats on numer­
ous servers throughout the world. It can be accessed 
through a Web browser — software that runs on desk­
top client computers, and allows users to make general 
searches, follow Hnks, and display documents held on 
the Web. The Web pages are distributed across a wide 
range of servers and are connected through links that 
are embedded in the pages. The link appears to the 
user as a highlighted phrase in a text document or area 
on an image. Normally concealed from the reader, but 
embedded in the text at that point, is the address of a 
point in the Web pages in the form of a URL (Uni­
form Resource Locator), It looks something Hke this 
(A HREF := "http://www.bgs.ac.uk/bgs/w3/free/ 
reports.html") text here (/A) 

The first item (tag) enclosed within angle brackets 
indicates the start of an anchor, which is the link to 
another document or to a point in a document. The 
second set of angle brackets (/A) indicates the end of 
the anchor. On the reader's screen, the text within the 
anchor is highlighted (usually by printing in a different 
color) and underhned to indicate that it is a "hot-
spot". Placing the cursor within the anchor changes 
the icon, typically to a pointing finger, and chcking 
activates the anchor. The HREF attribute contains a 
parameter within quote marks indicating the transfer 
protocol (here, http means hypertext transfer proto­
col), the name of the server (www.bgs.ac.uk), the path 
and name of the document (/bgs/w3/ . . . indicates the 
directory and the file name) and the format (html 
means hypertext markup language). Optionally, it can 
move to a location marked by a flag in the original 
document. Clicking on the hot-spot causes the specified 
Web page to be retrieved from the server computer, 
and displayed on the screen at the flagged point. 

The server name indicates the country name (USA if 
none is specified), preceded by the type of organiz­
ation, such as com or org for a commercial organiz­
ation, edu or ac for academic community, gov for 
government organization, and so on. This is preceded 
by an abbreviation for the name of the organization 
(bgs for British Geological Survey) and the name of 
the computer (here, www is the web server). This 
"domain name" identifies the specific server and is 
registered with the domain name server (DNS) which 
links the domain name to its unique IP address. 

In addition to retrieving hypertext documents, as 
has just been described, anchors can point to other 

places in the document, or can access images. These 
are held in other formats such as .gif or jpeg, rather 
than .html. This information is included in the anchor 
and is used by the browser to display the image cor­
rectly. Audio (.au) and video clips (.mpeg) can also be 
accessed from an anchor. The flexibility of this hyper­
media system can be increased further by using the 
anchor to link to a computer program. This can then 
request information from the user through a simple 
form, and can perform operations such as searching a 
database and listing retrieved items on the screen. 

Like many facilities accessed from the desktop, the 
Web contains its own documentation. The facihties it 
offers are rapidly expanding. Rather than attempting a 
description here, it is better to explore the documen­
tation of your own installation. An up-to-date account 
of the range of facilities is available. There are also 
guides to authors, which describe the many types of 
tag that appear in angle brackets. They are normally 
hidden from the viewer, but control the appearance 
and structure of the page. Information can be obtained 
by following Hnks from the ISP, the Web search 
engines or Web developers, such as the W3 consor­
tium. Geoscientists can readily find their way to hsts of 
relevant sites on the Web by using a search engine to 
find entries dealing with their own speciaHst subject. 
Alternatively, they can look at the Web pages of or­
ganizations such as university departments or geologi­
cal surveys which provide links to related sources 
(Ingram, 1997; Butler, 1996). If you are new to the 
task, a demonstration from a local expert familiar with 
the system can be very helpful, but in the longer run 
there is no substitute for experience. 

5. Generic software systems 

Information comes in various easily-recognized 
types: text (the ordinary language used in most docu­
ments); spatial or graphical information (such as that 
found in maps and diagrams); structured data (Hke the 
tables of data in a database); and information like 
video or audio records that are less frequently found 
in this context. 

Conventionally, information products have one pre­
dominant information type, as in the case of books 
and serials, maps, data files, video tapes. Major sys­
tems of computer software, mentioned in this section, 
also tend to focus on specific information types. These 
generic systems are designed to perform operations 
analogous to familiar actions with conventional pro­
ducts, such as: go to page 52, center the map on this 
latitude and longitude, select data where a specified 
variable lies within a given range. The metaphors 
make the integrated systems easier to use, and they 
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now provide most of the general computing tools for 
geo science. 

The close links between information types and soft­
ware systems suggest that they might give a good basis 
for organizing a course (or a book) on geoscience com­
puting. This structure has not been followed here, 
partly because of the belief, expanded in J 1.8, that we 
should break away from these traditional divisions and 
explore ways to integrate all the information types that 
have a bearing on an investigation. Links among gen­
eric systems are being built into many of the more 
recent products, easing the task of integration. 

Text documents are now generally prepared on a 
word processor. If they are subsequently published, 
they will be indexed in numerous computerized Hbrary 
catalogs, but only a few geoscience documents are at 
present archived as full digital records. For those that 
are, a markup language or a standard format (E 6, L 
3) can ensure that their content can be organized and 
printed appropriately by computer. Document manage­

ment software is available to manage and retrieve items 
from a repository of such documents. 

Spatial information, which would normally be 
recorded on maps and cross-sections, can be managed 
and manipulated on the computer by a geographic in­
formation system (GIS). The GIS makes it possible to 
establish, manage, analyze and display a database of 
cartographic information. Contouring programs can 
interpolate three-dimensional data and display them as 
contour maps and cross-sections. Image-editing soft­
ware can manipulate and adjust other images, such as 
photographs and satellite imagery. Computer aided de­
sign (CAD) and scanning software help to capture 
data and draw maps and diagrams. Visualization pro­
grams present datasets graphically, to make it easier to 
see the relationships between variables. 

Structured data benefitted from computer methods 
at an early stage in the development of IT, as they 
could be handled relatively easily and cost-effectively 
with long-estabUshed programming languages, such as 
Fortran. The tabular layout is appropriate for much 
geoscience data as it enables like to be compared with 
like, and is well-suited to computer analysis. Relational 
databases fitted this layout well, extending it to keep 
track of complicated relationships. Relational database 
management systems (RDBMS) provided the means to 
separate data management (input, editing, deleting, 
updating, selecting, sorting and retrieving) from sub­
sequent analysis and presentation. Statistical analysis 
and spreadsheet software make it possible to explore 
the properties and relationships of the data, and other 
quantitative models throw light on the underlying 
physical relationships. 

Processes or computer programs are generally seen 
as distinct from the data, so that they can be reused 
with many datasets, while one dataset can be analyzed 

by many processes. This separation is not always 
appropriate, as some data are dependent on a particu­
lar process for their interpretation. For example, data 
points chosen to be representative of surfaces or lines 
on a map may recreate the original only if a specific 
process is applied to them. In an object-oriented sys­
tem (H 5), objects are seen as linked data and pro­
cesses, both of which, however, should remain reusable 
in other contexts. 

Video and audio records have not been widely used 
for storing geoscience information. Now that they can 
be readily Hnked to hypermedia, however, there is con­
siderable scope for their use in demonstrating, say, the 
appearance of a rock slice when rotated under crossed 
nicols, or a picture of a soil profile at the time of exca­
vation. Specialist software is available for compressing 
these files to reduce their large size for storage or com­
munication. 

6. Programming languages 

The importance of programming languages to the 
average user is diminishing. In most applications, user 
costs greatly outweigh machine costs. Building on the 
existing software repertoire is preferable to writing new 
programs from scratch. For most users, the well-estab­
lished and commercially available generic systems, 
together with specific application programs, are suffi­
ciently flexible to meet their needs, and it is more econ­
omical to buy than to build. Eff'ort in selecting and 
understanding existing systems may be more rewarding 
than gaining skills in a programming language. In 
these circumstances, it is questionable whether it 
makes sense for a geoscientist to become a proficient 
programmer. The learning overhead is considerable, 
and practice is needed to remain fluent. 

Most commercial systems deUberately hide the pro­
gramming code from the user, and the task is to learn 
the idiosyncrasies of the system and the means of 
achieving the desired results. Until recently, software 
systems tended to be compartmentalized, often in a 
deUberate attempt to prevent the user's escape to rival 
systems through importing or exporting data. Pro­
gramming skills made it easier to cross the interface. 
This is now less of a requirement as it is easier to find 
an exchange format supported by both systems. 

However, good reasons remain for learning a com­
puter language. For the applications programmer, a 
geoscience training supplemented by programming 
skills is a powerful combination. In areas like the 
development of quantitative models, the needs of the 
individual or the organization may be so specific that 
only home-made code will do, detailing the program­
mer's instructions step by step. In other cases, standard 
software may handle many of the tasks, but program-
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ming may be needed for specific additions. There is a 
large amount of existing code written within organiz­
ations or available from colleagues or the Hterature, 
for example, Press et al. (1992) and Universal Library 
(1999). You need programming skills to modify it for 
the task in hand, or to keep it up to date. Extensive 
libraries of high-quality subroutines are available for 
mathematical and statistical analyses, notably in For­
tran. They can be included in your own programs. It 
can also be argued that programming skills provide a 
deeper understanding of how the computer works and 
thus of how methods can best be developed in future. 
A look through journals such as Computers and Geos­

ciences (1997) suggests that extending the range of ap­
plications calls on an ability to program. 

For most users, it is worth knowing something 
about computer languages in general, as they have 
much in common. A short course in one language 
could also give useful background. Languages you are 
likely to encounter include Fortran, Pascal, Basic, C, 
C + + and Java. This section offers a very general 
introduction for the non-programmer. 

The languages just mentioned are procedural, setting 
out line by line the sequence of procedures which the 
computer is instructed to follow, as opposed to stating 
the objectives and leaving the computer to select the 
method, as in SQL (mentioned later in this section). 
They deal with variables and resemble familiar alge­
braic formulas, such as x = l /2( j + z)^. In Fortran one 
might write X = 0.5*(r+Z)**2. This, however, is not 
stating an equahty. Rather it is indicating that the 
right-hand-side should be calculated, and stored in a 
variable called X. Perhaps = should be read as 
"becomes" rather than "equals". The meaning of the 
Fortran statement could be interpreted as follows: the 
names X, Y and Z refer to storage locations; if the 
names have already been used in the program, look up 
their locations, otherwise assign new locations for 
them; take the contents of Y and Z, apply the arith­
metic operations indicated and store the result in X. 

The / denotes division, * multiplication, and ** raising 
to a power. Variables are usually given names which 
the programmer can remember more easily than X, Y 

and Z, thus: Distance = Time*Velocity. Data in 
sequence, as in time series or tables, are conveniently 
denoted by suffixes in algebra: jio is the tenth measure­
ment of y, yi is the /th. Similarly, in Fortran, Time(5), 
Time(/), or Height(/, / ) would represent the fifth and 
/th measurements in a series called Time, and the entry 
in the /th row and / th column of a table of measure­
ments (an array) called Height. 

It is often necessary in a program to apply the same 
type of operation to each member of a series in turn. 
Rather than writing out each operation individually, it 
is written once, using index variables such as / and / 
rather than numbers. It is then placed within a loop 

which is an instruction to perform the operation, or 
set of operations, with stated values of indexes. In For­
tran, it might look Hke: 

D O / = 1,15 

sequence of statements (operations) 

END DO 

The sequence of operations is performed from the 
beginning to the end, in this case 15 times. The vari­
able /, which could also be the index of variables in 
the statements, takes the values 1,2,3 . . . 15 in succes­
sive loops. To give the necessary flexibility, the pro­
grammer can cause control to jump to another point 
in the program under defined conditions. The com­
mand can be conditional on a variable having a par­
ticular value or a value within a certain range. 

IF (Height(/, / ) < 500.0) THEN 

would indicate that control would pass to the next 
statement if the value of Height(/, / ) is less than 500. 
Otherwise, control passes to a later statement that 
begins with the word ELSE. 

It is thus possible, even without knowing much 
about a programming language, to get some idea of 
the calculations by looking at a program. Generally, 
one statement goes on one line, but & indicates that it 
continues on the next line. The ; separates short state­
ments on the same fine. Comments are generally 
inserted to explain the program to anyone reading the 
code. They are introduced by ! and continue to the 
end of the fine. They are ignored by the compiler. 

A surprisingly complex set of calculations can be 
built up from these simple basic building blocks. As 
the same set of operations can be useful in many 
different applications, they can be written as a self-con­
tained subroutine or procedure, which is given a name 
and a means of indicating the variable on which it is 
to operate. Thus, Subroutine Sum(X N) might be 
written to calculate the total of the first Â  values of 
the series called X. The subroutine can be invoked by 
a statement in another routine, such as Call Sum(Time, 
Number). Calling the subroutine is equivalent to 
repeating all the codes of the subroutine at that point. 

Statement are also required to instruct the computer 
to acquire data from a particular source, or send it to 
a particular destination. It might, for example, request 
the user to enter information from the keyboard, or 
might read it from a disk, or send output to a screen 
or printer. The READ and WRITE or PRINT state­
ment in Fortran indicate the variables holding the in­
formation, and where the data are to be acquired or 
dehvered. 
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Fortran is a long-established programming 
language for scientific use, which has undergone 
substantial improvements over the years, and is still 
widely used in geoscience. The huge investment in 
existing programs and expertise mean that it is 
likely to remain in use for some time. It is a 
powerful language capable of representing complex 
tasks in numerical calculation. It is a reasonably 
tolerant language, allowing programmers to express 
the same idea in different ways, some inherited 
from earlier versions of the language. Programmers 
can consequently fall into bad habits which make 
their programs difficult for others (and themselves) 
to understand and to maintain or modify. For 
training purposes, therefore, a simpler language such 
as Pascal may be better because it takes a more 
stringent view of the way the sequences of com­
mands (program code) are presented. It thus forces 
the user to acquire better programming habits. For 
less complex tasks, Basic in its various forms lacks 
the power of some other languages, but is simpler 
to learn and to run. Basic is interpreted, rather 
than compiled like Fortran (E 3), and it is therefore 
possible to spot mistakes as each statement is writ­
ten, and the programmer can correct them before 
proceeding. Visual Basic is widely used to give pro­
gramming flexibility in a desktop environment. 

The WIMP graphical user interface (E 3) is cur­
rently the norm for the desktop computer, and is a 
more recent development than Fortran. The interface 
is handled at a deeper level in the computer software 
than the applications which were just mentioned, and 
special languages such as Motif have been written to 
help the programmer to organize the objects, such as 
the windows, cursors, icons, and menu-bars, which 
appear on the screen. More generally, languages such 
as C provide the basic facilities to access the systems 
functions of the computer. C + + is its object-
oriented counterpart. Programming at this level is a 
specialized activity. It implies a need to modify or 
extend the standard functions supplied by commercial 
systems, which may be as likely to confuse as to help 
the average user. 

A number of other speciaUzed languages deserve a 
brief mention. The success of the World Wide Web 
has encouraged some language developments. Java is 
designed to operate within a virtual Java environ­
ment. In effect it runs in its own operating system on 
the desktop client. The server supplies information to 
the client, including "applets" or small applications 
— processes or programs which operate on the infor­
mation. The entire object, data and process, is thus 
supplied from the server. A simple, low-cost client 
can take full advantage of the server's power. Fur­
thermore, the chent can access a wide range of ser­
vers worldwide, receiving and combining applets from 

them all. The drawback is the heavy communications 
load and inefficiency in the handling of the data. Perl 

is another language which is widely used on the Web, 
for bringing to life information delivered by the 
server. 

Markup languages place, within a document, sym­
bols which can be read and operated on by appropri­
ate systems. Thus a text report or document can be 
marked up to identify topics or the various sections, 
such as title, abstract, chapters, sections, paragraphs, 
references, or illustrations. The Standard General 
Markup Language (SGML) has been used in this role 
for some time (Seaman, 1999). The advantages of sub­
dividing a document in this way are considered in D 6. 
Here, it should be mentioned that HTML, the hyper­
text markup language, is a subset of SGML which is 
used in many Web documents (E 4), and that XML 

(extensible markup language) has recently been devel­
oped as another simpler subset of SGML, with more 
powerful facilities than HTML. Markup languages can 
also be used to subdivide three-dimensional graphical 
objects using VRML, the virtual reality markup 
language. 

Postscript is a page description language, describing 
the layout of text and images on a page, in a form 
that can be edited or modified. The Postscript files 
which it generates are widely used in medium to 
high-quaUty printing. Acrobat offers some of the fea­
tures of HTML while preserving the page layout in a 
portable data format (PDF) (Kasdorf, 1998). LISP 

(List Processor) is another language used with text 
and graphics, where the information is stored as a 
consecutive sequence (string or Ust) of characters or 
of points on a fine. It found an important niche in 
word on machine inteUigence, and has been used in 
cartographic and work processing applications. Struc­
tured Query Language (SQL) has been widely 
adopted as a standard interface for querying rela­
tional databases (H 3). The advantage of this stan­
dard interface is that information can be spread 
across several databases, each with their own data 
management systems, and can still be processed by 
many clients. Communication is made possible by 
adhering to the SQL standards. 

Computer languages can thus be seen as rigorously 
defined interfaces between the application and the 
operating system (Fortran, C), the GUI and the oper­
ating system (Motif), the client and the server (HTML, 
Java), the document and the printer (Postscript) and 
the database and the application (SQL). Numerous 
other languages, such as APL, Cobol and Ada have 
played their part in geoscience applications, but intro­
duce no new ideas at this point. Special-purpose 
languages are available for some software products, 
enabUng the user to modify or customize the products, 
without compromising the original code. 
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The computer can follow with speed and accuracy a 

set of rules expressed as the instructions for executing 

an algorithm. It lacks the capacity to understand the 

underlying reasons or to make decisions about unex­

pected results, tasks at which human beings are much 

more adept. The systems analyst and user must there­

fore decide what can better be done by machine and 

what should remain the task of the scientist. The best 

features of both can be combined in an interactive sys­

tem (J 1.6) where the user can keep track of progress 

and guide the computer in its operations. 
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Abstract 

Numbers, measurement and calculation extend our view of the world. Statistical methods describe the properties 
of sets of quantitative data, and can test models (particularly the model that observed relationships arose by chance) 
and help us to draw conclusions. Links between spatial and quantitative methods, through coordinate geometry and 
matrix algebra, lead to graphical representations for visuahzing and exploring relationships. Multivariate statistics 
tie into visualization to look at pattern among many properties. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. Background 

Computing, in the sense of calculation, is a small 
part of IT applications in geoscience. But, even in tra­
ditional aspects of geology, the quantitative represen­
tation of spatial entities and models is important. To 
understand why, we need to look at some basic math­
ematical concepts, and see how numbers relate to 
properties and programs to physical processes. Readers 
with a mathematical background may prefer to skip at 
least the first part of this chapter, and those without 
may wish to skip details irrelevant to them. 

2. Measurement and number 

Real numbers form a continuous sequence in an 
exact order. Given any two numbers, say 1.415 and 
1.416, you can find as many numbers as you need 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

between them, for example, 1.4151 or 1.4150032. You 
can compare any two numbers to see if they are equal 
or if one is larger or smaller than the other. This leads 
to a scale of measurement. The continuous sequence of 
numbers is analogous to situations in the real world. 
For example, you can compare the thickness of any 
two beds of sandstone to see if they are the same or if 
one is thicker or thinner than the other. To avoid car­
rying sandstone around, you can measure their thick­
nesses by comparison with a standard tape marked in 
miUimeters. Measurements enable comparisons 
between any two bed thicknesses. You can measure 
more than one property. For example, you could also 
measure the maximum grain size for the beds of 
known thickness and compare the two sets of numbers 
(bed thickness and grain diameter), pair by pair. 

We can use numbers in several other ways that rely 
on different aspects of their properties and so must be 
handled differently (see Krumbein and Graybill, 1965; 
Davis, 1973, for a fuller account). We can assign num­
bers quite arbitrarily as object identifiers. An identifi­
cation number, such as an accession number (numbers 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: S0098-3004(00)00041-8 
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from a given range issued in sequence), need bear no 
relationship to the object's properties. Indeed it is 
easier to issue unique identifiers by separating identifi­
cation from description. A program or a user who 
knows the identifier can find the object by consulting a 
numerical index. Integer numbers are appropriate for 
identifiers. 

The subject classification on a book or hbrary shelf, 
such as a UDC number, is rather less arbitrary. Simi­
lar numbers apply to related subjects, and the number 
hierarchy (hundreds, tens, units) reflects subject subdi­
visions (part H, section 2). Numbers with decimal frac­
tions are convenient in book classification. One can 
insert additional subdivisions without Hmit, simply by 
adding more digits after the decimal point. By shelving 
books or arranging object identifiers in numerical 
order we bring together those on the same subject for 
convenient searching or browsing. A sequence of num­
bers can represent a strict order of categories. Typical 
ordered categories are Mohs' scale of mineral hardness 
and the Richter scale of earthquake intensity. The lar­
ger the number, the higher the value, but the steps 
between successive values are not equal. 

Measurement compares a property of some object 
with a standard scale. Intervals are equal, although the 
zero value may be quite arbitrary. For example, most 
scales of temperature, unlike the Kelvin scale, place 
zero at a convenient, but arbitrary point. It would 
therefore be foolish to say that 20°C is twice as hot as 
10°C. Nevertheless, we can reasonably say that the 
increase of temperature from 0 to 10° is half that from 
0 to 20°. Other physical properties, such as length, 
have an obvious and unique zero value, and there is 
no difficulty in adding, subtracting, multiplying and 
dividing those quantitative measurements. 

The number field can then lead to a useful model at 
a deeper level than categorization. Equations can 
mimic real physical relationships. For instance, physi­
cists can write equations describing the relationships of 
temperature with the pressure and volume of a closed 
body of gas. Equations imply the ability to calculate 
and maybe predict. Aspects of physical systems have 
direct analogs in well-known arithmetic operations. 
This astonishing correspondence between the physical 
world and mathematics is the basis for mathematical 

modeling (F 3). 

The quantitative approach introduces a new mode 
of thinking. Instead of seeing the subject of investi­
gation as a set of discrete objects, such as formations 
and rock types, we view it as a continuum, with 
characteristics that we can measure and compare as 
they vary from place to place. Gravity and aeromag-
netic surveys, satellite imagery, or regional geochemical 
studies of stream sediments are examples. If objects are 
seen as "things" represented by nouns, and processes 
resemble verbs, then quantitative measurements are 

more akin to adjectives, describing the properties or 
composition of the objects. 

It is tempting to wonder how far this mode of think­
ing can extend. Could we, for instance, replace our 
rather arbitrary classifications of geological objects by 
a more quantitative view where we measure continual 
change. This is considered further in J 2.3, but classifi­
cation is basic to science (J 2.1) and descriptions with 
adjectives and no nouns have Uttle meaning. I argue 
later (L 6.3) that while, with IT support, the scope of 
quantitative studies will surely continue to expand, 
different modes of thought are complementary, each 
adding to the overall understanding. The more import­
ant role of IT may be to ensure that information of all 
kinds is readily available to the investigators. If this is 
correct, the scientist (or a multidiscipUnary team) 
needs to understand and use an appropriate combi­
nation of methods and modes of thought. 

Before collecting measurements, it makes sense to 
consider their intended applications. This is the next 
topic. For detail, see Griffiths (1967), Krumbein and 
Graybill (1965), Davis (1973) or Swan and Sandilands 
(1995). 

3. Descriptive statistics 

We can manipulate numbers with simple operations 
of addition, subtraction, multiplication and division. 
They take us beyond individual comparisons to the 
properties of entire sets of measurements, and to gen­
eral statements about relationships, say between grain 
size and bed thickness. Statistics (the branch of math­
ematics that deals with collecting, analyzing, interpret­
ing and presenting numerical data) addresses these 
topics. One requirement is to characterize a set of 
measurements, like bed thickness, by fewer numbers 
that reflect the properties of the set as a whole. Im­
portant statistics (the measures or values calculated 
using the science of statistics) include the average 
value, also known as the mean. It is calculated by add­
ing the measurements together and dividing the total 
by the number of measurements. We can measure the 
spread of values around the mean by the variance (the 
mean squared deviation from the mean) or by its 
square root — the standard deviation. 

Statistics lead on from the description of a single 
variable, that is, a set of measurements of a single 
property, to explore the relationships between pairs of 
variables measured at the same point, such as bed 
thickness and grain size. An obvious approach would 
be to multiply each pair of measurements together and 
take their average (the mean cross-product). But the 
mean and standard deviation of each variable would 
greatly affect the result, and these have been measured 
already. Instead, we can standardize each variable by 
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subtracting the mean from each value and dividing the 
result by the standard deviation. The mean cross-pro­
duct of the transformed variables is known as the cor­

relation coefficient, which has a value somewhere 
between + 1 and — 1. The extreme values are 1 if the 
bed thickness increases precisely as the grain size 
increases, and —1 if one decreases precisely as the 
other increases. The value is 0 if one variable shows no 
relationship to the other. 

There are two general points here. One is that stat­
istics measure different properties separately. Having 
calculated the mean, we remove its effects in calculat­
ing the next property, the standard deviation. We 
remove the effects of both in calculating the correlation 
coefficient. As a consequence, we can compare vari­
ation in a sequence of thick beds with that in a 
sequence of thin beds, and can judge whether the cor­
relation of bed thickness and grain size is more pro­
nounced in sandstone or in siltstone. 

The other general point is that we are not deahng 
with sharply defined relationships. If we had measured 
the properties a few millimeters away, or made twice 
as many measurements, the results would have been 
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Fig. 1. Calculation of simple statistics with a spreadsheet. The 
total thickness of Pleistocene and Recent sediments were 
recorded at twenty boreholes, together with the thickness of 
peat in each. Simple statistics were calculated with a Micro­
soft Excel spreadsheet to examine the frequency distributions 
and their statistical correlation. See also Fig. 3. 

different. If the processes of deposition had changed, 
with stronger currents, deeper water or different grain 
composition, the results would again differ. Statistical 
methods can measure the uncertainties of sampling 
and imperfect knowledge of the process. Their success 
depends on the skill with which the data are sampled 
and analyzed and on appreciation of the subject mat­
ter. 

Statistics are normally calculated by computer, par­
ticularly if the datasets are large. Good programs are 
readily available. The most flexible, although not the 
easiest to use, are subroutine hbraries. The computer 
program normally calculates the values of statistical 
parameters using mathematical shortcuts. However, 
for teaching or exploratory purposes, spreadsheets and 
bar charts show intermediate steps and their effects on 
the individual items. For instance, they can show the 
original measurements converted to standard devi­
ations from the mean (columns D and E of Fig. 1) and 
the user can examine the measurements in a local 
framework that may clarify relationships. 

Some statistical programs help the user by providing 
an account of each method, a description of the algor­
ithm, and examples of its use. The examples are unH-
kely to refer to geoscience, but it can be helpful to 
take an example as a template, and replace its vari­
ables and data with your own. An excellent range of 
textbooks is available on statistical methods and their 
applications. I have no plans to add to them, but do 
wish to point out the place of such techniques in geo­
science investigations and to indicate some assump­
tions that constrain their application. The calculations 
of mean and standard deviation make no such assump­
tions. Their interpretation, however, raises many ques­
tions. The properties of the sets of beds constitute the 
population (D 4), as opposed to the actual measure­
ments, which constitute a sample of the population. 
Sampling theory helps to clarify the link, so that con­
clusions about the population can be drawn from the 
sample, if appropriate sampling procedures (D 4) have 
been followed. 

Circumstances determine the appropriateness of stat­
istics. For example, an average thickness calculated 
from 49 siltstone beds, and one very much thicker con­
glomerate bed, would not be helpful. The result would 
alter greatly if we arbitrarily included another thick 
bed. A better procedure would be to study the thick­
ness of conglomerate separately. Statistical measures 
make sense only for a clearly defined and coherent 
population. The frequency distribution, that is the pat­
tern of relative frequencies of each measured value, 
can be examined on a bar chart or frequency plot 
(Fig. 1). Ideally, the frequencies are greatest in the cen­
ter and fall off on either side to give the symmetrical 
bell-shaped frequency distribution of the so-called nor­

mal distribution (Fig. 2). A surprising number of actual 
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distributions approximate to this, perhaps after a 
simple transformation, such as replacing the original 
values by their logarithms (F 5). It then makes sense 
to describe the distribution as a whole with a few num­
bers, such as mean and standard deviation. Otherwise, 
robust statistics, described in most modern statistics 
texts, offer a less complete means of description, but 
make fewer assumptions. 

With some assumptions about the distribution and 
sampling scheme, it is possible, for example, to calcu­
late the likely population mean and variance from the 
sample, and the probability of their lying within a par­
ticular range. A technique known as analysis of var­

iance can show how mean values relate to sources of 
variation. For instance, if the ratio of Ca to Mg were 
determined in a number of samples, it could be of 
interest to see how it varied between formations, or 
between lithologies, or between analytical laboratories. 
With a carefully designed investigation, analysis of var­
iance might be able to separate out the effects of each. 
Examination of the frequency distribution may, how­
ever, suggest a more complex situation, such as popu­
lations of different characteristics being sampled 
together. Descriptive statistics could then mislead by 
obscuring the real complexity. 

Presumably measurements are made in order to 
draw some conclusions or to check some hypothesis. 
The conclusions must refer to something beyond the 
measurements themselves. Not "here are fifty beds that 
I have measured", but rather "these beds are notice­
ably thicker than their counterparts farther east, and 
the beds are thicker and the grain size coarser towards 
the base of the succession". Hypotheses about direc­
tions of sediment movement or deepening of the basin 
might in turn have prompted an interest in these find­
ings. The hypotheses must be linked to the more gen­
eral concepts in which they are embedded, and may 
lead to a mathematical model. 

The analogy between the number field and the 
measurement of properties extends to the mathematical 

model — an analogy between mathematical operations 
(operating on the numbers) and physical processes 

> X 

mean 

Fig. 2. Bell-shaped frequency curve of a normal distribution. 
The values of a variable that are deflected from their expected 
value (the mean) by many random events, might be expected 
to show this type of distribution. 

(affecting the properties). Thus, adding together the 
thickness of beds in a vertical section is equivalent to 
finding their total thickness, a reflection, perhaps, of 
the total deposition of sediment at that point. Dividing 
the total by the number of beds to find the average is 
equivalent to recreating the original number of beds, 
but all of the same thickness. If nothing else, this may 
remind us that there is nothing magical about calcu­
lation. However, mathematical operations can mimic 
aspects of quite complex physical operations, often sur­
prisingly well. 

If you develop one or more quantitative models 
before or during data collection, you can statistically 
compare the predictions of the models with the 
observed data to see if they conflict. This somewhat 
negative view is characteristic of scientific argument. If 
the observed values lie within the range of expected 
values, they give no indication that the model fails to 
match reality, and the model may, in consequence, be 
accepted. Acceptance is always tentative, for there may 
be other models that would also fit and would be more 
realistic in other ways. Quantitative models can help to 
investigate simple aspects of the process, such as: is it 
likely that the data reflect purely random events? Grif­
fiths (1967) showed how salutary this approach can be. 
They can also be designed to throw light on the deep 
structures of the process (Wendebourg and Harbaugh, 
1997). Science always seeks to disprove, and if data 
conflict with the predictions of the model, this could 
be taken as disproof of the model's validity. 

The random model, in which events proceed on the 
basis of change alone, is widely used in statistics. It 
addresses the question of whether the results of analy­
sis might merely be a consequence of random vari­
ation. If this can be ruled out, the argument for an 
alternative explanation is strengthened. A statistical 
model may have a deterministic element, giving precise 
values calculated from the mathematical model repre­
senting the physical process. It may also include a ran­
dom element, reflecting the unpredicted, change events 
(although as pointed out in J 2.3, some non-linear 
deterministic systems are inherently unpredictable). 
The random element makes it possible to specify not 
only the most likely values of the outcome of the 
model, but also a range within which the values are 
likely to occur, taking random effects into account. 

If the investigation is more than simply an initial 
gathering of ideas, and the data will be widely shared, 
then the investigator should describe the procedures 
and state how observations and measurements were 
made (D 4). Another scientist following the same 
sampling scheme and procedures would not expect to 
obtain identical data, but would expect the overall 
statistics to match within the calculated margin of 
error. An account of the sampling scheme can also 
help others to decide how far to rely on the results. By 
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invoking statistical arguments, the process of geo-
science investigation and reasoning can be made more 
rigorous and repeatable. 

Quantitative methods have another role to play in 
geoscience. Measurements may be made in an explora­
tory way, without clear ideas about which of a range 
of hypotheses is being tested, but with hopes of 
unearthing a familiar pattern or detecting an interest­
ing relationship (Tukey, 1977). Many geoscience inves­
tigations are concerned, not with the operation of 
physical systems, but with geological events and the 
environment in which they occurred. Sets of measure­
ments may throw light on spatial patterns and inter­
relationships that guide the formulation of hypotheses. 
In geoscience, data are commonly displayed as a map 
or set of maps. Computer visuaHzation studies (Cleve­
land, 1993; Gallagher, 1995) address the wider ques­
tion of how to display data to detect pattern (G 2). 
They normally start with quantitative data and explore 
graphical means of conveying their significance to the 
human eye and brain. Field mapping faces the same 
problem of detecting pattern among a host of inter­
related properties. It too can be seen as a form of 
spatial visualization. Statistical methods can then help 
in another way. They may offer concise summaries 
(like the mean) and reveal relationships that otherwise 
might not be noticed. They are unlikely to offer rigor­
ous proof of the conclusions, but might point you 
towards a conclusion that you could test or support by 
other lines of argument more familiar in geoscience. 

4. Matrix algebra and spatial data 

The development of coordinate geometry by Des­
cartes in the early 17th century gave the basis for 
spatial visualization of quantitative data, but also 
meant that spatial data could be brought within a 
quantitative framework. Position in space is measured 
by coordinates — distances from a zero point known 
as the origin along each of a set of axes at right angles. 
In consequence, spatial data can be manipulated, ana­
lyzed and managed on the computer. A range of com­
puter techniques can be applied to information that 
would normally be recorded on maps and cross-sec­
tions. Those of us who think more readily in pictures 
than in numbers can make use of the correspondence 
between numbers and position, and between algebraic 
and geometric operations, as an easy way to gain an 
understanding of statistical methods. Many geoscien-
tists may find it easier to visualize quantitative tech­
niques as manipulation of points in variable space 
rather than as manipulations of numbers. 

The link between computation and space, between 
algebra and geometry, is perhaps most obvious in 
matrix algebra, which enables a sequence of related op­

erations to be written as one operation. Matrix algebra 
is an extensive and complex study in its own right, and 
is widely used in quantitative geoscience. Most compu­
ter users who are not programmers themselves can 
understand the results without understanding the 
details of the method. A few words of explanation 
here may make the process less mysterious to those 
who lack the mathematical background. 

A table of quantitative values, such as those set out 
in a spreadsheet, can be regarded as a matrix. A single 
row of the matrix can be referred to as a row vector, 

and a single column as a column vector. The individ­
ual values or elements of the matrix are referred to in 
the spreadsheet by a letter indicating the column and a 
number indicating the row. In matrix algebra, the 
notation is shghtly different, with the row and column 
both indicated by numbers. Letters are used, not to 
designate a specific column, but as placeholders that 
can be replaced by any number. Algebraic statements 
using the placeholder (or index) are thus quite general, 
and not tied to any particular numeric values. The 
matrix as a whole can be referred to by a name, in 
algebra usually a capital letter in bold type. The el­
ement has the same name, in lower case with the row 
and column numbers as suflftxes. Thus, the element Xtj 

is in row / and column ] of the matrix X. A typical 
notation in a programming language is X(i, j) where X 
is a name that could be several characters in length. 

Matrices of the same size, that is, the same number 
of rows and columns, can be added. Z = X + Y means 
that each Zij = Xij + yij. Subtraction follows the same 
pattern. Multiphcation, Z = X • Y, requires that the 
number of columns in X is equal to the number of 
rows in Y. The element z/, is found by adding the pro­
ducts of the elements in the zth row of X with the cor­
responding elements in the yth column of Y: 

Zij = xn •y\j + Xi2 -yy. •> ^ in ' ynj 

The ellipsis (. . .) indicates continuation of the preced­
ing series in the same way, and n is the number of col­
umns in X. 

A problem frequently encountered in statistics and 
in some geophysical topics is that of solving a set of 
simultaneous equations, which could be written as 
A = jc, where jc is a column vector. In matrix notation, 
the general solution is A~^ Thus, matrix algebra is 
useful where each new value is dependent on several 
existing values in some systematic way. It provides a 
more compact and so more powerful notation than 
writing out each individual operation. 

Returning to coordinate geometry, let us suppose 
that X, y and z are variables holding the latitude, longi­
tude and elevation of a point in space. They can first 
be brought to the same units, say meters from an ori­
gin at mean sea level on the lower left corner of a map 
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sheet. A set of points within the map sheet, say where 
samples had been collected, could be numbered with 
an index /, which takes the values 1, 2, 3, . . . , « . As 
similar types of measurement are made for each 
sample, it is convenient to refer to them all in the same 
way. Each has an x, y and z value to indicate its lo­
cation. To identify each sample, it can be given a suf­
fix; thus the i\h sample is located at X/, j / , z/. The three 
values together, placed in brackets (x,, yi, z/), form a 
vector, in the sense of a set of numbers referring to the 
properties of an object. In this case, because the el­
ements of the vector are geometrical coordinates, (x/, 
yi, z/) also denotes a vector in the geometric sense — a 
line from the origin (0, 0, 0) with length, orientation 
and direction. 

As X, y and z, once they are measured in the same 
units, refer to similar things, it is convenient to refer to 
them with the same letter, say xu ^2, X3 (or Xj, where 7 
= 1,2, 3). The values of x then have two suffixes, and 
the values can be arranged as a table with rows /, num­
bered from 1 to n and columns 7, numbered from 1 to 
3. In Fortran, the matrix is referred to by the more 
general term of an array. It is one-dimensional if it has 
one suffix, two-dimensional if it has two, and so on, 
whether or not this is its geometric dimension. The 
geometric operations that might be applied to these 
vectors are described in G 4. Their algebraic equiva­
lents may involve changing each of the values of each 
row vector (x/i, X/2, X/3) in a way that depends on all 
three of the current values. If the corresponding values 
after the operation are called y, then we can write: 

ya =axn -\-bx 12-\-ex 3 

with similar equations for ya and j^/3, making three in 
all. Rather than referring to the constants, such as a, b 

and c, with separate letters, they can be seen as a 
matrix in their own right with three rows and three 
columns, say T. The transformation of the entire data 
matrix X to new values Y can then be written as 
Y = XT. Some important geometric operations have 
equivalents in matrix algebra that can be implemented 
on a computer system. As described in G 4, the trans­
formation matrix T can represent familiar operations 
of moving objects about and changing their shape. It 
is a basic tool in creating computer maps and multidi­
mensional spatial models. 

5. Multivariate statistics 

The hnk between numbers and space, between alge­
bra and geometry, works in both directions. Spatial 
features can be represented by numbers; quantitative 
data points can be visuaUzed as a cloud of dots. They 
can be manipulated in a space where the coordinate 

axes, at right angles to one another, are marked off in 
the units of measurement of the individual variables. 
The units refer to any measured property, such as bed 
thickness, grain size, gravity or uranium content. 
There is no limit to the number of axes, but we have 
trouble visualizing more than three at a time, as we 
appear to live in a three-dimensional world. Visualiza­
tion may help us to understand the statistical relation­
ships of a set of variables (see Cook, 1998). Statistics 
are concerned not just with single variables and com­
parison of different sets of measurements of the same 
variable, but also with the relationships between differ­
ent properties of the same objects. This leads to tech­
niques of multivariate analysis (a variate is a variable 
that exhibits some random variation). 

Given a set of quantitative data, say, a collection of 
measurements of fossil shells, statistical methods are a 
guide to possible conclusions. Many different proper­
ties could be measured on each shell, such as length, 
breadth, thickness, length of hinge-line, and number of 
growth lines. We might wish to investigate how the 
properties are related to one another. We might also 
need some means of measuring the characteristics of 
the set of measurements as a whole, to compare them 
with another set from a different locality. The task has 
moved from comparing individual measurements to 
that of comparing aggregates of measurements, that is, 
a set of distinct items gathered together. 

A starting point, however, is to look at the charac­
teristics of each variate in terms of statistics, such as 
the mean and standard deviation (F 3). Each variate 
can then be standardized to zero mean and unit stan­
dard deviation. This frame of reference may make it 
easier to compare their relative variation. The cloud of 
standardized data points is centered on the origin and 
has equal spread or dispersion along each axis. 
Measures, such as skewness and kurtosis, based on the 
third and fourth powers of the deviations from the 
mean, can be calculated to assess the symmetry and 
shape of the frequency distribution of each variable (F 
3). However, there is no substitute for their visual 
inspection with a bar chart, histogram or scatter dia­
gram. 

Some frequency distributions are quite unevenly dis­
tributed about the mean, such as the grain size of sedi­
ments or thickness of beds in a vertical section. A log 

transformation, which compresses the scale at the 
higher end, can bring the distribution to a more tract­
able form. Many other transformations are possible, 
and may be justified simply because the subsequent 
analysis is more straightforward. It is more satisfying 
if there is a physical justification for the transform­
ation. For example, if an organism doubles in size 
each year, the distribution of size at random times will 
be logarithmic, reflecting a multiplicative, rather than 
an additive process. Replacing the original measure-
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ments by their logarithms converts the numbers to a 
simple straight-Une distribution. 

Statistical reasoning, as opposed to description, 
tends to assume that variates approximately follow the 
so-called normal distribution — the familiar bell-shaped 
curve of Fig. 2. Under a number of assumptions, it is 
possible to compare the actual sample with that 
expected from a random set of events, and determine 
the Hkelihood of this "null hypothesis" being incorrect. 
A number of excellent textbooks, including some for 
geoscientists (for example, Davis, 1973), give fuller in­
formation on these powerful methods. 

The relationship between two variates can be 
measured by the correlation coefficient (F 3), or by a 
regression equation. The regression equation predicts 
the value of one variable {y) from that of another (x). 
The regression equation describes a Hne, using the for­
mula y^a^bx, selecting the values of a and b to mini­
mize the sums of squares of deviations between the 
measured and calculated values of y (see Fig. 3). The 
average squared deviation is a measure of the closeness 
of fit of the data to the line. The hne that best fits the 
data could be regarded as a mathematical model of the 
relationship. As before, transformations that give the 
individual distributions a shape, Hke the normal distri­
bution, are helpful. The null hypothesis of no corre­
lation can be tested, given a number of assumptions, 
and only if it fails is there a need for a scientific expla­
nation of the relationship. 

The situation becomes more interesting where sev­
eral variates are measured on the same items. You 
may be able to visualize the data as a cloud of dots in 
n dimensions, each dot representing one item, and each 

axis representing the standardized measurements for 
one variate. This is easiest with two or three variates, 
but the calculations are similar in higher dimensions. 
Each axis is regarded as independent of the others, 
which in geometry means that they are shown at right 
angles to one another. View the cloud in any two 
dimensions, and a correlation may be apparent that 
can be measured by the correlation coefficient. The 
correlation coefficients can be calculated for each pair 
of variates separately and shown as an « x « matrix, 
where n is the number of variates. There may be 
underlying processes that affect many of the variates 
together. Possibly there are several such processes 
affecting different variates in different ways. The matrix 
of correlation coefficients may throw light on the struc­
ture of the data, which in turn might suggest under­
lying causes. 

One procedure for analyzing the correlation matrix 
is known as principal component analysis. It simply 
rotates the cloud of points in n dimensions (try visua­
lizing it in three), until the largest variance is along 
one axis (the first principal axis), the greatest remain­
ing variability along the second, and so on. The least 
variance is that around the final principal axis. The 
number of principal axes is the same as the original 
number of variates. They are still at right angles, but 
have been rotated together, as described, to a new 
orientation. When the points are referred to the new 
frame of reference (the principal axes), the new variates 
are known as the principal components. It is Hkely 
that most of the total variance will be accounted for 
by the first few components. If the remainder show no 
interesting pattern and appear merely to reflect ran-
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Fig. 3. Line of best fit between two variables. The data of Fig. 1 are plotted here to examine their correlation, and a regression line 
added. The chart was prepared from the spreadsheet with Microsoft Excel software. 
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dom effects, they can be disregarded. The result from 
the principal component analysis (PCA) program is 
thus a smaller set of new variates and a statement of 
how much of the variance each represents. The relative 
contribution of each of the original variates to each 
principal component is defined. The challenge for the 
geoscientist is to decide whether the principal com­
ponents reflect underlying causal processes, or if not, 
how they might be accounted for. For example, the 
measurements of many aspects of the size and shape of 
fossil shells might be related to a few features of the 
environment like wave energy, nutrient availability, 
depth and clarity of water. This approach has been 
extended and elaborated as factor analysis (see Rey-
ment and Joreskog, 1993). 

As well as the correlation coefficient between two 
variables, we noted the regression equation as an 
alternative way of looking at the relationship. This 
again is not limited to two variates. An equation 
y = a-\-bx\ + CX2 + • • • + gXn representing a straight line 
in n dimensions, can be fitted to n variates Xi to x„, so 
that the value of the selected variable y can be pre­
dicted from all the x variates, minimizing the total sum 
of squares of diff*erences between its measured values 
and the values predicted by the equation. Unlike PCA, 
which treats all variates alike, multiple regression 

focuses on one variate, with all the others seen as con­
tributing to its variation. 

As an aside, if the number of terms in a regression 
equation is greater than the number of data points, ad­
ditional information is required to give a unique 
equation. Methods of linear programming achieve this 
by introducing an objective function that must be 
maximized to yield the greatest benefit to the system. 
This has apphcations in allocating raw materials to 
different products, as in models that allocate chemical 
elements to the mineral constituents of a crystaUizing 
igneous rock. The more usual statistical case is over-
specified, with many more data points than terms in 
the equation, and the least-squares criterion just men­
tioned, or a similar alternative, is used to arrive at a 
unique surface. 

The form of the regression equation suggests how it 
is possible to fit curves, other than straight lines, to a 
relationship between two variables x and y. From the 
values of x, it is a straightforward task to calculate x ,̂ 
x^, . . . , x". We can then write an equation similar to 
that given above: 

y =z a-{- bx-[- cx'^ -\ h gx" 

If we look at a graph of the powers of x (Fig. 4), we 
see that adding them in different proportions can gen­
erate quite complicated curves. 

Many natural sequences are periodic, retracing a 
sequence again and again, like rotations of the Earth 

around the Sun. This type of sequence can be 
mimicked mathematically by a series in which, instead 
of an X value increasing along a line, we take an angle 
6 measured out by a radius rotating around a circle 
from 0 to 360° repeatedly. As it rotates, the sine of the 
angle 0 changes from 1 to 0 to —1 and back again. A 
complex periodic curve (see Fig. 5) can be generated 
by taking, not powers of x, but sines of multiples of 
the angle 0: 

y =z a-\- b sin 6 -{- c sin 26 -\ h ^ sin nO 

The power series and the sine and cosine series have 
the mathematical property that successive terms have a 
smaller influence as the series continues. They are 
therefore suitable for approximating to an arbitrary 
curve. The slope and curvature at any point are readily 
calculated from the equations, and the form of the 
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Fig. 4. Generation of polynomial curves. The basis functions 
for a cubic polynomial, and the combined curve from adding 
them together, are shown in A. In B, the coefficients are 
altered to give a diff'erent curve, which is still smooth, has the 
same number of inflection points, and heads for plus or 
minus infinity at each end. 
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power series is suited to statistical calculation. They 
are not appropriate, however, for extrapolating the re­
lationship beyond the data points. The periodic curve 
repeats itself indefinitely, and the power series heads 
off to infinity. 

Statistical tests (to which power series are well 
suited) can measure the "goodness of fit", that is, 
how well the curve fits the data, compared with ex­
pectations from a random relationship. The test is 
based on a number of assumptions, notably that a 
random sample has been obtained from an under­
lying distribution that is close to the normal, bell-
shaped, curve. It follows that the sample is expected 
to be drawn from a single, homogeneous popu­
lation. There are situations where we suspect that 

Fourier Representation of a Square Wave 

The Sine Waves Used In the Fourier Representation 

Fig. 5. Complex periodic curve. The upper diagram shows 
how sine waves can be combined to approximate even awk­
ward shapes, such as a square wave. A single wave offers a 
first approximation, which can be improved by combining it 
with appropriately weighted harmonics, shown individually in 
the lower diagram. 

this is not the case. Our sample could have been 

drawn, without our knowing it, from populations 

that were formed in different ways by different pro­

cesses, and they might have quite different proper­

ties. It is convenient, therefore, to have a means of 

searching for different groups within the dataset. 

Cluster analysis does this by looking for the most 

similar items in a dataset, combining them as one 

item, looking for the next most similar items, and 

so on until all the items in the dataset are com­

bined. The similarity of two items, or its opposite, 

can be measured in various ways, such as the dis­

tance between them in standardized variate space. If 

the dataset is homogeneous, the clustering will pro­

ceed uniformly. If there are a number of natural 

groups or clusters, then the clustering is more hkely 

to proceed with sudden breaks. Closely similar 

items are brought together, followed by a break 

before the next most similar items are found. This 

is a hierarchical process with clusters of clusters 

amalgamating as bigger clusters. Further examin­

ation of the characteristics of each cluster may 

suggest why they fall into groups (different species, 

different environments, different weathering, and so 

on). Cluster analysis can point to the existence of 

non-homogeneous populations, and lead to better 

analysis. If it is known before the investigation that 

several groups are present, discriminant analysis (see 

Davis, 1973) provides equations for assigning new 

items to appropriate groups. Techniques of this 

kind are used in numerical taxonomy, where 

measurements of sets of properties are the basis for 

classification. They may not be appropriate where 

objects are classified on the basis of an underlying 

quahtative model, as is often the case in geoscience 

(J 2.3). 

Most multivariate techniques can simply be regarded 

as arithmetic transformations of a set of numbers, and 

do not necessarily require any underlying assumptions. 

The results may suggest ideas to a geoscientist who 

can then proceed to test them by other means. Calcu­

lating the descriptive statistics is then purely an ex­

ploratory exercise. Visualization, by displaying 

patterns through interactive graphics, follows this 

approach (see Cleveland, 1993). However, statistical 

tests of significance, and indeed any conclusions that 

depend on the numbers themselves, almost certainly 

imply some assumptions. Perhaps the most important 

and the most difficult requirement is to ensure that the 

items recorded (the sample) are truly representative of 

the population about which the conclusions are drawn. 

This applies, of course, not just to quantitative 

measurements, but to any observation of the natural 

world. There is, however, a danger that in the course 

of carrying out the complex manipulations of the data. 
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original constraints and limitations are forgotten. The 

subject matter is all important . 
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Abstract 

Spatial pattern is crucial to geoscience. It enables us to compare the observed properties of objects and explain 
their spatial relationships, correlation and distribution in terms of the geological circumstances and processes that 
formed them. Digital cartography and the spatial model provide computer support for looking at objects and 
properties in their spatial context. Transformations enable us to move and shape the objects for better visualization 
and analysis. Spatial statistics can quantify configuration for analysis of form and structure. The fractal model 
reminds us of the divergence between our models and reality. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. Digital cartography 

A vector (x/i,x/2) can represent a point in two 
dimensions, and a vector (x/i, xa, x^) can represent a 
point in three dimensions. A straight hne joining two 
points is also a vector in the geometric sense (it has 
length, orientation and direction). A string of vectors, 
joined end to end, linking a set of points, can represent 
a curved hne on a map. A set of lines joined end to 
end can delimit a closed area on the map, sometimes 
referred to as a polygon. The point, line and area are 
sometimes known in digital cartography as a vertex, 

edge and face. 

Computer systems for drawing maps may be specifi­
cally developed for cartography, or could be compu­
ter-aided design systems, adapted for cartographic 
purposes. Areas can be filled with a selected color or 

* Corresponding author. 
E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

ornament, and symbols and text positioned at points 
selected by the user. Fig. 1, for example, shows a dia­
grammatic geological map prepared on a desktop com­
puter. Other cartographic representations show, for 
example, a vertical section of beds measured at an ex­
posure or from a borehole (Fig. 2), or a fence diagram 
(Fig. 3) showing the variation in thickness of each of a 
sequence of beds across a number of measurement 
sites. Symbol maps of various kinds can show the 
spatial variation of one or more variables. Programs 
for a personal computer are available at reasonable 
cost to support a range of these tasks. 

Existing maps can be digitized by clicking on 
selected points. A sequence of points can be digitized 
to record a line, and a sequence of lines to enclose an 
area. Because the short lines joining points are vectors, 
this is known as vector digitizing, and generates a vec­

tor format. Another way to capture existing images is 
with a scanner. This creates a raster format, in which 
the image is made up of a rectangular grid of small 
cells (picture elements, picture cells, or pixels). The 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: S0098-3004(00)00042-X 
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scanner assigns a value to each pixel to indicate the 
color at that point. The computer stores the values for 
the array of pixels. A minimum of one bit records each 
pixel in a monochrome image, but up to 24 bits or 
more may be used to store the proportions of red, 
green and blue in a pixel of a color image. 

The raster format is an effective and efficient means 
of recording and storing complex images, such as air 
photographs, satelUte imagery or "busy" topographic 
maps. Vector representation is more flexible and effi­
cient where there are relatively few lines, as in a geo­
logical map. It has the advantage that individual lines 
and areas can be referred to and processed separately. 
Thus, one could select all the areas enclosed by the 
Cretaceous boundary, and find specimens within it by 
a points-in-polygon process. 

Raster and vector methods are frequently used 
together. For example, a topographic map might be 
scanned and displayed as a raster image on the screen. 
Points and lines of geological significance could then 
be traced by moving a cursor on the screen and 
recorded in vector mode. This is a widely used pro­
cedure for digitizing geological maps, having the ad­
vantage of providing separate but linked 
representation of the topography and the geology in 
exact register. The two layers can be overlain when 
required and displayed together. Each is also available 
separately in its most useful format. Conversion from 
one format to the other is possible when required, and 
vector format is generally rasterized before it is dis­
played on the screen or printed. Many rasters, how­
ever, such as satellite images, could not be represented 
satisfactorily by vectors. 

2. The spatial model 

Ideas about how quantitative methods fit into 
broader schemes of investigation are taken up later (L 
6.3). Meanwhile, we may note that most quantitative 
work in geoscience arises in geophysics and other sub­
jects where instruments provide much of the raw data. 

RockFill provides a vanety of regulai- and 
pseudo-random patterns representing igneous, 
metamorphic and sedunentary rock types. When 
used with GeoSymbol™, our set of 190 
geological symbols and graphics, you have all the 
tools you need to make publication-qualitj' 
geological illustrations quickly and easily. Or enter 
your measurements into CMM/Ceological Map 

Maker̂ M or SpheriStatTM2.0; then copy the 
structural map into CorelDRAW and place it on 
the lithological map. 
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Fig. 1. Diagrammatic geological map. Example of diagram 
prepared on a desktop computer. Reproduced by permission 
of Rockware. More at http://www.rockware.com/ 

Examples from geophysics include gravity, aeromag-
netic or exploration seismic surveys, geomagnetism and 
global seismology. Other examples can be found in 
some geochemical and oceanographic surveys, aerial 
photography and satellite imagery. The initial data 
processing may be concerned more with correcting and 
clarifying the instrumental records than in exploring 
geological ideas. The mathematical models may be 
specific to the tools used in probing the properties of 
the Earth. The consistency of well-calibrated instru­
ments, and the ability to correct for extraneous effects, 
are powerful features of these methods. Standardiz­
ation makes it possible to conduct surveys over large 
regions or of global extent. Conclusions are not limited 
by local circumstances. 

The significance of the results is not likely to He in a 
single measurement at one point, but rather in the re­
gional spatial patterns, and their correlation with 
spatial patterns from other types of survey. Integration 
of the ideas from the various topics could proceed 
through examination and comparison of maps showing 
the final interpretations of the topic experts. However, 
digital spatial models (computer representations of 
objects and their properties in geographic space) offer 
more powerful methods of representing, analyzing, 
comparing and displaying the data. Spatial data, such 
as measurements of gravity, or formation elevations 
determined from downhole logs, may be recorded as 
part of a general database system, and still be part of 
the spatial model. 

Traditional geological maps, showing the distri­
bution of formations and other features at or near the 
ground surface, are now generally prepared by digital 
cartography (G 1). Contour maps, showing the vari­
ation of properties across an area, may also be drawn 
by computer (see Watson, 1992). The case for digital 
methods usually refers to long-term cost savings, flexi-
biUty, rapid production and ease of editing and updat­
ing. However, the longer-term benefits may depend on 
end products beyond the published map. The map, 
after all, is no more than an illustration of the under­
lying concepts (B 4.1). IT offers the prospect of expres­
sing the latest conceptual model more 
comprehensively, and Unking it to the quantitative sur­
veys mentioned in F 5 (Forster and Merriam, 1996; 
Grunsky et al., 1996). The model can thus include 
three-dimensional rock bodies, their disposition and 
configuration, their composition and properties, their 
changes through geological time, the evidence and con­
fidence in the conclusions (M 2.3). There is a prospect 
of freeing spatial information from the limitations of 
the paper map (B 4), and integrating it within the com­
puter model (L 4). The ability to integrate concepts, 
and therefore the scope of the spatial model, is deter­
mined by the human interpreter, not by the capabilities 
of the software. Ultimately, therefore, the model 
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reaches out beyond the computer with links to the 
scientists' unstated knowledge. 

The computer spatial model, unconstrained by car­
tographic limitations, can express the conceptual 
model more fully. More of the ideas in the minds of 
the surveyors can be recorded and become the shared 
resource of the community. Maps can then be seen as 
ephemeral documents to assist visualization, illustrat­

ing selected two-dimensional projections of the model 
(see MacEachren, 1998 and the special issue of the In­
ternational Journal of Geographical Information 
Science introduced by Kraak, 1999). The collection 
and archiving of spatial data are freed from the limi­
tations of the map. Users would choose their own map 
content and display, after interacting with the model 
to clarify the availabihty of information and to select 
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from it to meet their requirements. Comparison and 
correlation with other models, such as topography, 
land-use, or patterns of mineral deficiency in livestock, 
could be based on the models themselves, not on their 
cartographic representation. These future prospects are 
discussed in L 4 and M 2. The objective at this point 
is to look at the methods of handhng data in the con­
text of a spatial model. 

A geological map enables the user to find (in the 
map key) a list of the things of interest (objects), such 
as stratigraphic units, displayed on the map. The map 
shows the location of the objects, related to topogra­
phy and to a geographic grid or latitude and longitude. 
It gives an indication of the pattern and form of the 
objects. Contour maps may show, for example, chemi­
cal composition or engineering properties, and their 
spatial variation. The digital spatial model should com­
bine these tasks and perform them more effectively. 
Like the map key, the metadata (D 3) associated with 
the model should identify the objects, perhaps group­
ing them within object classes or topics that might cor­
respond to projects or to types of map, such as 
geology, geophysics or topography. 

The location of data must obviously be recorded in 
the model. The configurations of objects and their dis­
tribution patterns and correlations may be investigated 
numerically, but are more likely to be examined by 
eye. The data must be displayable on a computer 
screen or printed as a map, and this involves trans­
forming their three-dimensional locations to appropri­
ate positions on the display. The transformation must 
preserve significant relationships among the data. We 
therefore look next at what these relationships are, 
how the transformations can be carried out, and which 
quantitative methods might be appropriate for the 
spatial data. 

Fig. 3. Fence diagram. Example of diagram prepared on a 
desktop computer. Reproduced by permission of Rockware. 
More at http://www.rockware.com/ 

3. Spatial relationships 

Spatial relationships can be important to the in­
terpretation of a geological map, such as a formation 
boundary veeing upstream or a fossil being collected 
from a particular rock unit. They fall into two main 
categories — topological and geometric. Topological 

relationships are those that are unchanged by rubber-
sheet deformations. If you imagine a map drawn on a 
thin elastic sheet, the sheet could be distorted by 
stretching and the relative position of points altered. 
Straight lines could become curved, angles between 
them altered, distances changed. Topological relation­
ships are invariant (unaltered) during these distortions. 
Examples are: a point lying on a fine; points, fines or 
areas coinciding or contained inside an area; lines 
touching, branching or intersecting; lines bounding an 
area; and their opposites, such as a point lying outside 
an area. 

Geometric relationships, on the other hand, require a 
consistent metric, that is, distance and direction must 
be measured consistently throughout the space. Geo­
metric relationships include: above, near, adjacent to, 
farther from, parallel to, converging with, at right 
angles to, interdigitated with, larger than, and their 
opposites and approximations. Unlike topological re­
lationships, geometric relationships can generally be 
quantified, as in: twice as large, 234 m from, conver­
ging at 20°. 

Some relationships may be obvious in the field, such 
as an outcrop being on the north side of a river below 
a road bridge. The relationship might be shown with 
some difficulty on a map, but is liable to be lost if the 
map is generalized for scale change. A printed geologi­
cal map may be locked into a specific base map by 
overprinting. The spatial model seeks the flexibility of 
allowing each topic and each project to be managed 
separately, preferably meeting standards (L 4) that 
allow easy interchange of data. As this allows datasets 
to change independently, important relationships 
between them should be recorded explicitly. If need be, 
the short section of river and road bridge might be 
digitized and made available permanently within the 
geological model. It can then be compared with the 
same fragment of river on the topographic model 
during display, and any necessary adjustments made. 

Spatial information can be transformed in various 
ways, altering the geometric relationships between 
objects. The transformations are an important part of 
computer graphics and essential for manipulating and 
visualizing the spatial model. They must be used with 
care to avoid accidentally distorting patterns or alter­
ing spatial relationships. For example, different map 
projections alter the size, shape and location of areas 
and cause difficulty in overlaying maps. Spatial trans­
formations are also used in recreating surfaces from 
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point data and in multivariate statistics. Understanding 
their effects is a useful background. 

4. Spatial transformations 

Spatial transformations of a geoscience model gener­
ally alter geometry rather than topology. However, it 
is possible that, say, two separate lines would coincide 
on the display when the scale is reduced. On a printed 
map, a cartographic draftsman might move the lines 
apart, to preserve the relationship at the expense of 
accurate positioning. On an interactive system, the 
abiHty to zoom in and clarify the relationships makes 
this unnecessary, and the true positions of the Unes 
could be preserved. 

For display purposes, a simple set of geometric 
transformations is available (Foley, 1994). Translation 

is bodily movement of an object relative to the origin. 
Rotation involves the object being turned about an 
axis. They are both rigid-body transformations that do 
not alter the size or shape of an object. Stretching 

changes the length of an object along an axis, thus 
changing its shape and altering distances and angles, 
except in the special case of enlargement where scaling 
is the same in all directions, and only the size and dis­
tances are altered. Projection involves reducing the 
number of dimensions, as when a three-dimensional 
body is projected on a two-dimensional screen. The 
Hnear transformations just mentioned are known as 
affine transformations. Perspective change gives a more 

lifelike appearance to the projection of an object by 
including perspective effects, such as apparent size 
diminishing with distance and parallel lines converging. 

These transformations, which are illustrated in 
Fig. 4, are carried out on the computer by matrix mul­
tiplication (F 4). For display purposes, a sequence of 
transformations may be called for, such as rotate 
about the x-axis by 30°, dilate to twice the length 
along the new j^-axis, then rotate back by —30° about 
the X-axis. This can be represented by a sequence of 
matrices, which could be applied in turn. It is more 
efficient, however, to multiply the transformation 
matrices together to obtain a composite matrix of the 
same size representing the entire sequence of trans­
formations. The composite matrix is then applied to 
each of the original data points. 

The transformation matrix is a square matrix, with 
two rows and two columns (2 x 2) for transformations 
in two dimensions, 3 x 3 for three dimensions and so 
on. The transformations, and the matrix multipli­
cations, must be carried out in the correct order. 
Translation involves addition, rather than multipU-
cation, but can be included in the multiplication by 
adding an extra dimension. The three-dimensional data 
are transformed in four dimensions. The extra dimen­
sion is also needed for perspective transformations. 

The main application of these spatial transform­
ations is for graphical display and manipulation, such 
as projection of three-dimensional objects onto two-
dimensional paper or a computer screen. They also 
play a part in structural geology, process modeling. 

A 

D 

Fig. 4. Some geometric transformation. The figure at A is translated in B and rotated in C. The scale is changed in D, and the 
figure is stretched in E, with only the horizontal scale being altered. The figure is sheared in F. There are obvious three-dimensional 
equivalents. More complex transformations include perspective projections (G) in which the change of scale varies across the 
figure. 
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and such areas as multivariate statistics, surface interp­
olation and shape analysis. 

An image can be subdivided into small patches. 
Each patch can be transformed separately, while for­
cing continuity across patches by modifying the trans­
formations to ensure that the patches meet smoothly 
at the edges, by methods comparable to blending func­
tions (G 5). The process is sometimes known as rubber 
sheeting. Distorted images such as oblique air photo­
graphs can be corrected. For example, points could be 
selected on the distorted photograph as landmarks for 
which exact coordinates could be found on a map. The 
distorted image could then be corrected by joining 
adjacent landmarks by Unes and transforming the 
patches between them to conform to the map coordi­
nates. 

Spatial transformations also arise in map projections, 

which offer solutions to the problem of projecting an 
irregular oblate spheroid (the surface of the Earth) 
onto two-dimensional paper. The transformations are 
generally more complex than those just described. 
Different projections maintain different aspects of the 
original geometry. Areas, angles, distances and conti­
nuity cannot all be preserved when part of the surface 
of a sphere is distorted for representation in two 
dimensions. Aspects that can be neglected on the 
screen are important on printed maps. For instance, 
the user is likely to expect roads to meet across sheet 
boundaries without sharp breaks in direction. 

Continuity from area to area raises problems as 
even the coordinate system, based on latitude and 
longitude, has local variations. The Earth is irregular, 
and mathematical approximations must be used for 
such concepts as the datum (the origin of the local 
coordinate system including mean sea level) and the 
geoid (a mathematical surface approximating, at least 
locally, to the shape of the earth). Different geoids and 
datums have been used at different times and in differ­
ent places. Map coordinates and projections are a sub­
ject in their own right (see, for example, Snyder, 1987). 
However, if you combine spatial data from different 
sources, you should at least be aware of this potential 
source of error. 

5. Spatial statistics and surface fitting 

The statistical methods described in F 5 apply to 
properties measured at points in space. In geoscience, 
spatial patterns and spatial correlations are often cru­
cial. Statistical methods describe the observed patterns 
quantitatively, guide interpolation between sampled 
points, and measure spatial correlations. The patterns 
are Hkely to reflect underlying geological processes that 
have influenced many measurable variables. Possible 
aims are to put individual points in context by fitting 

them to a surface, then to compare and correlate sur­
faces from the same area to learn more of the environ­
ment in which they developed, the formative processes 
and their effects. Specific tasks might be to estimate 
the elevation of a formation at a drilling location, the 
amount of ore in a mineral deposit, or the amount of 
folding across a cross-section. 

As always, the vaUdity of conclusions depends on 
appropriate sampling techniques (D 4). The sample 
should be random, in the sense that each item in the 
population has an equal chance of being included in 
the sample. You might try to obtain a representative 
sample of the Uthologies in a rock body by selecting 
collecting points as near as possible to, say, random 
points on a map grid, or every 25 paces along a tra­
verse. The sample would be unrepresentative, however, 
if hard sandstones formed outcrops, with interbedded 
soft shales covered by soil and vegetation. If you were 
studying the relationship between, say, petrography 
and geochemistry, then spatial randomization could be 
misleading. It might be better to ensure that every pet-
rographic composition of interest had an equal chance 
of selection. We should continually review our raw ma­
terial and ask how appropriate our models are, and 
whether it is possible to improve their correspondence 
to reaUty. 

A surface is most readily analyzed if the data points 
are evenly spaced on a rectangular grid. But most data 
are positioned for reasons unconnected with surface 
analysis. Uneven clusters of points are found in oil­
fields, or soil samples from a housing development. 
Sampling points may He along lines, such as geophysi­
cal traverses, geotechnical measurements along a new 
highway, or geochemical analyses of samples along 
streams. But even if the sampling pattern rules out 
statistical conclusions, quantitative methods may still 
be of value. 

Time series, sequences of measurements at successive 
times, have been widely studied in statistics. In geo­
science, time series arise in geophysics, hydrology, 
oceanography and other subjects. Similar methods can 
be applied to sequences along a line in space, and 
some can be extended to two or more dimensions. Re­
gression techniques are one way to relate the variation 
of a property to its position in time or space. For 
example, the grain size (/?) of samples could be related 
to distance (x) above the base of a vertical section, by 
the equation: 

p = a-{-bx 

The straight line which this represents is unlikely to 
show the variation adequately, and more terms from a 
power series or a trigonometric series can be added 
(see F 5): 
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p = a-\-bx-\-ex -\- dx^ -\ h mx" 

or: 

p = a-\-b sin x-\- c sin 2x-{-d sin 3x-\ \-m sin nx 

In two dimensions (x and y) the equations represent 
surfaces and are slightly more complicated. For 
example, they might refer to the top of a formation 
based on its elevation (/>) as measured at wells: 

p = a + bx -{- cy -\- dx^ + exy -\-fy^ + gx^ H hmy" 

p = a-\- b sin x -\- c sin y + J sin 2x -\- e sin x sin 

y + / sin 2x -\ -\- m sin ny 

The regression equations are calculated as in F 5 to 
minimize the sum of squares of deviations between the 
measured and calculated values of p. An excellent 
mathematical introduction is provided by Lancaster 
and Salkauskas (1986). 

Let us take as an example the elevations of the top 
of the Cretaceous as known from fifty wells over the 
flank of a depositional basin. One possibihty would be 
to fit a regression equation of fifty terms. As this 
equals the number of wells, it would fit the values per­
fectly, and the sum of squares of deviations would be 
zero. The position of contours on the quantitative sur­
face could be calculated and drawn as a contour map. 
There is little reason to suppose, however, that the 
mathematical surface would match the geology. There 
is no obvious reason why geological processes would 
produce forms shaped hke polynomial curves (F, 
Fig. 4), and the result will be greatly influenced by the 
spatial distribution of data points, which were almost 
certainly not positioned with this type of analysis in 
mind. 

A better approach would be to fit a simpler third-
order regression surface to the data, that is, an 
equation with terms up to the third power of x and y. 

The result would be a smooth surface that was less 
sensitive to the point distribution. It shows slow sys­
tematic change and is known as a trend surface. The 
residuals, that is the deviations between the data points 
and the fitted surface, can be displayed and mapped 
separately. Variations at different scales have been sep­
arated. The trend might be the result of regional tilt­
ing, subsidence and folding, the residuals the result of 
depositional and erosional features. By mapping the 
residuals separately, features might be noticed which 
were not apparent on the original map. Attempts at a 
rigorous mathematical justification for such con­
clusions tend to be rather unconvincing, but are un­
necessary if the results can be justified by geological 
reasoning. 

In order to arrive at a unique surface, the least-
squares criterion can be applied (F 5), minimizing the 
sum of squares of deviations of data points from the 
fitted surface. An alternative is to fit spline surfaces 

(Lancaster and Salkauskas, 1986) that minimize the 
tension, or more strictly, the strain energy, in the sur­
face (thinking of the surface as a flexible sheet). This 
model can give a good fit to some types of geological 
surface, and might, for example, mimic the shape of a 
folded surface. 

For geophysicists, the use of periodic functions 
needs no introduction. The seismologist, for example, 
deals with shock waves generated by earthquake or ex­
plosion, and their modification by the rocks through 
which they pass. Waves, by definition, have a repetitive 
form and this may readily be described by fitting a 
function of sines and cosines (see F 5), a process 
known as harmonic or Fourier analysis. Rather than 
characterizing the wave by values at successive 
moments of time, a static view of the power spectrum, 

or relative importance of components of different 
wavelength, can be calculated. The values in the spec­
trum relate to the constants, a, b, c, . . . , in the sine-
wave equation. The power spectrum incorporates a 
great deal of information about the form of the wave, 
and makes it possible to compare the ampHtude of 
different wavelengths (spectral analysis) as a separate 
issue from their time of arrival or position in space. 

Fourier analysis has benefitted from the existence of 
many accurate time series collected digitally, and from 
the development of the Fast Fourier Transform (FFT), 
an efficient algorithm that reduces the computing load. 
Although the main applications are in seismic work, 
geomagnetism and gravity studies also study period­
icity with Fourier transforms. Methods such as the fast 
Fourier transform can be applied to large digital data-
sets such as satellite imagery and downhole logs. With 
imagery, they can give information about the texture 
and its variation that may be related to changing ge­
ology. 

For a geologist, the value of spectral analysis is less 
clear. The notion of treating distance from the origin 
as an angle may seem bizarre, but poses no mathemat­
ical problem. More fundamental is the relevance to the 
geological model. The periodicity of deposition of sedi­
ment, for example, might be related to geological time, 
with distance from the base of the section an in­
adequate substitute. Random events during deposition 
are hkely to throw subsequent periodicity out of phase 
with that below. Similar comments could be made 
about variation in two dimensions, on a geological sur­
face. 

One way around this difficulty is to look at the re­
lationship of each point to the adjacent points, as this 
is less affected by phase shifts. A mathematical func­
tion can be fitted globally, that is to the entire sequence 
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or surface of interest, or piecewise, that is to a small 
number of adjacent measurements at a time (see Wat­
son, 1992; Houlding, 1994). Piecewise fitting involves 
treating small parts of the section, or small patches of 
the surface, separately, and aggregating the results. 
The patches can be selected in many ways, preferably 
in some coherent and unambiguous manner. One way 
of creating surface patches is with Delauney triangles 
(see Bonham-Carter, 1994), a unique set of evenly 
shaped triangular facets with a data point at each 
apex. 

A polynomial function can be fitted separately to 
each triangle. The simplest would be a flat plane. The 
planar facets would meet at the edges of the triangles, 
but the abrupt breaks in slope would be distracting to 
the eye, and would have no geological significance 
(Section 6). A cubic function could therefore be fitted 
to each patch, and a blending function (see Watson, 
1992, Foley, 1994) applied at each vertex to ensure 
continuity from one patch to the next (Fig. 5). This is 
one approach used in computer contouring and in 
computer graphics and visuaUzation. The finite element 

methods used by engineers for representing complex 
shapes adopt a similar approach, also including four-
sided shapes (Lancaster and Salkauskas, 1986; Bucha­
nan, 1995). Functions known as wavelets (Graps, 1995; 
Strang, 1994) can similarly be fitted to small patches. 
They lead to an interesting analysis by measuring the 
fit of wavelets to the surface while altering their pos­
ition, amplitude and scale. There are occasions when 
local and regional variations are both of interest, as in 
trend-surface analysis, where local fitting methods can 
be applied to the residuals from the global trend. Pie­
cewise fitting provides more detail where more is 
known, thus partly overcoming the sampHng problem. 

Many algorithms work best with data spaced on a 
regular grid. Therefore, one method may be used to in­
terpolate from the raw data to grid points, and a 
different method to analyze and visualize the surface 
based on the grid points. The drawback is that one 

R 

Fig. 5. Blending functions. Separate curves are fitted through 
the points P, Q, R and Q, R, S. They can be blended into one 
another where they overlap by the dotted curve, which is a 
weighted combination of the other two. The weight that the 
blending function gives to the curve PQR varies gradually 
from 1 at Q to 0 at R, while the weight given to QRS varies 
from 0 at Q to 1 at R. Blending functions can also smooth 
transitions between surface patches. 

artifact is then being applied to another, obscuring the 
link between model and reality. 

Other approaches are mentioned in G 7. Principal 
component analysis or PCA (F 5) can be appHed to 
spatial data, including satellite images. Where quanti­
tative information is available for each dot on the 
image (pixel) from each of a number of bands of the 
electromagnetic spectrum, PCA can distribute this in­
formation across a smaller number of principal com­
ponents that can be mapped separately. They may be 
more readily interpreted than the original. PCA can 
also be apphed to measurements of a suite of down-
hole logs, but is less hkely to be successful. Since each 
of the logging tools, such as the microlog and the 
laterolog, are measuring properties of different volumes 
of rock, the results are not comparing like with like. It 
would not be clear what each of the principal com­
ponents could be referring to, and the geologist's 
insights, which stem from an understanding of the 
strata and the tool, would be lost. 

6. The fractal model 

A computer program can define a sequence of math­
ematical operations. It enables the scientist to express 
a conceptual model of a geological process. This is 
particularly satisfying where theoretical ideas of the 
process match the fitted function. Not infrequently, 
however, it turns out that the conceptual model and 
reahty differ in important ways. For example, we may 
visuahze geological boundaries as smooth surfaces, 
even when we know from field observation that this is 
not so. Aided and abetted by the cartographer, we sim­
plify by smoothing. It is inevitable that our records 
reflect our mental images, but smooth models can mis­
lead and we should be aware of their divergence from 
the real world (J 2.3). 

Mandelbrot (1982) takes as an example the question: 
How long is the coastline of Great Britain? Faced with 
the question, many of us visualize a map, maybe even 
wondering what scale is appropriate. Few think of the 
coast itself, with its headlands, beaches, boulders and 
breaking waves. We know that the answer must 
depend on a conceptual model, and we simplify reahty 
in order to think about it. The more detailed our 
model, the longer the coastline seems to become. The 
length of a line joining the main headlands might give 
a first approximation (see Fig. 9). However, the line 
becomes longer without limit as we extend it to give 
the outline of each bay; the detail of each small irregu­
larity; the outline of each sand grain; the microscopic 
and atomic structure of the interface. The question has 
no single number for an answer, but leads to an inter­
esting discussion of measurement techniques. A pre­
cisely defined conceptual model can define the 
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distance. There is no uniquely appropriate model, how­
ever, and none that matches reality in every respect. 

Mandelbrot pointed out that continuity, which is an 
essential feature of most of our models, is not typical 
of natural phenomena, which tend to be discontinuous 
at all scales. Continuity refers to the characteristic of a 
mathematical function of having the possibility of 
creating a very small zone about a point, within which 
the value of the function does not significantly change. 
On a geological surface, for example, continuity may 
refer to elevation, slope (rate of change of elevation), 
curvature (rate of change of slope), and so on (Fig. 6). 

In the natural world, we can seldom demonstrate 
mathematical continuity at any level. It must therefore 
be a feature of our perception. When we look at the 
distant outline of a mountain ridge, the small-scale 
variation is blurred, and we see an apparently smooth 
edge against the sky. As we examine the edge, the 
changes in direction, breaks in slope and even chan­
ging curvature catch our eye. In preparing maps and 
models, we therefore avoid such breaks if we know 
they have no geological significance. For the same 
reason, flat triangular facets joining data points are 
generally an unsatisfactory representation of a geologi­
cal surface. The discontinuities of slope between facets 
draw the eye to the sampling pattern and obscure the 
underlying geology. 

The approach taken by Mandelbrot is to study a 
number of mathematical functions that he terms frac­
tals (Fig. 7). As well as lack of continuity, they exhibit 
another feature of interest to geoscience. They show 
self-similarity, that is, the pattern created by the func­
tion looks the same if we enlarge a small part of the 
original (Fig. 8). The concept is familiar to the geol­
ogist. Microfolds can mimic regional structure, and 
trickles of water on a mud bank may form a delta like 
a scaled-down Mississippi. He extends this to self-affi­
nity, where vertical exaggeration or other affine trans­
formations (G 4) alter the pattern. Manipulations of 

break in 
elevation 

breaks in 
curvature 

+ ^ ^ L t •••Tfy.-t-. 

Fig. 7. Example of fractal function. Starting on the left of the 
diagram, a simple square is the initial object (initiator). The 
object is copied and attached to the north, east, south and 
west sides to form a new object, here reduced in scale. The 
same simple process (generator) is repeated, going from left to 
right, to give ever more complex objects. Reproduced by per­
mission of David G. Green. More at http://life.csu.edu.au/ 
complex/tutorials/tutoriaB.html 

the fractals can produce images uncannily like real 
islands, mountains and clouds. The functions that gen­
erate them, however, are not obviously related to geo­
logical processes. 

In studying fractals, we can visualize the length of a 
coasthne being measured by a hypothetical set of divi­
ders. We measure the length of the coast by stepping 
the giant pair of dividers around it. The apparent total 
length increases as the span of the dividers diminishes 
(Fig. 9). We can plot the resulting calculated length 
against the length of the measuring device. The plot 
throws some light on the intricacy of the convolutions 
at various resolutions. The overall slope of the plotted 
curve has a bearing on a property (the fractal dimen­
sion) of the configuration of the coastline as a whole. 
Accounts of the numerous apphcations of fractals in 
geoscience can be found in journals such as Computers 

and Geoscience (Agterberg and Cheng, 1999) and text­
books such as those by Turcotte (1992) and Barton 
and La Pointe (1995). 

Fig. 6. Continuity of elevation, slope and curvature. Large 
and sudden changes in elevation, such as cliff faces, are 
obvious when looking at a landscape. Elevations on either 
side of the break differ, with no gradual transition. Large 
breaks in slope and curvature (the first and second derivatives 
of elevation) may also be apparent. Close inspection reveals 
similar breaks at all levels of detail. 

Fig. 8. Self-similarity of fractal. Enlarging one of the segments 
of this fractal fern would create another image similar to this 
frond, and so on. Many fractal functions show this property 
of self-similarity over a range of scales, as do the results of 
many geological processes. Reproduced by permission of 
David G. Green. More at http://life.csu.edu.au/complex/tutor-
ials/tutorial3.html 
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Fig. 9. Coastline and yardstick length. As the length 5" of the 
yardstick (or the span of a pair of dividers) decreases, the 
apparent length {S x L) of the coasthne increases. Repro­
duced by permission of David G. Green. More at http://life.-
csu.edu.au/complex/tutorials/tutorial3.html 

7. Spatial configuration 

We have looked in Section 5 at the disposition of a 
property, at ways of describing the distribution in 
space of its values. An obvious next step is to look at 
the configuration, that is, the spatial form and structure 
of the values. An important insight that geologists 
bring to spatial data is their expectation of how knowl­
edge of nearby values might influence prediction. The 
distribution of commercially exploitable minerals in 
the Earth's crust, for example, is obviously uneven. Ex­
perience and concepts of formative processes guide 
geological expectations of their distribution. The study 
of geostatistics (for an introduction, see Isaaks and Sri-
vastava, 1989) attempts to formalize and quantify this 
knowledge, and then to use it with available data to 
predict unknown values. Its roots he in mining ge­
ology, where it offers techniques, for example, for esti­
mating ore reserves from core sample data. The 
methods apply to estimating values at points, and also 
to estimating large volumes from small volumes, such 
as ore reserves from core samples or comparing read­
ings from a laterolog and a microlog. 

An obvious approach to describing the configuration 
is to compare values at diff'erent distances apart. One 
can then draw a graph of distance versus the similarity 
of values. The results are not tied to one location, but 
make a general statement about spatial correlation 
within the dataset. The power spectrum (Section 5) 
takes this approach, as does the correlogram, which 
shows correlation coefficients between data points at a 
given distance apart, plotted against that separation 
distance. 

Geostatistics also considers the amount of change to 
be expected between values at various distances apart. 
For each separation distance, one can sample the 
diff"erence in values, calculate the variance and plot it 
against the separation distance in a so-called semi-var-

iogram (Fig. 10). Subsequently, one can estimate the 

value of an unsampled point on the basis of surround­
ing data points weighted according to the semi-vario-
gram. This process is referred to as kriging. It can take 
direction as well as distance into account, as ore 
bodies, say, may be elongated, with greater variation 
in one direction than another. Not surprisingly, nearby 
points predict unknown values better than those 
farther away. Thus, tightly clustered data points are all 
to some extent providing the same predictive infor­
mation. Kriging therefore gives them less weight than 
more isolated data points. 

There is a major advantage in looking at the general 
configuration separately from the individual values. 
The general summary is not totally dependent on the 
sample. The sample gives an indication of the hkely 
form of the semi-variogram, but conclusions about the 
population require geological inference. One can select 
a general curve that is compatible with the sample but 
takes experience of other similar situations into 
account. 

Structural geologists and geomorphologists may pre­
fer to think of change between values at various dis­
tances apart in terms of slopes rather than differences 
in height. Slopes are easier to measure, are invariant 
under translation, are not limited to a single surface, 
and relate more obviously to their conceptual model. 
For computer processing, slopes in two, three or more 
dimensions can be conveniently represented by direc­

tion cosines (Fig. 11) for manipulation and analysis. 
The subject of differential geometry (Kreyszig, 1991) is 
concerned with the intrinsic geometric properties of 
surfaces, such as principal axes and lines of greatest 

Variance 

Distance between samples 

Fig. 10. Variogram. A geological property varies from place 
to place. Its values are likely to be more similar at nearby 
points than at those further apart, at least over a limited 
range of influence. This pattern can be quantified in a vario­
gram, which plots the geographical distance between samples 
against the mean squared difference of their values. Samples 
taken at the same point may not give identical results, and 
rapid change can occur over short distances (the nugget 
effect). 



T. V. Loudon / Computers & Geosciences 26 (2000) A51-A62 A61 

and least curvature. It offers a mathematically rigorous 
account of geometric features that resemble geological 
features such as fold axes. It is relevant to consider­
ations of shape and form as opposed to size and pos­
ition. 

These various methods can take into account 
detailed information from past and present studies. 
They do not, however, supplant the geologist's insight 
into the geological setting, the processes and complex 
relationships. Already some spatial modeling programs 
enable geologists to input additional information 
about, say, the position of faults. To benefit fully from 
the capabihties of both the computer and the human 
brain, interactive methods must be the way ahead. 
This will require the development of computer pro­
cesses that accept interactive control by users who can 
formulate their background information in appropriate 
terms. In turn, this will need greater appreciation by 
geologists of the underlying mathematical concepts. 

There are many instances where it is difficult for ge­
ologists to convey their ideas with a conventional con­
tour map. A buried landscape might be sculpted with 
a pattern of river valleys. One cannot place the valleys 
accurately on the map if elevations are known only at 
widely spaced boreholes. There are two choices. One 
could contour a smooth surface showing the most 

Fig. 11. Direction cosines. The line from the origin O to the 
point P is of unit length. It represents the orientation of a line 
parallel to OP or the pole to a plane perpendicular to OP. 

The cosines of the angles which OP makes with the x-, y- and 
z-axes give the direction cosines /, m and n. Using Pythagoras' 
theorem, it can be shown that l^ + m^ + n^ = OP^=\. The 
direction cosines can be treated as lengths when applying geo­
metrical transformations, but rescaling will then be needed to 
ensure that their sum of squares is again one. 

likely elevation of the surface based on known data, 
but giving no indication of the detailed form of the 
surface. Alternatively, one could draw an illustrative 
surface, matching the data points and between them 
showing the nature of the surface and hence its likely 
origin, but with the features in arbitrary and possibly 
misleading positions. In computer graphics, the process 
of superimposing texture on a surface to make it look 
more realistic is known as rendering. A computer sys­
tem should offer the flexibility of separating hkely pos­
ition from likely form and shape. 

Another issue arises with positioning, say, the edge 
of a steep-sided carbonate reef or a vertical fault. One 
might know the overall geometry, but not the position 
of the feature, which might lie anywhere between two 
widely spaced wells. Hand contouring could lead to 
arbitrary positioning of the feature. Computer con­
touring could lead to a smooth slope between the 
wells. But this is not reahstic for a vertical feature, hke 
betting that a coin will land on its edge because heads 
and tails are equally probable. The solution requires a 
clearer perception of probabilities. Probabihties cause 
problems in hand contouring but are well suited to 
computer calculation. Many contouring programs can 
provide probabihty envelopes, in effect indicating the 
most hkely value of a surface, and bands on either side 
where it is decreasingly likely to occur. Near the steep 
feature and between the two widely spaced wells, there 
are two hkely positions of the surface, separated by an 
improbable zone. The problem is not calculating the 
positions but in providing a comprehensible display. 
An exact definition of what the contours represent, 
such as most likely position or most hkely shape, and 
different displays showing different aspects, can make 
the situation clearer. 

Surfaces that repeat as with a thrust fault, or roll 
over as with a recumbent fold, are again difficult to 
contour manually. The computer contouring pro­
cedures described earlier are also unable to handle 
them. The computer graphics solution uses parametric 
coordinates s and t (Rogers and Adams, 1976), which 
are drawn on the surface itself, and related to the con­
ventional coordinates (x, y and z) by polynomial 
equations. Visualization of the results may require a 
block diagram rather than a conventional contour 
map. 

It is clearly necessary to have a wide choice of 
methods available for handhng spatial data. There is 
no single method appropriate to all circumstances. 
Geostatistics and spectral analysis inevitably provide 
different solutions to the same problem. To find the 
best solution, the geologist must combine wide back­
ground knowledge with some understanding of the 
computer techniques. 

In order to provide adequate flexibihty, the compu­
ter system must offer a wide range of processes that 
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one can apply to the data. The data, and the general 

supporting information, must be managed within a 

flexible framework that makes it readily available as 

and when it is required for any process. Information 

management is the topic of part H. 
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Abstract 

The geoscience record stores information for later reuse. The management of bibliographic, cartographic and 
quantitative information have different backgrounds. All involve: deciding what to keep; structuring the record so 
that information can be found when needed; maintaining search tools, indexes and abstracts; defining the content by 
reference to metadata. The current approaches to managing the literature, spatial information and quantitative data 
may be subsumed in a more comprehensive object-oriented model of the information base. © 2000 Elsevier Science 
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1. The framework 

1.1. The requirement 

The availabihty of quantities of data for analysis 
and display created a need to organize and store this 
information. Users could then revisit results and 
explore other ways of analyzing the data. The discov­
ery of interesting relationships within one dataset 
might lead to investigation of similar relationships else­
where, through access to a wide variety of related 
datasets. A database could combine data from many 
sources, and the user could select subsets for retrieval. 
A clearly defined interface ensured that retrieved data 
could be accepted by the programs for analysis. The 
programs could be reused with a variety of data, and 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

datasets could be reused for analysis by a variety of 
programs (I 2.3). Management of the database came to 
be regarded as a task in its own right, and tools such 
as relational database management systems were devel­
oped. They have been successfully (and often unsuc­
cessfully) applied to geoscience data. 

Databases are appropriate not only for quantitative 
data, but also for indexes to other types of infor­
mation. For example, cores, samples and specimens 
can be cataloged, and the records stored and retrieved 
from a database. The names of wells, boreholes or out­
crops from which they were obtained can be recorded, 
with information about locations and depths, dates, in­
vestigators and the like. The result is structured, tabu­
lar information that can be Unked to other datasets by 
means of key fields, such as well name. 

When spatial information, traditionally shown on 
maps, became available to the computer, similar 
requirements arose for spatial data management. Geo-
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graphic information systems were extended to include 
data management, with new options such as finding 
specimens from an area shown as Upper Cretaceous 
(points in polygon), or finding outcrops within the 
Upper Cretaceous where the hthology is ooHtic lime­
stone (polygon overlay). 

Librarians and archivists have a long-standing inter­
est in managing information. Indeed, the separation of 
their work from that of the geoscientist might be seen 
as an early distinction between information manage­
ment and analysis. Their use of IT to organize and 
manage their collections has contributed many decades 
of experience in classifying, storing and retrieving the 
documents that record geoscience knowledge. 

The different types of data management have tended 
to remain separate, with scientists looking after their 
own databases, cartographers and image analysts 
managing spatial data, and Ubrarians managing pub­
lished documents. Although they deal with different in­
formation types, however, the activities are similar for 
all. The information is Hkely to be: 

• recorded and edited; 

• acquired in a collection and in due course disposed 

of; 
• assigned an identifier; 
• annotated with source and date; 
• structured, marked up, linked to other information; 
• classified, described and indexed; 
• assessed and evaluated; 
• stored; 
• retrieved; 
• copyrighted to establish and maintain intellectual 

property rights; 
• supplied on request to users who are entitled to 

access it; 
• updated. 

With pubUshed documents such as papers, books and 
maps, the three main players are the author, publisher 
and reader. Editors act as intermediaries between the 
author and pubhsher, and librarians and booksellers as 
intermediaries between the publisher and reader. The 
counterparts of author, pubhsher and reader in the 
more general situation are the contributor, manager 
and user of information. The manager is responsible 
for most of the tasks just hsted, with contributors re­
sponsible for the content they supply, and users for 
their own selection and retrieval ( M l ) . 

1.2. Acquisition, context and disposal 

There are fundamental questions of what infor­
mation is worth holding, for whom, and for how 
long. The answers should determine whether it is 
stored, how it is stored and how it is made avail­
able. With or without IT, storing information is not 

necessarily a useful activity. Each scientific study is 
project-oriented, taking place within a specific 
framework of business needs and scientific theory, 
hypotheses and models. Inevitably, much infor­
mation has little value outside the project, and can 
be disposed of when the project is complete. 

The value of data is determined by its significance 
to a model. Data items which control or elucidate 
aspects of the model have greater value than those 
which merely confirm what is already known. Map­
ping a thousand square miles of exposed sandstone 
might add little to the model of the area. Discover­
ing one microscopic fossil in the same formation 
might be of intense interest, throwing new fight on 
the model, both locally and globally. The model is 
paramount. 

To be useful to others, information must be placed 
in a context in which it can be understood. It must 
have finks to integrate it with the main body of scienti­
fic knowledge. Communication between author and 
reader depends on mutual understanding, and this in 
turn depends on standardization and quality control 
imposed by managers and editors. Its success, or other­
wise, can be seen in the ease with which the reader 
accepts the conventions and language of a published 
paper or map. 

The final products from a project are generally 
documents. They are the main level at which infor­
mation is communicated. They provide the context 
within which the raw and processed data and other 
evidence can be understood. There is no scientific link 
between, say, a single measurement of gravity at a 
point and the proportion of tin in a stream sample at 
the same point. The connection is through the pro­
ducts — the gravity map and the geochemical map — 
and an interpretation of the patterns of distribution of 
the variables against the background of the underlying 
geological model, such as the possibility of a buried 
granite body. The availability of the final products is 
central to the ability to integrate different sources of 
geoscience information. Standards, for example for a 
geological map, may apply to the pubfished end pro­
duct rather than to the internal details of a project. 

The long-term structure of recorded geoscience 
knowledge is based on publications. The formal litera­
ture must be organized in such a way that the user can 
find relevant information. It is the responsibility of edi­
tors, with the help of referees, to ensure that a coher­
ent set of documents is produced, and the 
responsibility of fibrarians to ensure that the records 
are secure and accessible. Each publication is a major 
work that can be carefully assessed, cataloged and 
stored. Systems, including a legal framework, are in 
place to safeguard copyright and to hold and dissemi­
nate publications in perpetuity. Thus, although most 
libraries dispose of material they no longer require, 
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even documents with obsolete ideas and disproved con­
cepts are not totally banished from the record (I 6). 

Each project is exploring unknown scientific terri­
tory. It is unreahstic to suppose that totally predeter­
mined standards can be followed, as this would 
assume that all eventualities could be foreseen. Data 
collected for each project are partly specific to that 
project. The project objectives influence the design fea­
tures of the investigation, including the underlying 
model, samphng scheme, sampHng density, types of 
data, data collection methods, operational definitions, 
instrumentation and measurement procedures. The 
data can be fully interpreted and evaluated only in the 
context of the project design. In these circumstances, 
supporting data must be Hnked through the project 
documents, rather than directly within a comprehen­
sive database (D 4). This suggests that informal 
records should be retrievable by tying them to the for­
mal Uterature. Archive specimens or data could be 
referred to in the published paper, thus enabHng read­
ers to locate that additional information. But this is 
not always practicable. 

Except for some long-term archives, project data are 
seldom seen as part of the formal Uterature because 
they are ephemeral and subject to change. They are 
likely to be maintained and possibly made available by 
the originating individual or organization, but may be 
altered as ideas change, and disposed of when the 
owner loses interest. They are thus not part of the per­
manent record, even if some at least ought to be. If 
the user knows the reasons for the study and some­
thing of the manner in which it was carried out, data 
can be abstracted from it that are of value in other 
contexts. For example, a local geological model might 
be based on fortuitously exposed rock outcrops, but 
could also make opportunistic selective reuse of data 
collected for other purposes. Those data might be de­
rived from other projects employing different models, 
such as oil exploration, mining and quarrying, under­
ground water production, and site investigation. Direct 
reference to the data and project descriptions through 
one coherent database rather than through the litera­
ture could make the Hnks clearer and simplify the 
interfaces for analysis and display. 

The conventional literature is also inappropriate for 
maintaining some large datasets. Properties such as 
gravity can be measured consistently by instruments 
caHbrated between projects and following a predeter­
mined sampling pattern. Such measurements over a 
large area have obvious value in regional studies. Simi­
lar comments could be made about, say, aeromagnetic, 
seismic, downhole logging, geotechnical and geochem-
ical surveys. Even borehole descriptions that follow 
detailed guidelines can be consistent and comparable 
over wide areas (NLfB, 1999). In elfect, these become 
regional projects focused on narrow aspects of geo-

science. They may co-exist with projects with different 
scope and aims. For example, a site investigation 
might follow external standards in describing the bore­
hole records because, although they added a small 
overhead cost, this could be justified by the value 
added to the data. 

IT raises the possibihty of smaller but more frequent 
updates to the knowledge base, new criteria for acqui­
sition and disposal, and a shared context that inte­
grates formal and informal documents. Possible 
consequences are discussed in M 2.1. 

1.3. Search strategies 

A crucial aspect of managing information of any 
kind is the abihty to find appropriate material when it 
is needed. If the user knows the name of an object, it 
should be possible to discover where to find it by look­
ing it up in a catalog or index. If not, various other 
search techniques are possible, based on a description 
of the topics of interest. The search can be modified by 

• extending the area of interest 

o use broader terms in a bibliographic search 
o zoom out in a geographic search 
o extend the range in a database search 

• restricting the area of interest 

o use narrower terms in a bibliographic search 
o zoom in, in a geographic search 
o narrow the limits in a database search 

• moving to related concepts 

o use related terms in a bibliographic search 
o pan to adjacent areas in a geographic search 
o select related criteria from the data model in a 

database search. 

Ideally, a computer system would allow the user to 
combine bibliographic, geographic and database cri­
teria, using the technique most appropriate to each 
stage of the search. Various commercial systems, 
including GIS, are moving in this direction. 

The human brain is adept at searching, particularly 
through well-structured material. The scientists' back­
ground knowledge enables them to detect clues to 
what is relevant, even where this is not expressed 
directly either in the material or in their own explicit 
search criteria. Users can assess the relevance of docu­
ments or images by browsing through them, focusing 
on and following up items of interest. Abstracts and 
index maps may save the trouble of looking through 
the full document. The structure of objects may be 
shown by a paper's table of content, a map expla­
nation or a database entity-relationship diagram, and 
this may narrow the area of search. 
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Control numbers, like the familiar UDC of library 
shelves (H 2), indicate subject areas and organize ideas 
in hierarchical classifications. Because similar numbers 
refer to similar topics, browsing among adjacent 
objects, for example on library shelves, can be profit­
able. Classification of documents implies that catalo-
gers have examined their content, and assigned 
categories accordingly. As this is a worldwide activity, 
the categories should follow a global standard, and 
classification should follow standard cataloging rules 
(H 2). A computer index of titles or abstracts can be 
searched for a keyword or combinations of keywords 
(H 2), as can the original document if the full text is 
held on a computer. 

Documents can also be found from a general written 
account of the subject by following references to more 
specialized papers, or by looking at a small-scale map 
to find areas to examine at a larger scale. References 
and hypermedia links may lead to other relevant ma­
terial. It helps if the strength of the links can be esti­
mated, in terms of current access rates, numbers of 
previous users making the connections, or their evalu­
ation of the links' significance. Examples can be seen 
in Web documents, such as electronic bookshops 
(Amazon.com, 1996). 

Spatial data represented on a map or in a GIS can 
be searched by geographic locations using the grid of 
geographic coordinates, by looking on the map face 
for the color codes and symbols shown in the expla­
nation, or by relating the geoscience data to features 
on the underlying topographic base map or to other 
map overlays. Because the location of data on the map 
reflects their position on the ground, the map (or GIS) 
can be browsed for items within an area, close to a 
feature, coinciding with a point, and so on. 

Classification of items in a database (H 3) can fol­
low similar procedures to those used by the librarian. 
A data model can show the relationships of concepts. 
Terms can be defined and standardized in data diction­
aries. Data searches can therefore be narrowed to 
appropriate variables, including spatial coordinates, 
then to a selected range of their values. If data are to 
be widely shared, the data models and dictionaries 
must follow widely accepted standards. This has been 
achieved in limited areas, such as global studies of 
oceanography, seismology or geomagnetism. At pre­
sent, most geoscience databases are restricted to the or­
ganization that created them. However, the work of 
such organizations as POSC (1999) suggests that a 
more general framework for geoscience is emerging. 

Computer systems lack the scientists' background 
knowledge, but (being machines) can efficiently per­
form mechanical searches for specific keywords or nu­
meric values, and can follow recorded links. The past 
experience of other workers can be recorded, such as: 
many past users looking for references to "carbonates" 

found that some references to "limestone" were also 
relevant. As always, the computer and human brain 
should pull together, making best use of the abihties of 
each. A well-structured search might alternate between 
the computer extending the search on the basis of links 
and structure, and the scientist narrowing or redirect­
ing the search on the basis of background knowledge 
of the subject and the requirements. 

Things can be found more easily if they are carefully 
organized. We now look in turn at how Ubrarians, 
database managers and cartographers set about this 
task. There are obvious benefits in combining the best 
features of all their approaches, and it is not surprising 
that their methods are tending to converge. In H 5, we 
consider how distributed objects can assist conver­
gence. 

2. Documents 

The number of relevant pubhshed documents in 
most fields is large enough for librarians to benefit 
from computer support in acquiring, storing and cata­
loging them. As can be seen in electronic journals such 
as D-Lib (D-Lib, 1995), many hbrarians are enthusias­
tic pioneers of IT methods. 

A Hbrary requires a description of all the bibho-
graphic items in the collection, such as books, serials, 
maps, videotapes or computer files. The objectives are 
to know what is there, and where it is, to arrange the 
material sensibly on shelves, to help users to find the 
information they require, and to monitor its use. The 
items must be uniquely identified, and should be retrie­
vable by author, title, or subject. A catalog is therefore 
required containing at least this information. There are 
obvious advantages in adopting standard cataloging 
procedures. An initial aim was to help libraries to 
exchange information on their holdings, and obtain 
comprehensive fists of new publications as a guide for 
acquisitions. Obtaining entries from a central source, 
such as the Library of Congress, can reduce the con­
siderable cost of cataloging. Sets of national and multi­
national standards have evolved (see Mulvany, 1994), 
many based on the International Standard Bibho-
graphical Description (ISBD). 

For referencing or cataloging purposes, each item 
must be identified uniquely. The International Stan­
dard Book Number (ISBN) and Serial Number (ISSN) 

address this need. The ISBN and ISSN indicate by nu­
meric codes the language of publication, the publish­
er's imprint, and a number assigned by the pubhsher 
for the edition of the book, or issue of the serial. This 
control number is likely to appear on the cover as a 
machine-readable bar code. Other control numbers 
may be assigned by the library, particularly for works 
that have no standard numbers. 
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The Anglo-American Cataloguing Rules (AACR2) 

are widely followed in most English-speaking countries 
and have been translated into many other languages. 
They help to ensure that each catalog entry has a simi­
lar style. The Dublin Core (DCMI, 1998; L 3) has com­
parable objectives for simpler systems. Subject matter 
can be classified and assigned numeric codes, such as 
the long-established Dewey Decimal Classification. 

Developed from it' is the Universal Decimal Classifi­
cation (UDC), a more general classification covering 
the whole field of knowledge. The classification is hier­
archical, going from the general to the particular. 
Thus, 54 indicates chemistry, crystallography and 
mineralogy, 549 mineralogy, 549.32 sulfides of metals, 
549.324/.326 disulfides of iron and related sulfides, and 
549.324.31 pyrite, melnikovite. Where books are 
arranged on library shelves by such a numbering sys­
tem, those on similar topics should be together, mak­
ing it easier to browse through the subjects of interest. 

An obvious snag with this arrangement is that a 
document may deal with more than one topic. For 
example, it might deal with the geophysical as well as 
the mineralogical consequences of pyrite deposits. The 
UDC code can accommodate several subjects, separ­
ating the codes by devices such as colons, that indicate 
the relationships between the subjects. Multi-dimen­
sional shelving to reflect this would be inconvenient. 
With a computer catalog, of course, there is no diffi­
culty in handling classification by multiple criteria. 
Users can access the catalog remotely from the desk­
top, through a simple user interface. Many libraries 
provide on-line public-access catalogs (OPACs) of this 
kind (L 3), which are freely accessible and easy to use. 
Lists of OPACs can be found on the World Wide Web 
(NISS, 1999). 

A Ust of references at the end of a paper points to 
earlier, related work. With computer support, the pro­
cess can be reversed to point to papers written later 
which refer to the target paper. A citation index pro­
duced in this way, such as the Science Citation Index, 
enables you to start from a key reference in your sub­
ject area, and locate later works which deal with the 
same topic (Garfield, 1983; Institute for Scientific In­
formation, 1999). These forward references can also be 
used to analyze the structure of cross-reference in the 
Uterature, and to throw light on the range and number 
of references to a paper and the caliber of the journals 
in which they appear. This is one tool used to evaluate 
the contributions of individuals or organizations to the 
scientific literature. Access to a citation index can be 
expensive, and the coverage of the literature is inevita­
bly incomplete. 

Rather than classifying a paper with a long string of 
UDC codes it may be easier to record a list of key­
words reflecting the main subjects. A thesaurus, such 
as GeoRef (Shimomura, 1989), is normally available to 

indicate which terms have been used for cataloging. 
For searching, it may suggest synonyms ("see also"), 
broader, narrower and related terms, if the first choice 
is not appropriate. Lexicons may also be available 
with definitions of the terms. Geoscience catalogs of 
this kind are commercially available, on-hne or on 
disk. They may be available as a library service on a 
local computer network. 

Retrieval by combinations of keywords can be effec­
tive, but is not classification in the strict sense, which 
depends on analysis of idea content. The UDC is "a 
universal classification in that an attempt is made to 
include in it every field of knowledge, not as a patch­
work of isolated, self-sufficient groupings, but as an 
integrated pattern of correlated subjects" (British Stan­
dards Institution, 1963, p. 6). The notion of providing 
a map of human knowledge reappears in the concept 
of ontology as used by workers in machine intelHgence 
(L 5), the pattern of Hnkages in hypermedia (E 4), and 
in the object-class hierarchies and entity-relationship 
diagrams used in database work (H 5, H 3). UDC pro­
vides perhaps the simplest notation, with a view to 
mapping fields of knowledge onto the Unear sequence 
of the library shelf. Remarkably, this simple approach 
has proved to be of considerable long-term value. 

The storage and exchange of bibliographical records 
on computer systems require decisions about the for­
mat in which they are held. The MARC format (MA-
chine Readable Cataloguing) meets this need. Various 
incompatible versions arose, leading to the develop­
ment of UNIMARC, which facilitates the exchange of 
records created in any MARC format (Library of Con­
gress, 1999). It specifies a wide range of fields that can 
be identified by a standard tag or by their position in 
the record. Librarians have for some time been using 
the ANSI Z39.50 protocol for communicating between 
their computer systems in order to access bibhographic 
catalogs (BibHo Tech Review, 1999). With its help, 
they, or end-users, can access several on-line pubhc-
access catalogs (OPACs) in numerous libraries world­
wide (NISS, 1999) from a single search. Extended ser­
vices include ordering or borrowing a document, 
collecting fees and even updating the database. New 
and more general exchange formats, based on SGML 
(E 6), wait in the wings. 

From the point of view of the hbrarian, as opposed 
to the user, computer systems can also help with their 
housekeeping tasks. These include stock control, keep­
ing track of loans, acquisitions, disposals, and 
exchanges. Bar codes attached to each document ident­
ify it when it is borrowed or returned, and similar 
codes on borrowers' cards mean that the transaction 
can be largely automated. The computer records 
should help librarians to manage their collection, and 
to combine cataloging activities in a virtual union cata­
log. Library software integrates the housekeeping tasks 
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with the user services mentioned earUer. The inte­
gration of Hbrary tasks with broader information sys­
tems is discussed in part M. 

Librarians are traditionally concerned with pub­
lished documents. As these are complete and unchan­
ging, editing and digitizing would normally be 
completed before publication (D 6) and are not seen as 
part of the management process. However, there is a 
growing need to manage electronic documents. These 
may be continually modified to reflect the most recent 
views and to maintain links to datasets and spatial 
data. They must be continually modified to conform to 
current formats and updated systems. One short-term 
possibility is to store the electronic documents as part 
of a database. In the long term, information manage­
ment may merge the library and database functions. 
Meanwhile, libraries must evolve to meet new require­
ments, including the growing number of electronic 
publications, the requirement to digitize and markup 
existing publications, and the need to keep track of nu­
merous versions of a document. The possible conse­
quences are discussed in L 3. 

3. Database 

Data are collected within a project to meet its objec­
tives and methods. The dataset may nevertheless be 
retained as a persistent object, which continues to exist 
beyond the project. Its continuing value was con­
sidered in H 1.2, including reuse by the investigators, 
or others, to follow the reasoning behind the project's 
conclusions, to confirm the results, to add to the data, 
and possibly to verify the data by repeating at least 
some of the observations. The persistent object may be 
evaluated, authorized, and published or deposited in 
an archive for long-term availability. The stored object 
is likely to be a computer file, which is readily 
exchanged and designed to interface with programs for 
analysis. The programs may be included as part of the 
same object or may be persistent objects in their own 
right. An account of the data or programs is likely to 
be published in a conventional journal, and the same 
editorial team may evaluate them and provide archiv­
ing faciUties. 

Successful sharing of detailed information depends 
on a common purpose. Data are more consistent when 
they are collected in a similar way by similar instru­
ments. The extent of integration may depend on the 
supporting information technology. Long ago, paper 
records about the geology of an oil field, for example, 
were seldom exchanged far beyond the original oper­
ators. When service companies started to offer better 
instrumentation (for instance in seismic exploration, 
downhole logging and core analysis) standardization 
became easier, and data were more widely exchanged. 

As electronic methods of data storage and analysis 
developed, global standards were introduced, for 
example, POSC (1997), and data management began 
to be seen as a task that need not be part of the core 
activity of an oil company but could be outsourced to 
a shared facility. Wider standardization between broad 
fields of activity, say, between oil exploration and geo­
logical survey, is more difficult, with fewer obvious 
gains on either side. Overlapping standards are never­
theless developing, often driven by IT solutions that 
are adopted in a number of different fields. 

Close dependence of data on the project limits their 
value in other contexts. Ideally, datasets would not be 
limited to a specific project, but would play a wider 
part in geoscience knowledge as a whole. Data might 
then be continually revised as more is learned. The 
effect of changes in one area might be propagated 
through to all related areas. The concept of a database 
was devised with such integration in mind. It began 
with the hope of bringing together all the data from an 
organization, making them more generally useful out­
side their original context, and avoiding repeated col­
lection of the same information for different purposes. 

A database provides a structure in which a wide var­
iety of data from many projects can be recorded and 
kept up to date by a database management system, 
while maintaining internal consistency and providing a 
uniform interface to the outside world. The trade-off is 
that greater generality can bring additional, often 
unacceptable, overheads to an individual project. They 
include the need to analyze and preplan the activity, 
and to follow standards that may create additional 
work and reduce flexibility with no obvious benefit to 
the project. Individual contributions, and hence specific 
responsibility and credit, can sometimes be lost within 
an integrated database. Nevertheless, the gains even 
from limited integration can be substantial, and large 
organizations and scientific consortiums have made 
good use of database techniques. The implications are 
relevant to most geoscientists. 

Relational databases provide a widely used structure 
for geoscience data. Relational database management 
systems provide the means of managing them. Data 
are stored in tables of a particular kind known as re­
lations. The columns may be referred to as variables 
or domains and the rows as tuples. The relational de­
sign aims to reduce redundancy, that is, repetition of 
information. The reason is that redundancy causes 
problems when information is changed. The same 
changes must be made wherever the information is 
repeated, otherwise inconsistencies arise. If information 
is held once only, only one item need be altered. All 
references to that information will automatically access 
the revised item. 

In a relational database, the relations are designed 
(by a process known as normalization) to avoid rep-



T.V. Loudon / Computers & Geosciences 26 (2000) A63-A73 A69 

etition. For example, if a number of beds from the 
same borehole are described, the data about the bore­
hole are held once, and each bed description refers to 
them rather than repeating them. The reference is by 
means of a key field — a column in the table that con­
tains the identifier for the borehole data (see Fig. 1). 
As well as reducing redundancy, this structure has the 
advantage that each relation contains uniform sets of 
data, with similar variables for each record. 

The relational database is appropriate only for well-
structured data, that is, items such as categories or nu­
merical data that fall naturally into a tabular arrange­
ment. Some flexibiUty can be obtained, however, by 
regarding other data, such as a string of text, an 
image, or a string of points representing a Hne on a 
map, as a binary large object (BLOB). It can be held 
separately, in its own format, and referenced when 
required from a key field in a relation. 

The benefits of a relational scheme come from a 
structure that can accommodate simple datasets, and 
can also be scaled up to encompass large and complex 
datasets. It is a robust structure that can be up-dated, 
corrected, re-organized and extended as required. It 
can be linked to simple procedures for editing data 
through forms on screen. Data can be retrieved 
through a standard language (E 6), SQL (Structured 

Query Language). This provides a simple means of spe­
cifying which items have to be retrieved. The user spe-

Uiinormalized data 

*QS - Map quarter-sheet 
*NUX^B - Borehole number in QS 
BoreName - Name of borehole 
Tophi - Depth to top of interval 
Base M Depth to base of interval 
LithCode - Lithology Code for interval 
StratCode. Stratigraphic Code for interval 

and so on for all the other data items 

Borehole 

BoreName 

and so on for 
other borehole data 

Interval 

*NVMB 

'•'•'-Li thCode 

SiratCodc 

and so on for other 
interval data 

Fig. 1. Organizing lithological descriptions in a relational 
database. On the left is a list of data for each bed, with the 
data for the borehole repeated each time. On the right, bore­
hole information is placed in one table, and bed descriptions 
in another, thus reducing the need for repetition. The starred 
items, QS and NUMB, are together a unique identifier for the 
borehole. They form a "composite key". It alone is repeated 
in each bed (or interval) to link its description to the appro­
priate borehole. LithCode is a "foreign key" which links the 
compact, standard lithology code to a dictionary that pro­
vides the full descriptive terms. This structure is reflected in 
the form shown in part D, Fig. 3. 

cifies whether a variable or each of a combination of 
variables is equal to, greater than or less than specified 
values (numerically or alphabetically). SQL also allows 
the user to indicate which variables are to be returned 
and in what format. It thus provides a convenient and 
flexible interface between most relational database 
management systems and programs for analysis of the 
retrieved data. 

Retrieval requires some knowledge of the structure 
and contents of the database. The database may be 
used informally as a working tool, where all concerned 
are famihar with the contents. An outsider, however, 
needs access to metadata describing the content and 
layout. For a large relational database, the design of 
the relations and their hnks must be carefully con­
sidered. The completed design is referred to as a data 
model or schema. Systems analysis and data analysis 
may precede the implementation of the database. The 
results of the data analysis can be expressed in entity-

relationship diagrams (see L, Fig. 5). The data are 
regarded as a set of entities, such as wells, cores, htho-
logic descriptions, stratigraphic classifications, and so 
on. The diagrams show the relationship between the 
entities. For example, samples might be_part_of cores, 
and the cores might contain samples. The diagrams 
may be supplemented by data dictionaries that list the 
recorded variables, and contain definitions of the vari­
able and entity names. By examining the diagrams, 
users should be able to see what information is avail­
able and how it is related to the items of primary inter­
est. From the data dictionaries they should be able to 
establish the exact sense in which terms are used. 

Preliminary planning (D 4) is required to achieve a 
shared understanding of all the data, and avoid redun­
dancy and ambiguity. There are various levels at which 
this can be attempted: within a project, an organiz­
ation, an activity (such as oil exploration), or for the 
science as a whole. At each level there is a trade-off' 
between local and general objectives. The complexity 
of the analysis obviously differs for each. A small pro­
ject may call for no more than an informal record of 
metadata. At the other extreme, for a large organiz­
ation or a general synthesis within an area of science, 
skilled specialists may be needed to conduct the analy­
sis. CASE tools (computer-aided support environment) 
can provide computer support, from constructing 
entity-relationship diagrams to structuring the data­
base. It has been said that data analysis aims to ensure 
that there is a common understanding of all the data 
held in a database, with no duplication, ambiguity or 
redundancy. These attributes could not apply to geo-
science literature, where ambiguity and redundancy are 
essential. In principle, analysis is not restricted to a 
database, but could include separate text and spatial 
information. The need for a more comprehensive view 
leads to object-oriented methods (H 5). 
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4. Spatial data 

Some vendors of Geographic Information Systems 
like to demonstrate the abiUty of their product to 
zoom in from a map of the whole country to an 
enlarged area, panning across the map to center on the 
point of interest. As the detail increases, a town takes 
shape, then individual streets and their names appear. 
Moving to a larger scale, buildings are individually 
identified. A new theme is selected, perhaps utiUties — 
gas, water, sewers, electricity, telephone and television 
cables — showing their depth below street level and 
their exact position superimposed on a street plan. Or 
perhaps the interior plan of a building is displayed, 
zooming in to individual offices to show the position 
of the furniture, the wattage of a light bulb and the 
date it was last renewed, or perhaps a photograph and 
CV of the occupant with a number on which to click 
to estabhsh a videophone link. 

The demonstration is misleading, of course, and 
usually followed by a confession that with any other 
combination of areas and topics, the screen would be 
an embarrassing black. Unfortunately, most spatial 
data are collected in diverse projects to incompatible 
standards and can neither be shared nor integrated. 
Until global solutions (L 4) are widely adopted, each 

Fig. 2. Spatial search. Within a single topic, such as Drift ge­
ology, GIS enables the user to zoom into an area of interest, 
seeing how it relates to the broader picture. These extracts are 
from the BGS Geoscience Data Index. British Geological Sur­
vey ©NERC. All rights reserved. Base maps reproduced by 
kind permission of the Ordnance Survey ©Crown Copyright 
NC/99/225. 

organization, or worse, each apphcation, may have to 
adopt its own standards, and plan, where appropriate, 
for future migration to global standards. 

What it suggests, however, is the power of spatial 
search allied to visualization. Systems of this kind have 
been demonstrated in geoscience and are partially im­
plemented within a few organizations (M 2.3). They 
off'er the ability to see what data are available for 
which topics and where they are located. The user can 
visualize spatial data in their correct relative positions 
(see Fig. 2), and, maintaining spatial relationships, 
examine the pattern of their distribution and the 
spatial correlation with patterns of other types of data. 
The user might select a sequence of operations, such as 
the following. Look at the surface geology, superim­
pose contours on a subsurface horizon, zoom out to 
view the regional setting, zoom in to see which fossil 
species were found at an outcrop, and examine some 
thin sections on screen. Look (Fig. 3) at the gravity 
map and magnetic anomalies, examine well records, 
core descriptions and downhole logs, see the 3 d seis­
mic reconstruction (J, Fig. 1) shce by slice, look at 
enhanced photographs of the landscape and processed 
satelhte imagery (as in J, Fig. 2). Pan southwestward 
to look at geochemical stream sediment analyses down­
stream, using quantitative tools, such as SQL, to select 
only analyses with appropriate concentrations of 
defined elements. 

The search techniques just described are specific to 
spatial information. Because we are well able to visual­

ize space, it can be a powerful metaphor for other 
data. For example, an organization chart can show a 
hierarchy of employees, with related departments 
placed side by side to represent their organizational 
closeness. It could be more effective than an office plan 
for locating and communicating with appropriate staff". 
A stratigraphic table presents a sequence of formations 
laid out in space to correspond to their sequence in 
time. Entity-relationship diagrams display a spatial 
image of related concepts. Cross-plots of quantitative 
values (F, Fig. 3) correspond to a map in space. Tech­
niques for spatial analysis are therefore not confined to 
data in geographical space, but also apply to a variety 
of other data represented in metaphorical space. 

The tools for managing spatial data are available in 
many geographic information systems (GIS). They 
access an underlying database in which most of the 
data are spatially indexed. They must be able to pro­
vide rapid access to spatial objects. For this, the struc­
tures in which the data are held are crucial. The 
spatial coherence of the objects and phenomena, that 
is, the fact that they lie within a limited, continuous 
area, determines the form of a suitable structure. 
Arranging the data first by the x-coordinate, then by 
the j^-coordinate, would not be appropriate, as it 
would spht the coherent object into successive strips 
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Fig. 3. Aspects of geoscience as topics on a map. From a GIS-based system, the user can select and compare many properties for 
the same area. These extracts are from the BGS Geoscience Index. British Geological Survey ©NERC. All rights reserved. Base 
maps reproduced by kind permission of the Ordnance Survey ©Crown Copyright NC/99/225. 

mingled with pieces of unrelated objects that happened 
to be as far east. Instead, a quadtree structure divides 
space into squares, which in turn are divided into 
smaller squares and so on. The larger squares can be 
referenced to show the approximate location of rel­
evant data, and successive layers in the tree of smaller 
squares give progressively more detailed views of the 
object. Provided the quadtree structures match, they 
give an efficient route to studying the spatial corre­
lation among different objects (Mark et al., 1989). 
Even pixels in raster format (G 1) can have a quadtree 
index. Octrees are the three-dimensional equivalent, 
and a means of representing, modeling and correlating 
objects in three-dimensional space (see Jones, 1989). 
The three-dimensional equivalent of a pixel is known 
as a voxel. 

Spatial objects, which might include sets of points, 
areas and volumes dealing with a particular topic, 
must be identifiable. Users must be able to refer to the 
object or object class, and to do so must be aware of 
its existence. The system must therefore display meta­
data in a well-organized form which is easy to search. 
They may be provided as an index, list or menu. To 
take full advantage of the spatial aspects of the system, 
it should also be capable of displaying a summary of 
the object's spatial distribution as a small-scale map. 
Users should be able to select objects by pointing to 
them on a display, or defining the search area. The 
area may be a circle, rectangle, swathe of specified 

width along a line, or an irregular polygon. All of 
these should be selectable by moving the screen cursor. 
The area of search might alternatively be a polygon or 
polygons representing another object or object class. 
Objects might be retrieved depending on whether they 
are wholly within the search area or only partly within 
it, and might be retrieved in their entirety or only that 
part which lies within the search area. By this means, 
point data lying within a formation could be retrieved, 
or the parts of a formation coinciding with a particular 
lithology. 

At all times, the display should provide a means of 
visualizing the disposition and configuration of the 
objects of interest. It must be possible to zoom in to 
see detail and to zoom out to see the context. This 
implies, however, that the spatial information must be 
available at various levels of detail, and generalization 
is unlikely to be a completely automatic process. The 
problems with providing comprehensive access to 
spatial data thus seem to arise, not from deficiencies in 
IT, but from the absence of standard methods for pro­
viding spatial data and the absence of incentives to 
make them available in an appropriate form. Solutions 
have been proposed (see L 4). 

5. Object-oriented methods 

By involving computer systems in the management 
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and manipulation of information, we introduce ma­
chines into an intuitive process. In order to clarify the 
role of the machine, we need to take an introspective 
view of the process, thinking explicitly about the struc­
ture of our information, thought processes and objec­
tives. Formal analysis may not be required, but it can 
help to have some knowledge of current methodologies 
for analysis, such as the entity-relationship modeling 
mentioned in H 3. Object-oriented methods (see also J 
2.4) offer a more comprehensive and flexible approach 
to including the full range of information types and to 
providing a natural means of handling distributed 
objects and relationships. They are well suited to geo-
science with its complex objects in various versions 
and its long and complex transactions (Worboys et al., 
1990). 

Object-oriented (O-O) methods address the way we 
represent our ideas about the real world and how, by 
abstracting and formalizing our knowledge, we can im­
plement them on a computer system. Starting from 
our perception of the real world, the methods proceed 
through analysis and design to programming and data­
base (J 2.4). They offer an integrated view of large and 
complex problems and can place it in a systematic en­
gineering discipline. This is the realm of the specialized 
consultant, and at first sight has little relevance for the 
circumscribed problems of the geoscientist. Neverthe­
less, the insights justify some acquaintance with the 
techniques. Some major studies, notably POSC (1999), 
take an object-oriented view of geoscience information, 
and large organizations are moving towards a similar 
framework. Geoscientists should be aware of these 
developments and may even be able to align their 
ideas with them. 

Object-oriented analysis and design do not necess­
arily lead to O-O programming or database, although 
this may prove desirable in the long run. O-O pro­
grams are appropriate for developing the graphical 
user interface, but less so for numerical calculation. At 
the time of writing, RDBMS are more robust and bet­
ter supported than OODBMS. 

Analysis is seen as the practice of studying a pro­
blem domain. It leads to a consistent set of diagrams 
and protocols constituting an abstract system, which 
can convincingly be defended as an adequate under­
standing of the problem. This leads in turn to a com­
plete, consistent and feasible statement of what is 
needed from the computer system. Design then takes 
this specification of externally observable behavior and 
adds details needed for actual computer system im­
plementation. These include details of human manage­
ment, task management and data management. 
Careful design ensures that objects can be reused for 
other purposes, and that the system as a whole can 
readily be altered and extended. 

Some authors, such as Henderson (1993), make a 

distinction (not followed here) between entities, which 
they define as existing in the real world, and objects, 
which are their counterparts in the computer im­
plementation. The object is a record with attributes, 
each of which has a value, together defining the state 

of the object. A method alters the state of an object or 
causes the object to send messages — the means of 
communicating with another object. The interface is 
limited to message passing. This encapsulation hides 
the structure and implementation details of the object 
from other objects. It ensures a simple interface that 
shows only the external aspects of the object, which 
are accessible to other objects. It reflects abstraction, 

the principle of ignoring those aspects of a subject 
which are not relevant to the current purpose, in order 
to concentrate more fully on those that are. 

The objects correspond to entities in the real world 
whose states and relationships we wish to track. As the 
entities change, there are parallel changes in the 
objects. The objects are grouped into classes, descrip­
tions of one or more objects (an individual object is 
sometimes referred to as an instance) with common 
features. Instances inherit the features of the class they 
belong to, and possibly those of a higher level super­
class (see, for example, Cattell, 1991; Graham, 1994; 
Blaha and Premerlani, 1998). 

The influential Object Management Group (OMG) is 
committed to consistent development of these methods. 
Their documents can be found on the Web (OMG, 
1997; Netscape Communications Corporation, 1997). 
Particularly relevant is their work on global exchange 
of objects through a standard interface — the common 
object request broker architecture CORBA. As objects 
are not restricted to particular information types, and 
distributed objects can be held on any server for access 
by any client, O-O methods seem to offer a flexible 
basis for integrating a great deal of geoscience work. 
They offer the prospect of harnessing the power of 
hypermedia to link diverse information types and 
objects distributed among many repositories, through 
a uniform user interface. 

Parts A-H dwell on the benefits of IT and the 
nature of IT tools. The extent to which the benefits 
can be achieved depends on future developments. For 
a clearer view of how geoscience and IT will interact, 
we now need to reconsider our own methods of inves­
tigation: how we observe, remember and record, how 
we build knowledge from information and cope with 
changing ideas. These methods relate to the strengths 
and weaknesses of older systems as well as the poten­
tial of IT — the flexibility of hypermedia, the develop­
ing standards for the global network of cross-
referenced knowledge, and the particular value of well-
organized structures of geoscience knowledge. They 
are outlined in parts I-K and should help us to under­
stand the emerging geoscience information system, and 
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to build on initiatives and opportunities such as those 

reviewed in parts L - M . 

International Journal of Geographical Information 

Systems 4 (4), 369-383. 
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Abstract 

We need a strategy to cope with fundamental changes in our ways of working, based on a clear view of what we 
do and why. A systems view is essential to relate each part to the whole. This model of the geoscience information 
system should take into account: the need to separate data and process to enable reuse; the modes of thought of the 
geoscientist and how memory orders our thoughts; the shared geoscience record (knowledge base) and its interface 
with users; how ideas are linked as a network; how knowledge is organized; how a general overview can be 
maintained and linked to detail; how projects relate business objectives to the knowledge base and incentives keep 
the system alive. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. A scheme of ideas 

"It is a profoundly erroneous truism", wrote White­
head (1911), "that we should cultivate the habit of 
thinking about what we are doing. The precise oppo­
site is the case. Civilization advances by extending the 
number of important operations which we can perform 
without thinking about them". But elsewhere (as 
quoted by Laszlo, 1972) he wrote: "in creative 
thought, common sense is a bad master. Its sole cri­
terion for judgment is that the new ideas should look 
like the old ones . . . " and " . . . the true method of phi­
losophical construction is to frame a scheme of ideas, 
the best that one can, and unflinchingly to explore the 
interpretation of experience in terms of that scheme 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

. . . all constructive thought, on the various topics of 

scientific interest, is dominated by some such scheme, 

unacknowledged, but no less influential in guiding the 

imagination. The importance of philosophy lies in its 

sustained effort to make such schemes explicit, and 

thereby capable of criticism and improvement" (White­

head, 1929). 

Kuhn (see part K Section 1.2) resolves these appar­

ent contradictions by distinguishing between "normal" 

science and revolutions in science. Normal science 

thrives on routine incremental additions to the body of 

knowledge, where the paradigm can be taken for 

granted. But revolutionary change calls for validation 

of ideas against basic principles. Our present concern 

is with changes to the supporting information technol­

ogy that pervades all of geoscience. To grasp their sig­

nificance, we need a broad view. 

0098-3004/00/$ - see front matter ( 
PII: 80098-3004(00)00044-3 

' 2000 Elsevier Science Ltd. All rights reserved. 



A76 T. V. Loudon / Computers & Geosciences 26 (2000) A 75-A85 

1.2. The need for a top-down view 

Specialization helped the advance of science by over­
coming the Umited capacity of individuals to store and 
process information. By working in groups, each gains 
knowledge in depth of a specialized topic, complement­
ing the knowledge of others. Difficulties arise, however, 
in communicating between specialist fields. Trapped in 
bubbles of specialization, we spin in our own eddies 
and lose track of the mainstream. 

In day to day work a bottom-up approach is inevita­
ble, concentrating on the detail and then fitting the 
pieces together. But rather than trying to assemble the 
jigsaw puzzle by building outwards from the pieces in 
your hand, it may be better to study the picture on the 
box lid. The system description should follow a top-

down approach, seeking always the broad picture with­
out which the detail might be misplaced. We therefore 
look at the behavior of the system as a whole and the 
structure and relationships of its speciahzed com­
ponents. The objectives are to understand and control 
the massive changes stemming from the current 
advances in IT. 

1.3. A glimpse of a broad panorama 

We have looked in earlier sections at many aspects 
of IT. It offers many benefits. Information technology 
can help to deliver information efficiently in an appro­
priate form, where and when required. It can help to 
represent geoscience knowledge more comprehensively, 
linking ideas in a more fully connected network. It can 
help to manipulate the information more eff'ectively 
with techniques to model, search, visualize, generalize 
and reconcile ideas. 

We look next at the process of acquiring and record­
ing knowledge. Geoscientists maintain in their minds a 
general model of the workings of geoscience and quite 
specific information about their own area of specializ­
ation. Each scientist has a unique view of the world, 
but in total, their knowledge overlaps to a large extent. 
The thought processes of the individual are modified 
by interactions within workgroups, and developed by 
training and study. They give rise to an explicit order­
ing of ideas as recorded knowledge. 

We shall look further at the role of IT tools in sup­
porting the thought processes of geoscientists. We 
usually take our thought processes for granted. How­
ever, by considering them exphcitly, we may make bet­
ter use of the tools and improve the information 
system. To understand the processes, we can draw on 
the work of brain specialists, on philosophers who 
study thought processes, and introspection of our own 
procedures. Change to one part can have unexpected 
consequences elsewhere (B 4), so we must study the 
system and its interrelated parts as a whole. 

This leads to a view of future systems. IT networks 
connect many information sources, containing narra­
tive text, spatial data and interpretations, structured 
databases, computer models, references to material and 
links to experts. This is the emerging global hypermedia 

knowledge repository, also known as cyberspace. It 

needs structures that guide contributors and users on 
where to put things and where to find them. Local 
structures are built and maintained by geoscience in­
formation communities and supported by shared meta­
data. Smaller projects can relate to these and remain in 
tune with global developments. The system must 
handle incentives (cash or kudos), because driving 
forces keep the system alive. 

2. Systems 

A system can be defined as a collection or set of 
interrelated and interacting objects or entities, includ­
ing their relationships and behavior, which can usefully 
be studied as a whole. Early writers in this field, such 
as Beer (1967) and Laszlo (1972), stress the wide appli­
cability of the systems approach. They note the im­
portance of the gestalt principle — that the organized 
whole is more than the sum of its parts. More recent 
writers (such as Addis, 1985; Van Lehn, 1991) have 
applied systems insights in specific fields, notably com­
puter system design, and data and systems analysis. 
The object-oriented approach to design and analysis 
(H 5, J 2.4) owes much to this background. 

The information system is where geoscience and IT 
meet. It deals with recorded knowledge, and its associ­
ated tools, activities and procedures. It is concerned, 
therefore, with how and why we collect information, 
process and record it, structure it, analyze it, draw 
conclusions, and make the results available to others. 
It is concerned with the information industry — not 
just with the work of computing specialists, such as 
analysts, programmers, designers, database managers, 
systems and network managers, but also with the more 
traditional work of scientists, surveyors, authors, edi­
tors, referees, pubhshers, librarians, archivists, booksel­
lers, reviewers and readers. It is concerned not just 
with the tools of modern IT but equally with products 
of the older technologies. 

2.1. Designing change 

We might think of the conventional information sys­
tem as being like a set of books, maps and reports 
arranged on a shelf and cataloged in a card index. 
With full IT support, we need a new model. It may re­
semble more an interwoven fabric of objects and pro­
cesses in cyberspace. Such major changes mean that 
we must look at the architecture of the geoscience in-
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formation system. Architecture, in this context, is 
defined as the structure of components, their inter­
relationships, and the principles and guidelines govern­
ing their design and evolution over time. We will look 
at the metadata of dictionaries and models that define 
terms and relationships; the hierarchies of object 
classes; the systems by which the information is mana­
ged and manipulated; and the frameworks in which in­
formation is organized to tell a coherent story. 

An information system strategy deals with the change 
from existing to new ways of working. It might apply 
to an individual, workgroup, project or company. 
Regardless of the scope, it addresses three questions 
(CCTA, 1989): 

• Where are we now? 
• Where do we want to be? 
• How do we get there? 

The IS strategy would normally apply at corporate 
level, and lead to an implementation plan that concen­
trated on actions to introduce new IT developments. 
These might involve specification of new software and 
the design of data models using CASE tools (H 3). But 
our immediate concern is different. We are looking at 
the science as a whole, as a broad background for 
more detailed studies. 

2.2. Subsystems, interfaces, models and metadata 

For descriptive purposes, the system can be broken 
down into subsystems. We can think of each of these 
as a system of smaller extent, selected to include 
objects and processes that naturally belong together. 
Complexity of behavior should be incorporated within 
the subsystems as far as possible, thus simplifying the 
interfaces between them. The interface is that shared 
boundary between systems or parts of a system, or the 
means of interaction between them that makes joint 
operation possible. An interface device, for example, 
provides compatibility by enabling one item of equip­
ment to communicate with another. An example may 
clarify the value of such an approach. 

It causes few external problems if we replace an 
established self-contained procedure by a new one. 
Indeed, this can be a good way to gain initial famili­
arity with computing. For example, a geologist might 
decide to experiment with a computer technique for 
drawing graphic logs. Nothing beyond that single task 
need be affected. If, however, the routine preparation 
of graphic logs is to be automated, the data must be 
available to the computer, and a database is a possi-
biUty. Standards for recording data exist (L 4) and 
maybe the data could be incorporated in a shared 
archive, available also for drawing cross-sections and 
map making. Rather than storing the paper logs, the 
images might be recreated when required, in forms 

appropriate to specific users, perhaps geophysicists, 
geochemists or soil scientists, each with their own 
needs. 

The self-contained task has become open-ended, 
hinting at broad new possibilities. Meanwhile cartogra­
phers in the same organization might be automating 
their map data on different principles. Solutions to 
small computer tasks can grow haphazardly in this 
way (and as described in B 4) from many different 
points, and because they tend eventually to overlap 
and conflict, the outcome is generally unsatisfactory. If 
a good system model, or description of the system, is 
available, then standard interfaces between the subsys­
tems can be defined. Provided the standard interfaces 
are maintained, operations in one specialized subsys­
tem can be adjusted without affecting others. 

In describing the system, however, we should bear in 
mind another issue (K 1.2). Kent (1978, page 93) com­
ments: "A model is a basic system of constructs used 
in describing reaHty. It reflects a person's deepest 
assumptions regarding the elementary essence of 
things. It may be called a 'world view'. It provides the 
building blocks, the vocabulary that pervades all of a 
person's descriptions . . . A model is more than a pas­
sive medium for recording our view of reality. It 
shapes that view, and limits our perceptions. If a mind 
is committed to a certain model, then it will perform 
amazing feats of distortion to see things structured 
that way, and it will simply be blind to the things 
which do not fit that structure". It is unwise therefore 
to adopt a specific world view without serious thought, 
or to take a fixed view of a changing world. 

There are many ways of looking at systems, and 
many possible models of varying extent. Hence, there 
is a need for a higher-level description of information 
that enables it to be understood outside the context in 
which it was collected. This is the metadata, the data 
about data mentioned in A 1. Metadata might contain 
definitions of relevant objects and refer to a model 
(known as a data model) indicating the relationships 
between them. Individual models are likely to refer to 
specific subsystems, deahng with topics such as geo­
physics, stratigraphy, spatial aspects, or business 
aspects. Sections in L 5, L 6.1 look at some attempts 
to relate these to one another and thus define geo-
science metadata as a whole. The initial step, however, 
is an analysis of the geoscience information system. 

2.3. Scope and components of the system 

System boundaries are somewhat arbitrary, and so 
we must define the scope of the system, that is, its 
extent, what it consists of and how it works. We need 
to identify the components of the geoscience infor­
mation system and their interactions, the participants 
and their roles, activities and driving forces. For pre-
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sent purposes, it is important to identify aspects of the 
system that are essential for carrying out its task, 
rather than those which reflect the Hmitations or his­
torical development of technology. 

Fig. 1 depicts the real world at the base and 
recorded information at the top, with scientists as indi­
viduals and in groups moving to and fro between 
them. Recorded information is shown as a triangle. At 
the base is the detailed raw data, collected by obser­
vation and measurement. An important scientific ac­
tivity is reworking those data by generalization, 
interpretation, explanation and indexing. These oper­
ations progressively reduce the information to more 
concise forms, thus ensuring that they can be more 
widely shared. In doing so, they alter the original data, 
creating new information. The triangle in Fig. 1 
narrows as the volume reduces, as a reminder of these 
essential processes of abstraction. The process transfers 
ideas from observation to explanation, from data to 
metadata. 

The real world as studied by geoscientists presum­
ably exists independently of those who study it. It can 
therefore be treated as a system external to the infor­
mation system. Scientists, who are thought by some to 
exist independently of their work, are again external 
systems. They interface with the real world through 
their investigations, and with the information system 
through their work in studying, improving and extend­
ing the information base. The business environment, 

and the background theory used to explain the data, 
much of it from other disciplines such as physics, 
chemistry, biology, mathematics and engineering, can 
also be regarded as separate systems. An attempt to 
show their relationships diagrammatically (Fig. 2) 
makes it clear that the geoscientists, not the infor­

mation system, occupy the central position, and the in­
teractions between the major systems are mediated by 
the scientists. The lasting record of the scientists' work 
is seen in information repositories — the vast body of 
recorded information in books, serials, reports and 
maps, as well as archived data, cores, samples and spe­
cimens. In addition, much unrecorded knowledge is 
held in the minds of individuals. 

Analysis of a system involves identifying components 
that can be studied separately in more detail, without 
losing sight of their interfaces and relationships. It 
soon becomes clear that many subdivisions, based on 
different criteria, are both possible and desirable. One 
possible basis for subdivision starts by separating the 
data (in the repositories) from the operations or pro­

cesses that are applied to manage and manipulate 
them. The process of, say, depicting a number of fea­
tures on a map, or of contouring a set of elevation 
values, is similar regardless of the area or dataset to 
which it is applied. When the processes are carried out 
manually, the distinction is between the data and the 
set of procedures and techniques. Where computer 
methods are used, the distinction is between the data 
and the program. An advantage of separating process 
and data is the prospect of reuse. A geologist who has 
learned the techniques of contouring can reuse them 
repeatedly in many different situations. Computer soft­
ware can be prepared and maintained once, but used 
many times by many users. The same dataset can be 
analyzed by many different procedures. These benefits 
depend on clear, consistent interfaces. The means of 
linking separate data and processes are developed in 
the object-oriented approach (H 5). Following Kent 
(1978), this leads to a three-part division of the system: 
repositories, processes and their interface to the outside 
world. 

Recorded knowledge 

Real world 

Background theory Business objectives 

Real world 

Fig. 1. Scientists collect and record information. From obser­
vations and measurements of objects in the real world, infor­
mation is assembled, assessed and added to the store of 
recorded knowledge. 

Fig. 2. Linking information to background theory and objec­
tives. Geoscientists link the repositories of recorded geoscience 
knowledge and knowledge of other fields, business require­
ments, and their interactions with the real world. 
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The user interface (which can have more specific 
titles Uke machine interface, human-computer interface 
or HCI) is concerned with communication between the 
information system and the user (L 2). It includes out­
put from the computer to screen or printer, and input 
to the computer from scanner, keyboard, mouse, or 
other device. With our broad definition of the infor­
mation system, we must include traditional devices, 
such as pen and paper, typewriters and typesetters. 

The user interface must give access to such functions 
as: 

• input; 

• data management; 
• data manipulation; 
• modeling; 
• output. 

It should handle these in a consistent manner. Further­
more, as mentioned in parts C-H, it must deal consist­
ently with activities involving varying degrees of 
collaboration: 

• personal computing, individual thought processes 
and concepts developed and inherited from training 
and study; 

• interactions within a workgroup, preparation of pro­
ject-centered documents and explicit metadata; 

• developing the main corpus of knowledge at the cor­
porate and global level to advance the science as a 
whole, maintaining the canon, and sharing knowl­
edge with known and unknown colleagues of past, 
present and future. 

3. A student looks at the real world 

Moving on from general systems aspects, we focus 
first on the conventional (non-IT) geoscience infor­
mation system and how it handles recorded knowledge. 
As we work through from this to IT-based systems, it 
may help to have in mind a geoscience investigation in 
which you were personally involved. My own choice of 
an example is close to my home. 

Near the center of Edinburgh, Scotland, there is a 
tiny mountain, not 250 m high, with the unusual name 
of Arthur's Seat. It is the remnant of a Carboniferous 
volcano. Generations of geology students have been 
brought here to meet the realities on which the science 
is based. From a viewpoint on SaHsbury Crags, they 
can look across the grassy slopes of the Queen's Park, 
and see the smoke-blackened tenement houses of the 
Royal Mile, like spikes on a long tail stemming from a 
smaller volcanic crag to which the Castle clings. 
Beneath the slopes are sandstones, known from bore­
holes which once provided water to the breweries 

beside the Royal Mile. South of the Royal Mile is part 
of the ancient University. Here, intellectual battles 
between Neptunists and Plutonists once raged (WyHie, 
1999). The eventual paradigm shift, deciding in favor 
of igneous rocks cooUng from a molten magma, rather 
than precipitating from a primeval ocean, presumably 
resulted in wholesale reconsideration of earlier obser­
vations. 

From the viewpoint, the students can be led along a 
track at the base of a cliff of crystalline rock, examin­
ing the color and texture of freshly broken samples. 
They can observe the contact between this crystaUine 
material and the underlying bedded sandstone, with its 
water-worn grains set in a silty matrix; can see the har­
dened, discolored sediment where it was baked in con­
tact with the igneous rock, and observe the diminution 
of crystal size where the igneous rock cooled rapidly at 
the lower contact. Observations during a short walk 
along the base of the igneous body suggest that it lies 
parallel to the bedding of the sandstone. Then, vertigo 
permitting, a few observations at the top of the cliff 
reveal similar contact relationships in reverse. Having 
now identified the igneous intrusion as a sill, it can be 
positioned on a map, with measurements by compass 
and cHnometer of its regional slope and that of the 
surrounding sediment. 

The strange hollow at the base of the Crags unre­
lated to any apparent river erosion, and the crag and 
tail formation of the Castle Rock, can be explained to 
the student as glacial features, with an invitation to 
imagine the huge glaciers of the Ice Age grinding over­
head on their way from the distant Highlands to the 
sea, gouging away the landscape, impeded here and 
there by harder volcanic rock. An ice-striated rock 
face is conveniently to hand. Now gather round and 
look at this map showing orientation and type of gla­
cial features across central Scotland and observe our 
position in the regional picture. 

The volcano itself is a little more difficult. The out­
crops on Arthur's Seat show the now-familiar crystal­
line rock. The landforms suggest sheet-like lava flows, 
all with a regional dip to the east. Microscopic examin­
ation of thin sections back in the laboratory confirms 
that successive sheets have distinct petrographic 
characteristics which can be conveniently recorded on 
data sheets. Some careful mapping in that rough ter­
rain and a coherent story emerges of a sequence of 
events (deposition, intrusion, volcanic activity, tilting, 
erosion, glaciation) consistent with the evidence and 
with what is known from the surroundings and else­
where. 

From the summit looking eastwards one can see the 
estuary of the River Forth opening out into the North 
Sea. A separate excursion will take us 60 km east to 
the coast at Siccar Point, noting on the way the Old 
Red Sandstone of Devonian age, exposed along the 
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coastal cliffs as thick near-horizontal beds. From the 
car park, we will stumble across the beach on rough 
vertical ridges of Lower Paleozoic gray shale and sand­
stone, etched by waves and partly obscured by sand 
and boulders brought in by last winter's storms. We 
come to a point where the vertical strata are plastered 
over by boulders and sand, as elsewhere but now con­
solidated. Following the consolidated beds we realize 
that we are looking at the local base of the Old Red 
Sandstone. The more imaginative students will per­
ceive, as Hutton did on this very spot in 1788, that, 
had they been old enough, they could have stumbled 
across a rather similar beach in Devonian times. His 
visit is vividly recorded by Playfair (1805). As for the 
now-vertical Silurian strata, they too must once have 
been deposited as horizontal beds. Across Playfair's 
giddy abyss of time, the present is seen as the key to 
the past. 

From the cliff-tops we can look out across the 
North Sea, now criss-crossed by seismic tracks, the 
underlying strata penetrated by thousands of wells as 
it developed into a significant source of oil and gas. Its 
three-dimensional subsurface geology is known in 
great detail thanks to modern instrumentation, with 
digital records that can be displayed on the computer 
screen. 

After these experiences, the students may be able to 
draw some tentative conclusions about how geoscien-
tists work and think, some more obvious than others. 
Points relevant to IT will be discussed as they arise. 
First, we need to review the process of investigation 
just described. 

4. How memory orders our thoughts 

We observe much, remember little, and record 
less. We direct our attention towards information 
which clarifies the developing geological picture. The 
more relevant the material, the longer we remember 
it. We extract ideas from the geological picture to 
modify or reinforce our background knowledge. For 
example, observations of heaps of loose rock frag­
ments at the base of the cliff might enter short-term 

memory (which enables us to remember small 
amounts of information very accurately for a brief 
period). But having avoided tripping over them, we 
soon forget them, just as we remember in detail the 
flow of words from the professor just long enough 
to interpret their significance. Episodic memory holds 
information much longer (though not always re-
Uably) and allows us, in our mind's eye, to recreate 
sequences of past experiences and events. Although 
the episodes are typically an autobiographical view 
of our own experiences, we may similarly build in 
memory an internal narrative of processes, states 

and events in the geological past (the conceptual 
model of B 4.1). Thus the observations which 
enable us to build a picture of the intrusion of the 
sill might be passed on from short-term to episodic 
memory by tying them to events in its geological 
history. These can be linked in turn to the broader 
history of the volcano, the region, and more general 
aspects of the geoscience model. Recognizing that 
the rocks involved in the intrusive episode appar­
ently followed well-established principles relating, 
say, crystal size to rate of cooling, confirms the 
value of ideas such as the present being the key to 
the past. This reinforces concepts in semantic mem­

ory, which deals with acquiring and using general 
knowledge, and with background understanding of 
what is true and what is significant. 

This suggests that our brains have a built-in ability 
to abstract and generaUze, building summaries that are 
remembered when the detailed observations are long 
forgotten. In activities involving short-term memory, 
thought may provide an instant response. At the other 
extreme, activities involving episodic and semantic 
memory may give rise to deep cogitation and reflec­
tion, with a repeated review of the options, reaching 
conclusions only after a long period. The first may 
lead to entries in a field notebook, the second to pubU-
cation of a considered opinion. 

Psychologists and neurophysiologists have identified 
several levels of memory and have been able by exper­
imental investigations to map them to distinct regions 
of the brain (Pinker, 1997). As weU as those already 
mentioned, there are other levels relevant to our pre­
sent purposes. Procedural memory involves learning 
motor and cognitive skills, sometimes executed subcon­
sciously, as in trimming a hand specimen with a ham­
mer or sketching in a notebook. Spatial memory refers 
to spatial pattern and the relative location of objects in 
space. These concepts have been carried across to stu­
dies in machine intelHgence (in Brachman and Lev-
esque, 1985) and to data analysis (Kent, 1978). 

The different levels of memory are not wholly dis­
tinct, however. Recent research (see McCrone, 1997, 
1999), which studies the working of the conscious 
brain with non-invasive techniques, emphasizes the 
intricate interconnections of the brain. It concludes 
that events influence, and their perception is influenced 
by, the state of the brain as a whole. The brain's re­
sponses to input are dynamic, non-hnear and thus lar­
gely unpredictable, quite unlike those of the digital 
computer. Specialized regions of the brain do perform 
specific functions. But the brain was not designed com­
ponent by component. It evolved as a whole in re­
sponse to its environment over past generations and 
developed in response to events in its own lifetime. 
This fits the common-sense view that we should regard 
the computer not as an extension to our brains, but as 
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a shared tool for managing and manipulating stored 
knowledge more effectively for the benefit of the 
human users. 

It is clear that we must record information and 
knowledge if we wish to share them widely. We must 
store records to make them available in the future to 
others and to refresh our own uncertain memories. In 
these records, we can detect narrative text recording 
stories from episodic memory, data files and field notes 
that communicate with short-term memory, maps and 
diagrams that match our spatial memory, textbooks 
that feed our semantic memory. The immediate 
reasons for considering conventional systems (that is, 
those not designed with modern IT in mind) are to see 
where improvements are desirable, what knock-on 
effects they might cause, and how our legacy of 
recorded information can be carried forward into a 
new environment. The description, therefore, follows 
the system subdivisions mentioned in I 2.3 of interface, 
repository and process, to which business aspects are 
added. 

5. Interfaces in a conventional system 

5.7. Access 

In conventional systems, users can interface directly 
with the knowledge base. This includes the formal and 
informal literature, in-house records and archives, 
computer files and the vast pool of knowledge held in 
scientists' minds. Access to recorded information may 
involve intermediaries, such as Ubrarians, curators, 
record clerks or booksellers. These powerful figures are 
equivalent to the middleware (L 2) of a software sys­
tem and influence what is visible to the user. 

Conventional pubHcations in geoscience assume that 
readers are familiar with current thinking. Using them 
effectively depends on the user knowing, or finding 
out, which books and serials deal with relevant topics 
at an appropriate level of generality and complexity. 
UnpubUshed knowledge may be passed on formally 
through managers and supervisors, and informally 
through a network of colleagues, by discussion, presen­
tation and demonstration. 

The interface is also involved when users contribute 
to the knowledge base. Informally, information can be 
passed on without delay. A typical pubhshed scientific 
paper, however, is prepared and edited with great care 
over a period of some months or years, and a similar 
time may elapse between submission of the completed 
paper and its final pubhcation. Many copies of the 
paper are distributed and printed, although only a 
fraction of one per cent of the published copies may 
be read in any detail. Each contribution to the pub­

lished record is identifiable, permanent and unchan­

ging. 

5.2. Connectivity 

Knowledge has its source in the highly connected 
networks of the human mind, with many links that 
cannot be carried through to written records. Selec­
tions of the same material are therefore repeated in 
different forms for different readers, such as geophysi-
cists, geologists, or engineers. Some connections, how­
ever, can be recorded. They include references to 
related papers for background, corroboration or detail; 
or to specific points within a paper by page number or 
quotation; to points on a map by geographical refer­
ence. Amendments and comments may be published 
later, perhaps unknown to readers. 

Much information is repeated from earlier sources, 
probably reorganized and with added comments relat­
ing it to the specific project in hand. Each paper is hke 
a patchwork of pieces drawn from many sources, cut 
to shape, augmented, and sewn together to produce 
something new and largely self-contained. 

The reworking means that the author can repeat the 
story with changes, introducing a personal opinion. 
This gives room for local dissent within the world 
view, and thus for evolution of ideas. In the process, 
the provenance of ideas may be blurred, and the pre­
cise changes and their implications may be apparent to 
the reader only on making a detailed comparison with 
the earlier work. The information is organized and 
arranged to follow long-established conventions 
enforced by editors and publishers, but, within the 
house-style of the journal, each paper has a different 
background and distinct viewpoint. The apparent sim­
plicity thus conceals the vast labor, perhaps the greater 
part of the project, spent on searching and evaluating 
earHer work and either reconciling it with new ideas 
and observations (K 1.4) or ignoring or contradicting 
it. 

6. Conventional repositories 

When an author records information for use by the 
geoscience community, there is a need: 

• to ensure that it meets standards which enable users 
to understand it; 

• to ensure that it is connected with other information 
on which it depends; 

• to store it safely in suitable repositories; 
• to identify it for reference purposes; 
• to catalog it for subsequent identification and retrie­

val. 

International standards define the codes and pro-
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cedures for identifying each contribution, and catalo­
ging rules which provide metadata for retrieval by 
author or topic (H 2). The system must be able to 
attract and accept contributions, evaluate them, ensure 
that intellectual property rights are upheld, and reward 
all concerned (I 8.2). 

UnpubUshed work may be restricted to a local file. 
Data records are generally held by the originators, or 
the commissioning group, or in archives estabUshed by 
geological societies or other organizations. Inter­
national sharing of data on, say, global seismology, 
geomagnetism or aspects of oceanography, relies on 
networks, with collaborating groups exchanging com­
puter files to agreed standards (L 5). Cores, samples 
and specimens are stored in museums or in company 
or speciaHst archives, such as state-funded core stores. 

6.1. Repetition 

A striking feature of the geoscience knowledge base 
is the extraordinary amount of redundancy, that is, rep­
etition of the same information. Scientists all undergo 
lengthy training to develop a shared understanding. 
The courses necessarily cover much of the same 
ground, and many of the differences may be due to the 
fact that they are taught, not by the finest teacher of 
that topic, but by the one who happens to be in post 
at that particular place. Understanding is instilled 
through numerous examples and expositions, and it 
may be left to students to arrive at their own general 
conclusions or world views. Whether this is an import­
ant part of their training or merely reflects the bottom-
up view of the instructors no doubt depends on the cir­
cumstances. The wide availabiUty of textbooks does 
much to ensure that the best ideas are available for 
sharing. In due course, computer-aided instruction and 
distance learning (Butler, 1996) will no doubt also 
improve standards by making the best teaching 
methods more widely available. 

Published information is stored in hundreds, if not 
thousands, of identical copies distributed through 
many general, specialist and personal Ubraries, and 
may be independently cataloged in many of them. 
Repetition is also a feature of the detail, such as 
descriptions of vertical sections or well samples, where 
ditto marks are ubiquitous. Much basic information is 
laboriously copied from informal reports to include in 
published papers which repeat part of what has 
already appeared in other publications. The material 
used for teaching is likely to have been reworked many 
times, perhaps from an original research report to part 
of a regional assessment to an account of a new 
method to a paragraph in a textbook. Text accounts 
overlap with information shown on a map and vice 
versa. The reader who consults several sources is likely 

to encounter the same information in many subtly 
diff'erent forms. 

Redundancy is inevitable, and much of it is probably 
desirable. Scientists, for example, could not communi­
cate without shared understanding based on similar 
training. Measurements may be repeated to check their 
validity. Information is clarified and reinforced by rep­
etition, which is why you may reread the same passage 
several times. The reader will be influenced by fre­
quently encountering similar ideas, and repetition may 
therefore be a means of indicating what is important. 
Undesirable features of redundancy are that it 
increases costs and makes change difficult to control. 
A significant part of copying information is unnecess­
ary and unhelpful and might well be reduced by appro­
priate information technology. Hypertext can link an 
item to any relevant context. Explicit evaluation could 
avoid the need to repeat for emphasis. A long-term 
goal may be to create an IT knowledge base in which 
the same recorded information can be filtered and pre­
sented in different ways for many purposes from, say, 
teaching to risk assessment. 

6.2. Organization of content 

The Hterature deals with entities of interest, which 
might be referred to as objects (J 2.4), although they 
are seldom identified as such and their definitions may 
differ subtly between authors. The object classes, such 
as stratigraphic units, locaUties, fossil or rock types, 
may be Hnked implicitly or explicitly to pubHshed defi­
nitions, or may be defined within the documents which 
use them. Lexicons and dictionaries provide metadata 
to standardize the vocabulary. Textbooks and mono­
graphs record standard procedures, methods and 
classifications. The relationships among objects are 
unlikely to be formalized in a data model, but instead 
are developed in a text narrative. 

A geological document is concerned with more than 
one narrative thread of events. It weaves together a set 
of stories concerning various aspects of the geology (J 
1.1). An account of the reasons for undertaking the in­
vestigation and of the methods and instrumentation 
might be woven in with separate threads giving con­
clusions about the geological history of the area, 
aspects of the stratigraphy, petrography, structural and 
economic geology, and so on, all related to one 
another in a single coherent document. 

Text narrative is generally concerned with describing 
observations, sequences of actions during investigation, 
and the processes of explanation, such as a chain of 
cause and eff'ect. Diagrams and photographs provide 
some local spatial context, but the main spatial frame­
work may be handled as a map, possibly separated 
from the text. Spatial information locates observations 
and interpretations and describes form and shape. 
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spatial patterns and relationships, and movements in 
space and time. In geoscience, the narrative accounts 
are also likely to refer to spatial objects in a spatial en­
vironment. Narrative and spatial information, 
although analyzed in distinct areas of the brain, must 
therefore be closely linked. In their presentation, how­
ever, aspects may be separated because information 
types can be difficult to combine in one publication. 
Maps are most useful in large format, so that the user 
can see the overall pattern, can trace variation or 
search for detail, while aware of the context through 
peripheral vision. They are therefore published separ­
ately, and may be produced independently of text 
documents for the same area. Tacit knowledge is 
passed on interactively through training, discussion 
and demonstration. It may be reinforced by informal 
papers, but by definition cannot be part of the conven­
tional literature. 

7. Processes in the conventional system 

7.1. Generalization 

As specialists, we may wish to study parts of a 
paper in detail. For the rest we require only an 
abstract or summary of salient points. It is therefore 
helpful to have an explanatory title, a table of con­
tents, abstract and index that provide a quick overview 
and an easy route to topics of interest. Also, it is only 
a small number of papers that interest any one reader, 
and they are easily missed. A significant part of the lit­
erature is concerned with reviewing and summarizing 
earlier work from a variety of viewpoints. This 
increases the amount of redundant information, but by 
reading the review articles we are less likely to miss sig­
nificant new ideas, regardless of where they were first 
pubHshed. Similarly, maps are available at various 
scales, so that we can maintain a general overview, as 
well as finding detail for areas of particular interest. 

A geological survey, for example, may provide illus­
trated written accounts at several levels of detail, from 
a regional guide covering a large area to an archived 
description of a microfossil. It may also provide maps 
at different scales with different levels of discrimination 
and resolution, from a postcard map of the entire 
country to a field sketch of a single outcrop. Although 
geological processes differ at different scales, detail and 
summary are inevitably interrelated. Abstraction and 
generalization apply to all these aspects and to all in­
formation types. By reducing the volume of infor­
mation, they make it more widely available beyond its 
own specialized area. 

The scientific literature sifts ideas from earlier papers 
by reference and quotation. As readers tend to concen­
trate on recent work, the effect is constantly to revive 

the more important ideas. They are implicitly placed, 
amended if need be, within the current paradigm. 
Other, probably less significant, ideas are allowed to 
sink into the sludge of old, unread papers. Some useful 
concepts, not recognized as relevant in their time, 
could also disappear without trace. However, the meta­
data (or metainformation) created by librarians, cura­
tors and catalogers may save them from oblivion. The 
metadata have a number of functions: 

• to provide a structure or framework of topics to or­
ganize the contents of the information system; 

• thereby, to make it easier to find specific infor­
mation; 

• to define terminology and describe methods and 
procedures, thus clarifying communication. 

The classifications, definitions and the rules for apply­
ing them are generally agreed by committees of 
experts, defined by international standards, and 
applied by librarians or imposed by editors. The results 
are in dictionaries, lexicons, library catalogs, and the 
placement of books on hbrary shelves (H 2). SpeciaHst 
journals reflect, and may help to define, topic-based 
subsystems of the information system. 

8. Business aspects 

8.1. Projects 

Contributions to the knowledge base generally stem 
from projects, and can be fully understood only in the 
light of their procedures. A project is a manageable ac­
tivity which has objectives, resources, and structure. It 
may involve one individual, carrying out, say, a site in­
vestigation or an academic research study, or it may 
have a multimillion dollar budget and involve collabor­
ation among many institutes. Each geoscience project 
has its own objectives, determined by its business set­
ting, and therefore is unique in its methods and infor­
mation content. Perhaps because of repetition, the 
conventional documents needed to provide background 
geoscience information for undertaking a project can 
be surprisingly few — a small number of maps and 
reports, perhaps access to a small part of an archive, 
and the use of a handful of well-known textbooks. The 
results of a project may be recorded in their turn as 
scientific papers. A paper generally refers to a single 
project, although several papers may deal with differ­
ent aspects of the same project. Some details of how 
the investigation was designed, reflecting the project 
and its business setting, are generally necessary to in­
terpret the results correctly, and are therefore described 
in the paper. 

In designing an investigation, there is a trade-off 
between meeting specific project needs efficiently, and 
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generating information that can be widely shared. 
Conventional procedures do not impose a solution, 
but do respond to market forces. For instance, a 
speculative seismic survey may be extended to cover a 
wider area, in the hope of selling the results to more 
oil companies. The scope of an academic study may be 
deliberately extended to reach a wider audience, or to 
make publication easier. 

There is significant overlap in the basic information 
required in many projects. As a wide variety of investi­
gations rely on the same basic information, it can be 
more efficient to collect it once in a single wide-ranging 
survey, than repeatedly whenever it is required. Organ­
izations such as geological surveys and shared reposi­
tories are supported for this purpose, often with state 
funding. Information from a geological survey, a 
museum archive or in-house company records, is more 
highly structured, but less flexible, than the general 
scientific literature. It attempts to provide one coherent 
and consistent picture through the close collaboration 
of many workers. Individual topics, such as limestone 
resources or the findings of an aeromagnetic survey, 
may be the subject of separate reports, maps or series, 
or may be included as sections within accounts of 
specific areas, or both. All should tie together as 
aspects of a shared view — a cohesive but limited part 
of the literature. They constitute the results of a single, 
large project, and are the base data on which much 
else is erected (M 2.3). 

8.2. Driving forces 

into account, and with books, the comments of 
reviewers may carry some weight. 

Likely motives of publishers, booksellers and editors 
are to earn an honest living and prosper, influenced or 
even dominated by enthusiasm for the science. The 
enthusiasm is likely to be shared by the referee and 
reviewer, possibly reinforced by a desire to remain in 
the network. Catalogers, curators and Ubrarians are 
normally paid for their work, although this by no 
means rules out enthusiasm. They influence what is 
available and who sees it. Readers are presumably the 
most important participants, being the ultimate benefi­
ciaries of the system's existence. Their motives are pre­
sumably to gain information for a variety of reasons, 
including curiosity, which reflect their business con­
cerns. In the circumstances, their role is a surprisingly 
passive one. They seem to have little direct influence 
on the evaluation, operating instead through interme­
diaries or in their other roles such as authors or refer­
ees. The cost of the system is largely paid, not directly 
by the readers, but by government or institutional sup­
port for libraries. Publications costs may be recovered, 
but seldom the cost of the underlying research, which 
is paid for by other means. 

In due course, these tasks will be handled differently. 
Any new structure must, however, incorporate the 
legacy of earlier information and work practices. The 
alterations and extensions which new technology is 
introducing need a solid foundation in the convention­
al knowledge base. 

The importance of business aspects permeates the in­
formation system (M 1, M 3). The development of 
specialized journals may not be unrelated to the identi­
fication by commercial publishers of two driving 
forces: the anxiety of authors to publish papers, even 
to the extent of paying for the privilege; and the need 
for librarians to purchase the result, with little sensi­
tivity to the price. In contrast, some worthy computer 
projects have neglected the potential driving forces, 
and failed through not anticipating the passive hostiUty 
of those who were expected to contribute but not to 
benefit (Peuquet and Bacastow, 1991). 

Authors are among the more highly motivated par­
ticipants in the information system. Their career pro­
spects are strongly correlated with the ability to 
produce a stream of valuable papers. The value of 
unpublished reports may be judged by a manager, with 
or without help. The manager, who is Ukely to have 
asked for the report for a specific purpose, is in a good 
position to judge the result. Publications are judged by 
their volume and by the prestige of the journals in 
which they appear, reflecting decisions by the editor 
and referees employed by that journal. The extent to 
which other authors cite the papers may also be taken 
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The geoscience record is constrained by the limitations of human thought and of the technology for handling 
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L Communication at the interface 

7.7. Interwoven threads 

A great deal is lost when we force our thoughts into 
the straitjacket of shared conventional records (part I, 
section 6). Imagine yourself leading a geological field 
excursion. You would certainly talk, producing strings 
of words — narrative descriptions, accounts of 
sequences of events, reasoning and explanations. You 
would weave the ideas together to tell a story, prob­
ably supplementing the narrative with gestures, point­
ing to features of interest and drawing diagrams, 
perhaps with a stick in the sand. You might look at 
detail with a hand lens, then stand back to see the 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

wider picture. You might refer to recorded knowledge: 
"I will read you a brief account of the regional ge­
ology; you can see where we are on this map". You 
might pass on tacit knowledge by demonstration: 
"look at the outcrop here and you will see what I 
mean". 

The spatial context of your observations and hy­
potheses gives them coherence, but the narrative is 
essential to tie the elements together. You might cope 
with leading a field excursion with a broken arm, but 
would have problems if you lost your voice. Different 
parts of the brain focus on different types of infor­
mation, but given the opportunity, they work together 
for a clearer view of the big picture (or the big story). 

Our experiences may be single sequences of events, 
put in words as a narrative thread. Repetitive events, 
like seeing a similar sequence of beds again and again, 
merge into a single strand, with only exceptions (the 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: 80098-3004(00)00045-5 
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fossiliferous bed) remembered separately. In our mem­
ories, the threads are woven together as a complex fab­
ric. Our brains are constantly trying to make sense of 
our experience by drawing analogies, abstracting and 
summarizing. The result is ideas with form and struc­
ture. We have each built our own background under­
standing or world view that provides the frames (K 
1.2) in semantic memory where we can accept and 
evaluate new ideas. 

The ability to integrate information types, so im­
portant in the field, is hampered by the need to pack­
age recorded information in separate containers for 
narrative (books and reports), spatial information 
(maps), data (databases) and discourse (discussions). 
We therefore need to look more closely at what we are 
trying to do and how we might prefer to do it. 

Three long-standing tools for sharing knowledge, as 
well as helping individuals to develop and organize 
their own thoughts, are language, image and demon­
stration. Two more recent tools are mathematical 
methods and computer software. These tools shape the 
way we think and what we think about, as well as the 
way we perceive the world. They correspond to differ­
ent information types (text, spatial, tacit and structured 
information) and lead to different styles of thought, 
presentation and processing procedures. The earlier 
techniques evolved so long ago that we have lost sight 
of their origin, but in planning for new technology we 
must bear in mind their characteristics. The Encyclope­
dia Britannica (1973, Language) is as always helpful 
on such matters. 

7.2. Language and narrative 

Long ago and far away, our ancestors grunted and 
made noises, and then sequences of grunts, ascribed 
meaning to them, and evolved a Uving language — a 
sequence of tokens denoting objects, actions and 
agents. At a similarly primitive level, our ancestors 
looked around them, scratched maps on the sand, 
drew pictures on the cave walls. Spoken language 
could be used for discussion and command. It was a 
means of communicating to a group, for the speaker 
could broadcast the same message to all within ear­
shot. Images were at first a secondary, more personal 
communication, directed to a select few, and requiring 
special skills even to draw crude sketches. But suppose 
early man could have broadcast not just to the ears, 
but also to the eyes of his colleagues, with the ability 
to capture, record and communicate images in full 
detail to one and all. Methods of communication 
would surely have evolved differently. That power, 
denied to our forebears, is now available to us. Does it 
make a difference? Has an optimal system evolved 
naturally, or are we constrained by historical acci­
dents? 

Leatherdale (1974) pointed out that sixteenth-cen­
tury philosophers assumed that, in experience, we 
always encountered well-defined or discrete "things", 
and that they seemed to conceive of the business of 
language as the adroit matching of words to these 
separately given things of which they are the mark 
or sign. The more recent view is that language can 
be explained in terms of socially agreed understand­
ing of words: not on any intrinsic connection 
between signs and the world, as that would imply 
absolute properties of language independent of 
human culture. Contexts need to be invented, and 
stories created, to make a character string meaning­
ful (Laszlo, 1972). 

In evolutionary terms, episodic memory (I 4) pre­
sumably developed as a means of learning from one's 
own experiences — a single thread of events winding 
through the continuum of space along the arrow of 
time. Language matches this pattern of thought with 
linear strings of words and sentences, referring to past, 
present and future. Narrative skills evolved to create 
stories as surrogates for experience, told, retold and 
remembered (inaccurately). The story that began as a 
surrogate experience may by constant reworking 
acquire the mythic quality of a folk tale. It generalizes 

by pulling out crucial, illuminating events, implying 
much more than it states by reacting with existing 
ideas in the listeners' minds and influencing their 
semantic memories. 

From speech, written language evolved to reach a 
multitude of users separated in space and time. Exter­

nal representation of knowledge (outside the human 
mind), for example, by writing and drawing, goes far 
beyond the here-and-now of storytelling. Scientists, in 
building their knowledge base, are not limited to their 
own episodic memory. They can contribute to and 
access a vast repository of information. They can do 
so at a time and place of their choosing, examining a 
wide range of specialized sources, past and present, in 
summary and in detail. 

Faced with the infinite complexity of the real world, 
a complete description of it is unthinkable. Instead, 
stories are told in innumerable ways, to illustrate a 
multitude of experiences from personal viewpoints. 
Yet, since they deal with the same reality, all refer in a 
sense to the same underlying story. Because the overall 
story is large and complex, scientists must specialize in 
subdisciplines. A major part of storyteUing, or scienti­
fic writing, is therefore devoted to linking to earlier 
accounts, establishing common ground, clarifying, 
reconciling inconsistencies, and noting new infor­
mation, discrepancies and ways to resolve them. Dis­

course, that is, the expression and interchange of ideas, 
is the means of clarifying and reconciling the accounts, 
by discussion within a workgroup, or through the slow 
process of conventional publication. 
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1.3. Spatial concepts 1.4. Structured dat/2 

We can describe spatial pattern and relationships, 
rather inadequately, in ordinary language such as: 
"fining broad channels from a northerly direction 
which were later buried to a great depth". How­
ever, evolution provided us with specific abilities to 
handle and memorize spatial data (McCrone, 1999). 
Spatial skills bring evolutionary advantages in catch­
ing things, or not bumping into them, as in swing­
ing from tree to tree, where (with luck) the main 
sensory input is by eye. We can communicate exact 
and accurate spatial information as images (rep­
resentations of the semblance or likeness of an 
object), such as diagrams, sketches, maps, photo­
graphs and video clips, which make use of these 
skills. Note, however, that losing ambiguity is not 
always helpful. If we depict the channels described 
at the start of this paragraph on a map, they either 
join up in one direction or the other, or both, or 
not at all. This might bring unwanted connotations 
of tributaries, deltas, braided streams or whatever. 
The ambiguous statement may reflect genuine ignor­
ance. The graphical representation can force an 
appearance of certainty that does not reflect the 
real situation. 

Unhke narrative that places events in sequences 
of single threads, spatial thinking lets us build 
extensive structures, such as geological maps and 
cross-sections, that give a comprehensive view over 
space and maybe geologic time. We can zoom in 
to see the detail, zoom out to see the spatial con­
text, pan around to see the situation elsewhere, and 
compare spatial patterns arising from different 
topics. Narrative text cannot offer these abilities, 
but can be intimately Hnked to a spatial represen­
tation. 

We can represent spatial forms by combinations of 
geometrical objects, such as points, lines, areas, sur­
faces, fields and volumes, with well-defined mathemat­
ical properties. They can therefore be handled 
precisely on the computer. Within this rigorous 
framework, we can assemble spatial objects drawn 
from a wide range of topics, say, topography, bore­
hole records, formation boundaries, lithologies, engin­
eering geology, planning zones and proposed 
construction sites, and process them together. We can 
visualize the location, spatial patterns and relation­
ships of sets of objects using interactive computer dis­
plays that take advantage of our spatial skills and the 
accuracy of human short-term memory. Our visual 
systems have evolved to process moving images, help­
ing gannets to catch fish and motorists not to collide. 
Computers can exploit this talent, helping us to visu­
alize changing spatial patterns, Hke the development 
of a sedimentary basin. 

Much more recently than language and images, 
another type of knowledge representation was 
invented, namely, numerical measurement and quan­
titative modehng (F 1). An advantage of numbers is 
their abihty to define relative magnitudes as pre­
cisely as required. The eye is adept at comparing 
two magnitudes, for instance the relative sizes of 
two fossil specimens seen side by side. It is much 
less skilled at comparing objects seen in diff'erent 
places or at diff'erent times. Measurement against a 
standard scale uses the numerical series, the most 
exact order we can form. It provides the portable 
yardstick that makes it possible to assemble any 
number of side-by-side comparisons, as well as com­
paring the magnitudes as a group and examining 
subtle variations in space or time (also measured 
numerically). 

Mathematical models (F 5) build on this ability of 
numbers to represent magnitude, and on the simi­
larities between mathematical operations and physi­
cal processes. Sets of measurements and 
relationships between them can be summarized, 
properties can be sampled to represent the under­
lying situation, uncertainty can be measured, states 
can be compared and processes simulated. Practical 
applications in geoscience, including the quantitative 
description of spatial data and analysis of images, 
depend largely on computer support, and a compu­
ter program is a precise and convenient means of 
sharing the model. 

Mathematical and spatial models (along with the 
data collected to investigate them) are both analo­
gies (J 2.3) between the real world and the proper­
ties of numbers. Quantitative properties and 
relationships can be visuahzed as patterns in space. 
The map can also be seen as a means of visualiza­
tion (MacEachren, 1998). We can thus bring quanti­
tative and cartographic methods into a single 
numeric framework. Both analogies are at best 
fuzzy approximations to the real world, despite the 
exact mathematics of the internal reasoning. 

The standards, rules and conventions of the more 
highly structured areas of the information repository 
add value by creating a coherent and easily accessible 
database, possibly derived from many independent 
sources. All are ultimately set within text narratives, 
which explain the objectives, the conventions, the 
reasoning and the conclusions. Detailed narrative 
threads may refer to quite specific spatial items or 
aspects of spatial and quantitative models. The 
reader should be able to view the relevant items 
highlighted against their spatial context, and be able 
to move freely between the narrative and the visual­
ization. 



A90 T.V. Loudon / Computers & Geosciences 26 (2000) A87-A97 

1.5. Tacit knowledge 

Perhaps the greatest amount of geological infor­
mation is held, not in the written record, but in total 
in the minds of all geologists. The geologist who has 
surveyed an area develops a mental picture of the ge­
ology more complete than that shown on maps and 
described in papers. Much is tacit knowledge which is 
acquired through practice and cannot be articulated 
explicitly (Kuhn, 1962) — known, but not expressed. 
For example, you might instantly recognize a specimen 
which you could not identify from the most exhaustive 
description, just as you learned to ride a bicycle by 
demonstration (transferring knowledge held in pro­
cedural memory), not by written instruction. In a dis­
cussion, or a field excursion, much can be learned that 
could never be written down. The importance of tacit 
knowledge means that education, training and learning 
throughout a scientist's career need demonstration, dis­
cussion and directed experience — to communicate 
what we cannot express. 

A reminder can recall forgotten memories. Hence, 
the menus on a computer screen. Recognition of a 
command is easier than remembering the exact wording 
of a computer instruction. A valuable feature of an in­
formation system may therefore be to "jog the mem­
ory", to present cues and analogies that can stimulate 
ideas in the pool of tacit knowledge. A second valuable 
feature can be the ability to access the tacit knowledge 
of others through discussion and inquiry. A third fea­
ture of the system could be the use of images and 
video demonstrations to illustrate, for example, the 
procedures used in collecting samples, or the precise 
points examined on an outcrop. These could clarify a 
narrative account, and would help others to repeat and 
test the observations. 

1.6. Knowledge-based and rules-based investigation 

Examples presented to students (I 3) are not typical 
of the procedures of experienced geologists surveying 
an unknown area. During an initial survey, a compre­
hensive set of observations is likely to be made and 
recorded, if only to avoid the cost of revisiting each 
outcrop. For a graduate research project, a local, self-
contained problem might be sought, preferably with 
significance in a wider context. The abundance of such 
problems in geoscience makes it an attractive subject 
to study. On the other hand, the search for oil is more 
likely to employ techniques that are well estabhshed on 
a global scale, in tune with the uniform business objec­
tives. The fact that the model is well defined before the 
investigation begins (being based on a clear user 
requirement) increases the scope for rules-based ac­
tivity and so for automation. 

This points to a distinction between exploratory in­

vestigation and systematic pre-planned investigation. 
The first is knowledge-based, starting from some pre­
conception of the geological setting and developing 
and extending the explanation with each new obser­
vation. Evidence is constantly sought, by new obser­
vations or reworking data, to confirm or modify the 
current interpretation and choose the next step of the 
investigation in the context of growing background 
knowledge. A narrative account is built in episodic 
memory. The second is rules-based, where the pattern 
of the investigation is decided before work starts. In 
contrast to the exploratory search of the knowledge-
based project, the rules-based project is analytical, 
studying known relationships by collecting and study­
ing appropriate data, following a well-defined model. 
Standard procedures are specified, and instructions set 
out for following them. The resulting data are there­
fore consistent, and can be compared with one another 
and with data from other projects that followed similar 
rules. Short-term memories are recorded, and can be 
accurately recreated from the database. 

Rules-based projects can be well suited to quantitat­
ive measurement and extensive instrumentation. The 
seismic investigations of the North Sea, and downhole 
logs from the subsequent drilhng, provide examples of 
data collected by instruments according to pre-defined 
rules. Their consistency makes them particularly help­
ful in revealing a regional pattern. A rigid, pre-deter-
mined structure can also extend the reach of the 
designers of an investigation by delegating data collec­
tion to instruments or methodical human data gath­
erers. The plan is inflexible and cannot readily be 
adjusted in the light of the initial findings. 

Knowledge-based projects have fewer precedents to 
guide the activity. They explore the unknown, and pro­
cedures must be modified as more is learned. The stu­
dents who arrive at the outcrop not knowing what 
they are going to see are in this position. In fact, pro­
jects are likely to involve both rules-based and knowl­
edge-based procedures. For example, a seismic survey 
may collect data according to a predetermined scheme, 
but the interpretation of those data is knowledge-
based, evolving as ideas are tested and knowledge of 
the geology of the area grows. The student, carrying 
out an exploratory investigation, may nevertheless fol­
low predetermined conventions when measuring strike 
and dip, and might even randomize the sampling pro­
cedure to aid subsequent analysis. Every rules-based 
activity is ultimately set in the knowledge-based frame­
work of the science as a whole. 

The distinction between knowledge-based and rules-
based activities is important in the present context, 
because (work on artificial intelligence notwithstand­
ing) knowledge remains largely the preserve of the 
human being. The machine, on the other hand, can be 
adept at following rules. Bear in mind, however, that 
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automation can support free thinking and trial and 
error. An IT response to knowledge-based activities is 
to use flexible multimedia, creating fully connected and 
searchable documents. An IT response to rules-based 
activities, on the other hand, is a rigorously defined 
model and database supporting standardized appH-
cations. It makes full use of instruments for data col­
lection and analysis. 

The computer is well suited to accurate long-term 
storage of complex images and detailed tabular data, 
such as lists of fossils or results of geochemical analy­
sis; but the brain (where accurate detail is restricted to 
short-term memory) is not. The brain is well adapted 
to handling, within a frame of existing background 
knowledge, the loose structure of descriptions, analo­
gies and explanatory reasoning typical of a narrative 
account; but the computer is not. 

IT should aim to harmonize knowledge-based 
human skills with rules-based computer modeling. As 
the approaches overlap and combine, the information 
system should optimize the abilities of both. An im­
portant part of the solution is interactive computing — 
a conversation between the user and the machine, in 
which the screen display is modified rapidly in re­
sponse to instructions or decisions entered usually by 
keyboard or mouse. The ability of the computer to fol­
low rules quickly and accurately is complemented by 
the abiHty of the scientist to use background knowl­
edge to control the progress of the activity. 

1.7. Modes of thought 

The various information types (text, spatial, struc­
tured, tacit) are handled differently by the brain. Each 
supports a different style of thought, communication 
and IT system. We use them, separately or together, to 
model knowledge and information in various modes of 
thought and investigation, such as the following: 

Narrative — one can pass on information, or 
develop a point of view, by telling a story. As Francis 
Bacon pointed out in 1652 (see Leatherdale, 1974), one 
can revisit the reasons for reaching a conclusion by 
going over in one's mind the events that led to it. Each 
part of the narrative depends on the story so far. By 
telling the tale to others, they too may follow the fine 
of reasoning. 

Temporal — geological explanations trace the course 
of past events, relating observations to a conceptual 
time sequence of past conditions (states) and processes. 

Spatial — geoscience maps and images provide the 
means to locate observations and link them to spatial 
pattern and spatial relationships. To understand the 
pattern of ice flow, or sequence and extent of lava 
flows, the students (I 3) were led naturally to a map. 
The meaning of the observations depends on their 
spatial context. 

Demonstration — narrative description is more 
powerful if augmented by actually demonstrating what 
happened, in the field or laboratory (the ostensive 

approach). For a full picture, it may be desirable to 
retrace the work, and so share the experience, of an 
earlier investigator. 

Quantitative — the benefits of precise measurement 
have wide appHcation and are immediately obvious in, 
for example, hydrocarbons exploration, where detailed 
prediction of the form and properties of the strata is 
required, leading to estimates of the location and mag­
nitude of the oil and gas reserves. 

Statistical — statistical theory provides a rigorous 
basis for marshaling complex evidence for testing hy­
potheses, and estimating probabiUties and uncertainty, 
by computation from appropriately sampled obser­
vations and measurements. 

Process-response — the concept that physical, chemi­
cal and biological processes operated in the past as 
they do now, is the basis for much geoscientific think­
ing. A coherent picture of past processes should be in­
ternally consistent and should predict responses 
(consequences) comparable to those of present-day sys­
tems. 

Experimental — some processes and responses can 
be explored by experiment, that is, under circum­
stances that the scientist can control, leading to a more 
exact understanding of the relationships. 

Trial and error — where the course that an investi­
gation will take is not clear, a heuristic approach may 
be adopted, trying out a range of possibiHties, follow­
ing those which seem most successful, and modifying 
them as more is learned. 

The information type and mode of thought play a 
large part in determining whether IT methods are rel­
evant and which methods are appropriate. Conversely, 
technology influences the ways we think and the com­
binations of modes of investigation. 

1.8. The need for a Geoscience Markup Language 

This chapter is concerned with where we want to go, 
not how we get there. However, the requirement may 
be clearer if we have a mechanism in mind. Conven­
tional methods of recording information have de­
ficiencies. The poor connectivity enforced by earlier 
technology results in high redundancy and inflexibility. 
Processes to manage, manipulate and explain infor­
mation are frozen along with their representation. 
Change is cumbersome, because minor corrections in 
the literature are easily overlooked, and when ideas 
change, the full knock-on effects on other work are sel­
dom obvious. 

We are looking for a mechanism that can offer bet­
ter facilities for new investigations, while incorporating 
legacy material. A markup language could be one 
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approach to improving communication. It can rep­
resent conventional narrative text, but can also include 
tags. Unlike HTML, where the tags control presen­
tation and Hnks, XML (E 6) can also tag words or sec­
tions by topic (this is a fossil name, this is the section 
on structural geology). Presentation is handled separ­
ately through a style sheet and can be controlled by 
the reader. 

As its name indicates, XML is extensible. The abiUty 
of users to define their own tags could result in a large 
and unwieldy language. Therefore, specific dialects of 
XML have grown up and been partly standardized 
within subject areas. Thus, Chemical Markup 
Language (CML) can tag chemical formulae, and dis­
play them, or models of the molecular structure, with 
a choice of conventions and notations. Other dialects 
have been developed for fields such as mathematics 
and music, to handle their speciaUst notations and 
offer flexibility in presentation. 

A Geoscience Markup Language (GML) could also 
be a specialist subset of XML, and thus have the abil­
ity to tag words or sections (modules) of the text to 
reflect their topic. Such modules could be linked to 
others, within the document or elsewhere. We think of 
the conventional Uterature as subdivided into encyclo­
pedias, books, serials, reports, notes, maps, and so on. 
The subdivisions are based on physical form and pro­
cess of delivery. Instead, we could visualize a GML 
document as a collection of modules brought together 
for a particular purpose, with many of them reusable 
in other contexts. Authorship takes on a different 
meaning where modules are assembled from many 
sources, possibly offering alternative explanations of 
the same phenomena. 

A markup language, however, also off'ers the possi-
bihty of linking text closely and selectively to modules 
from, say, metadata, data, software, models, demon­
strations on video or sources of expert advice. Many 
of these would be accessed through a database man­
agement system or a GIS (E 5), although this need not 
be apparent to the casual user. A module could be dis­
played in diff'erent ways to meet individual needs (a 
table of data or a graph, a contour map or a perspec­
tive view). It would be an integral part of the docu­
ment. But it would also offer the possibility of moving 
to and from a different environment, such as a GIS to 
explore the spatial context, or a database for compari­
son with analogous datasets from other investigations. 
Another user option could be to select the level of gen­
eralization, while retaining the ability to drill down to 
additional detail when required. Change to one module 
would be seen by all modules connected to it, and 
knock-on effects could be traced through the hnks. 

The technology is largely in place, and starting to 
operate in some other subjects. Such languages im­
mediately offer greater flexibility and expressive power 

to the author. Geoscientists have special needs for 
interworking with spatial, historic and stratigraphic in­
formation, and have their own vocabulary and pro­
cedures. They could therefore justify a separate dialect 
of XML. But there is a long and painful learning 
curve, and geoscientists will be involved in much trial 
and much error before a robust solution for everyday 
use can emerge. 

With an appropriate markup language, linkage to 
the underlying context of assumptions, laws and hy­
potheses could be recorded and therefore the effects of 
changes in the underlying ideas could be clarified. To 
take this further, however, we need to consider the 
process of building knowledge from information, and 
the object-oriented approach that stems from this. 

2. Processes and the repository 

2.1. Explanation 

Having looked at communication (J 1), the next 
question is how scientists explain their observations 
and make sense of streams of observational data. How 
do we build knowledge from information? The Ency­
clopedia Britannica (1973) is again helpful with its 
entry on Scientific Method, where it defines the pursuit 
of science as "the search for knowledge and under­
standing through formulation of the laws of nature". 
The theoretical function of science is that of providing 
explanations of natural phenomena by discovering re­
lationships between these phenomena and other events. 
These relationships fall under general laws that enable 
us to make predictions as to what events to expect in 
particular circumstances, and sometimes, by control­
ling the circumstances, to ensure that these events will 
occur. The practical function of science, that of 
enabhng us to adjust our lives to nature and, some­
times, nature to our lives, thus derives from its intellec­
tual function — that of explaining phenomena by 
means of scientific laws. 

A starting point for scientific explanation is classifi­

cation (systematically assigning objects to categories 
based on their properties). Recognizing an object as a 
sediment or an intrusion has implications about its 
geological behavior. The words used to name objects 
are nouns. Adjectives, Uke red, angular or hard, 
describe their attributes, but are less useful for classifi­
cation, saying little about how the objects behave. The 
students' visit to Salisbury Crags (I 3) began by dis­
tinguishing, identifying and naming the sedimentary 
and intrusive rocks, relating them to their behavior in 
the geological past. The extension of this activity to 
formal data analysis is described in H 3. 

Scientific discovery involves finding hypotheses (sup­
positions made as a starting point for further investi-



T.V. Loudon I Computers & Geosciences 26 (2000) A87-A97 A93 

gation) that could be refuted by further experience (see 
Popper, 1996), but which nevertheless survive testing 
by observation or if possible by experiment (obser­
vations made in circumstances over which the scientist 
has control). A hypothesis in I 3 was that the rocks of 
the cliff face are part of an intrusive sill. This was 
tested by thinking about what additional observational 
evidence might be found and then looking for it. 
Although the original events are beyond the reach of 
experiment, a detailed model of aspects of the pro­
cesses, say, the baking of the sandstone, might be 
tested experimentally given appropriate facilities to 
replicate the high pressures and temperatures involved. 
The purpose may be to find more laws about the beha­
vior of the things we can observe or to incorporate the 
results in a broader explanatory theory. 

Scientific laws enable us to organize our thinking 
into coherent systems, as well as to make predictions. 
The laws are at many different levels of generality, 
arranged in a hierarchical system in which laws at a 
low level are logical consequences of sets of laws at a 
higher level, and so on. The lowest-level laws are gen­
eral propositions whose instances are directly observa­
ble facts, but higher-level laws may be theoretical 
concepts in a wider system explaining new phenomena. 
Explanations in geoscience may present the observed 
situation as a logical consequence of preceding events 
and of more fundamental regularities, such as the laws 
of physics, operating on initial conditions of a geo­
graphical or historical kind. If we view the process of 
successive explanation as the erection of a hierarchy of 
laws of increasing generality, there is no reason to pre­
vent different hierarchies from being constructed in 
different ways to explain the same phenomena (Kent, 
1978). 

2.2. Analogy 

"To explain the origin of hypotheses I have a hy­
pothesis to present. It is that hypotheses are always 
suggested through analogy. Consequential relations of 
nature are infinite in variety and he who is acquainted 
with the largest number has the broadest basis for the 
analogic suggestion of hypotheses" (Gilbert, 1896, 
quoted by Leatherdale, 1974). 

Analogy is the resemblance in some particulars 
between things otherwise unlike. Analogy can be a 
resemblance in an ensemble of qualities, or of proper­
ties or attributes. In metaphor, the mind sees and 
expresses an analogy. The metaphorical use of 
language in science arises when familiar vocabulary is 
extended to describe novel insights and interpretations. 
Thus, in coining the term electric current, ideas were 
carried across from the familiar current in a river. 
Metaphor, according to the Oxford English Dictionary, 
is "the figure of speech in which a name or descriptive 

term is transferred to some object different from, but 
analogous to, that to which it is properly applicable". 
Analogy in logic, according to the same source, is the 
process of reasoning from parallel cases, based on the 
assumption that if things have some similar attributes, 
other attributes will be similar. Most of the truly fruit­
ful facts about nature, Leatherdale (1974) suggests, 
have been discovered by reasoning from analogy. 

According to Leatherdale, explanation involves an 
inescapable use of analogy. This is partly because the 
unobserved part of the description in an explanation, 
being unobserved, cannot be directly described. It must 
be verbahzed and conceptualized in terms of other ex­
periences. Explanation works by analogy of content, as 
well as of structure. When the analogy is well marked 
in terms of content, or observable characteristics, we 
speak of a model. The model is an essential tool, in 
that it enables us to think about the unfamiliar in 
terms of the familiar. 

Models enable us to construct and meaningfully 
describe the concepts of theories in the same way as 
metaphors enable us to think about or describe things 
or concepts not normally describable in a literal voca­
bulary. Because they function in this way, they give 
meaning to, and thus an explanation of, theories. This 
in turn enables them to connect theory with obser­
vation and experiment. Thus, in the belief that past 
processes obeyed the same physical and chemical laws 
as today, analogies are drawn in geology with present-
day processes, as in comparing an unconformity to a 
present-day erosion surface, in seeing finer crystals as 
indicating more rapid coohng, or in explaining changes 
in sandstone petrography as baking against an igneous 
intrusion. 

2.3. Model and reality 

Geoscience investigations are usually concerned, not 
with creating a new model, but with refining an exist­
ing one. They build on earlier work and must be clo­
sely Hnked to past records. The model is concerned not 
only with what is there, but also how it came about — 
how the operation of physical, chemical and biological 
processes, in a sequence of events in geological time, 
brought about the observed consequences. The model 
influences the classification of objects. For instance, 
the geologist sees an important distinction between a 
granite and an overlying pebble conglomerate, despite 
their similar composition and appearance, because they 
formed in quite different circumstances. 

As pointed out earlier (B 4), the neat and tidy classi­
fication of rocks shown on a geological map or 
reported in the literature is unrealistic. The overlap, 
ambiguity and uncertainty, so painfully apparent in 
the field, have been banished. Crisply bounded areas 
of uniformity have somehow replaced the fuzzy bound-
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aries and mish-mash of intercalated variation. Good-
child (1992) suggested that: "We need better methods 
for dealing with the world as a set of overlapping con-
tinua, instead of forcing the world into the mould of 
rigidly bounded objects." Quantitative techniques (F) 
are a possible candidate for representing the geological 
"continuum", although Mandelbrot pointed out that 
continuity is conspicuous by its absence in natural 
phenomena (G 6). We now need to consider whether 
the categories are necessary, or an artifact imposed by 
inadequate technology. 

The distinction between model and reality is an im­
portant one. The model must be tuned to human 
thought, while reflecting something useful about the 
real world. A continuous model, such as a contour 
map, may be an appropriate representation of discon­
tinuous reality, as long as the discrepancy is not im­
portant in the context in which the model is being 
used. The danger comes when the limitations are for­
gotten and questions that cannot be properly answered 
by the model, such as the length of a coastUne (G 6), 
are addressed within it. Separate models relying on 
different assumptions are required for different pur­
poses. For example, a statistical model might regard a 

process as deterministic and predictable, together with 
a superimposed random element for which only the 
statistical properties (as opposed to individual 
instances) could be predicted. On the other hand, a 
dynamic nonhnear model might regard the process as 
deterministic (in the sense of following natural laws), 
but unpredictable because small variations in the initial 
conditions could lead to a large change in the outcome 
(Baker and Gollub, 1996). 

There is another issue. The model must be one that 
the available data and technology can support. New 
IT solutions extend the range of models that are reaUs-
tically available. Looking at the computer display illus­
trated in Fig. 1, for example, there is a clear possibiUty 
of modeling three-dimensional rock bodies in new 
ways. The image can show discontinuous areas. Zoom­
ing in to part of the image could cause the areas to 
fragment and reveal more detail, as discontinuous as 
before. The scope of the model in Fig. 1 is limited. It 
is a stunning image when seen in full motion on the 
screen, and no doubt serves its purpose well. But it is 
tied to just one set of properties, related to acoustic 
impedance within a body of rock. 

Take another example. SateUite imagery records a 

Fig. 1. Display of 3-D seismic data. Animation enables you to move through the data volume to follow structural and stratigraphic 
trends. Reproduced by permission of Landmark Graphics Corporation. More at http://www.lgc.com/ 
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number of related properties, namely separate bands 
of the electromagnetic spectrum measured simul­
taneously. The properties can be analyzed quantitat­
ively and, for example, classes based on discriminant 
analysis (F 5) can be displayed (Fig. 2). They again 
serve their purpose well, and are a useful reminder of 
the variation hidden in conventional cartography. But 
they complement and extend earlier methods, rather 
than displacing them. One reason is that three-dimen­
sional seismic surveys and satellite imagery are unusual 
in their dense and regular samphng patterns that make 
detailed analysis possible. Relating them to other vari­
ables sampled on other patterns by other means calls 
for background knowledge and human interpretation. 
Limitations of access and measuring procedures mean 
that the data for most variables are inevitably inaccur­
ate and incomplete. 

Our aims cannot be solely descriptive, for geoscience 
is concerned with recreating a story from incomplete 
evidence. It is a story about objects, identified by 
nouns, given meaning by the models in which they par­
ticipate, and their properties, described by adjectives of 
qualitative assessment or quantitative measurement. 
The creation of the main object classes, such as strati-
graphic units, and the assignment of instances to these 
classes, seldom depend on subtle quantitative compari­
sons. They depend on drawing analogies and spotting 
crucial features. They depend on building up a pattern 
of behavior of objects within models and relating them 
to a place in the overall scheme of things (the current 
paradigm), more likely tied to fuzzy concepts than to 
measurable properties. 

Even where an example or instance of an object 
class is described, such as the lithology of a core or 
well sample, a descriptive term (say, biohermal dolo­
mite) may place it in a category that reflects an im­
pression of many characteristics. We thus benefit from 
the ability of the human brain to recognize complex 
patterns specific to the context. This lends itself to nar­
rative description, not to point-by-point quantitative 
comparison. From an initial broad appreciation of the 
situation, we observe and describe to extend our 
model. It is not difficult to think of examples where 
several conceptual process models are invoked. In the 
example at I 3, they dealt with sedimentary deposition, 
igneous activity, regional tilting and glacial erosion. 
The processes they refer to are worldwide. But we 
were looking at their consequences within a small area. 
Without conscious deHberation, we selected objects 
(the rock bodies) that took part, with the same defi­
nition, in each of the models. We naturally placed the 
objects and the processes at appropriate positions 
within the same framework of space and geological 
time. In M 2.3, we look at spatial and stratigraphic 
models which make that framework explicit for com­
puter processing. Meantime, we note that objects seem 
to be chosen by a subtle process that depends on the 
intuition and background knowledge of the human 
mind. 

At a general level, object classification and identifi­
cation (H 5) are well suited to our thought processes, 
and may be assisted but not greatly changed by new 
technology. Quantitative methods, on the other hand, 
are well suited to computer processing. They are 

I H CairrisrEycliite-iri'i 

Land Use Around Cairns, North Queensland M 

H Unclassified 

• Agriculture 

B CBD Urban 

U Cloud 

B Deep water 

I Fallow fields 

B Mid depth coastal 

• Mudflats 

M Rainforest 

• Rainforest 2 

• Rainforest shadow 

• River 

B Shallow coastal water 

B Suburban 

H Sugar cane 

• Very deep water 

• Ver/shallow water 

'd 

Fig. 2. Classification of land use from a satellite image. Example of satellite imagery classified by an iterative technique. The user 
indicates typical areas for each class, the computer extrapolates by quantitative analysis of the spectral bands and displays the 
color image, the user corrects and extends the classification, and so on. Published by permission of Rockware. More on http:// 
www.rockware.com/catalog/pages/dimple.html 
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appropriate where there is a clear physical model that 
can be represented mathematically, as in seismic pro­
cessing, gravity corrections, and so on. Their crucial 
contribution may he, not in interpreting the geology, 
but in clarifying the geological significance of the 
records by removing extraneous effects (F). Where 
wider conclusions follow quantitative analysis of the 
raw data, as for example in seismic stratigraphy, they 
may result from non-quantitative reasoning. The new 
insights nevertheless depended on technology extending 
the reach of human thought. 

Subtle variations in properties or composition (M 
2.3) may be detected by quantitative analysis (F 5), as, 
for example, the identification of distinct lava flows 
from petrographic studies in the example of I 3. Stat­
istical reasoning, based on randomly sampled measure­
ments, can be a surprisingly powerful approach, even 
when based on the apparently weak concept of testing 
whether observed patterns were likely to have arisen 
by change. 

IT offers the opportunity to build models that span 
the modes of human thought (J 1.7), combining their 
individual strengths. Quantitative reasoning, such as a 
computer process that simulates states and events, can 
be embedded in a narrative that explains its signifi­
cance, limitations and context. Quantitative reasoning 
can be linked to cartographic and spatial thinking by 
computer visualization. Individual measurements gain 
meaning from the context of spatial pattern. Human 
insight, intuition and modes of thought remain 
supreme, but can be expressed in new ways. The wide 
range of models which IT supports can lead to better 
understanding, provided their properties and the limi­
tations of their analogies are clearly appreciated. 

2.4. The object-oriented approach 

Our thought processes, constrained by technology, 
ultimately determine how we record and handle data. 
The object-oriented approach attempts to match those 
processes with IT procedures. According to Coad and 
Yourdon (1991), three methods of organization per­
vade our thinking about the real world: 

• differentiation of experience into particular objects 
and their attributes; 

• distinction between whole objects and their com­
ponent parts; 

• distinction between different classes of objects. 

It is not difficult to think of examples from geoscience 
in terms of rock types, fossils, stratigraphic units, geo­
logical processes and so on. For instance, here is an 
outcrop (object), somewhat overgrown and deeply 
weathered (attributes), beside the river and under the 
bridge (spatial relationships). The outcrop (whole 
object) consists of beds of sandstone (component 

parts), containing grains of quartz and mica (com­
ponents). It is interbedded (spatial relationship) with 
shales (different object class), and contains (spatial re­
lationship) fossils (different object class). 

Reality is a seamless web of infinite complexity, but 
the human mind can cope with only a limited amount 
of information at one time. Abstraction reduces the 
complexity by separating out a model dealing with a 
small number of things that are important to the pur­
pose in hand. AH words, language and data are 
abstractions and incomplete descriptions of the real 
world. There is, thus, no correct model of a situation, 
only adequate or inadequate ones. An object model 

describes the structure of objects in a system, their 
identity, relationships with other objects, attributes 
and operations. Common relationships are being (as in 
sandstone is a sedimentary rock), having (as in this 
sandstone has graded bedding) and doing. A dynamic 

model describes those aspects of a system concerned 
with time and the sequencing of operations — events 
that mark changes, states and organization, whereas a 
functional model captures what a system does, without 
regard for how or when it is done. 

Language, images, quantitative modeling and dem­
onstration all share the tendency to see the world in 
terms of objects, attributes and processes, from which 
may spring the noun, adjective and verb structure of 
our language (Leatherdale, 1974). Thus, communi­
cation in geoscience, by whatever means, concerns pro­

cesses (which cause things to change) and objects (the 
things of interest), the object classes, and their attri­

butes (properties, composition, relationships and beha­
vior). An object should not be constrained by 
information type. One object, such as a borehole 
description, might comprise a text description and a 
geographic reference. It thus includes both text and 
spatial information types, which might be stored separ­
ately and accessed by different software. Many of the 
objects invoked in a narrative have second homes in 
other, possibly more structured environments. For 
example, a paper describing a fossil locahty might 
include a list of species that could also appear in a 
paleontological register, and could be plotted on a 
map of fossil distribution, and hnked to a stratigraphic 
table. The user must therefore interface with distribu­
ted objects, related to various topics, and represented 
by a mixture of information types. 

Object classes, by definition, belong in a hierarchical 
sequence (H 5), inheriting attributes from classes 
farther up the hierarchy. Thus, sandstone may inherit 
properties from its superclass sedimentary rocks. A 
data model (I 2.2) can assemble object classes into 
topics, such as (examples in brackets): stratigraphic 
(formation), bibhographic (document), petrographic 
(thin section), paleontological (specimen of fossil). The 
topics are not mutually exclusive, so that a fossil 
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description could be both a paleontological object and 
a bibliographic object. Within each topic, rules and 
standards can ensure that information is consistent 
and comparable. The fossil, as a paleontological 
object, is named according to the rules of fossil 
nomenclature, described according to paleontological 
conventions. The fossil description, as a bibliographic 
object, is cataloged according to international rules. A 
single object may thus be firmly embedded in at least 
two topic areas. We return later (L 6.1) to the appU-
cation of object-oriented methods in analysis, design, 
programming and database work. 
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Abstract 

The information system must deal with the diversity of ideas in geoscience and their changes through time. To 
communicate information, ideas must be ahgned and molded to fit a shared view of the world. Change can be 
traumatic and may be deferred until obvious benefits force old ideas to give way to new, and even then individuals 
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1. Change 

The geoscience record is in constant flux. New ideas 
and new data are continually being added, and old 
ideas and data revised. Conventional methods struggle 
with limited success to maintain a record which is 
readily accessible and up to date. If we are to find bet­
ter ways, we need to form a view on how change 
works. IT must cope, not just with the changes it cre­
ates, but also with the diversity of ideas in geoscience 
and their changes through time. 

1.1. Flexibility and sharing knowledge 

The information system must be flexible in order to 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

respond to change. For example, words can retain 
their place in a growing science only because their 
meaning depends on the context. Think for instance of 
the word fault, and the ideas it might bring to the 
mind of field geologists using the concept to explain 
the outcropping of sediments of unexpected age, and 
possibly searching for landscape features to mark the 
fault as a line on the map. Their views of its character­
istics and connotations dilfer from those of, say, the 
seismic interpreter, the seismologist locating an earth­
quake epicenter, a prospector looking for fault-related 
minerals, or the structural geologist studying the move­
ment of continental plates. The same word used by a 
geologist a century ago would carry subtly different 
implications, embedded in the knowledge and thinking 
of the time. The computer engineer, for whom the 
word has a totally diff'erent meaning, could be forgiven 
for faihng to see even a metaphorical connection. A 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: S0098-3004(00)00046-7 
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keyword search for documents about faults could be 
unhelpful. Nevertheless, the ambiguity associated with 
analogy (part J, section 2.2) gives room for growth 
and extension of ideas. 

Information gains its meaning from its context. Geo-
science information is gathered and made available to 
the information system from a variety of large and 
small projects (I 8.1). The projects are not devised 
within the information system, but are undertaken for 
reasons that stem from their business setting, which 
determines the objectives. The objective may simply be 
to satisfy curiosity. More hkely the studies are directed 
to, for example: the search for oil and mineral wealth 
or help in its exploitation; collecting background infor­
mation for protection of the environment; avoiding 
geological hazards or optimizing land use; or an 
attempt to understand more clearly the processes that 
formed the earth. The project objectives affect the 
sampHng scheme, type of data, data collection method, 
and operational definitions. The data can be fully 
understood only through knowledge of the project and 
the approach used. 

The development of a model of some sort precedes 
and is the subject of every investigation. Data from 
different projects may use the same terminology but 
different models, and thus be misleadingly similar but 
not fully compatible. This is one reason why the con­
cept of a database as a pool of shared information (H 
3) must be approached with care in geoscience. The 
important relationships among projects may be 
between models rather than between datasets. It is 
entirely possible that the models may be implicit rather 
than explicitly defined, which adds to the difficulties of 
data integration. Furthermore, a range of alternative 
models (multiple hypotheses) may be considered in 
parallel within a single investigation, as advocated by 
ChamberHn (1897). Yet from a multitude of indepen­
dent projects there springs a coherent and integrated 
body of knowledge, as though coordinated by unseen 
hands. How does this happen, and how will it be 
affected by changing information technology? 

The scientific process strongly encourages a shared 
view of the world. Indeed, a primary purpose of 
science is to relate a myriad of observations to a few 
scientific laws. Explanation is the means of integrating 
numerous concepts and results. Conformance with 
accepted procedures is encouraged by peer review, edi­
tors and referees, examination boards, textbooks, and 
standards organizations. Industry may encourage stan­
dards, for example to make more efficient use of infor­
mation collected during hydrocarbon exploration. 
Government, with an interest in royalties and thus in 
the overall efficiency of the process, may reinforce this 
with legislation. On its own account, government may 
play a part by funding surveys of, say, topography, ge­
ology, soil science, hydrology, or oceanography. As 

long-term organizations, surveys tend to develop a uni­
form house style for investigation and presentation of 
their results. 

A benefit of a standard approach is that it simpUfies 
the exchange and integration of information. Object 
classes and their relationships, which can be defined 
formally in data analysis, provide a context into which 
new information can be fitted. Hypotheses are erected 
for further investigation and linked to the current hier­
archy of scientific laws. Standards are created by asser­
tion and negotiation; enforced or encouraged by 
custom, education, agreement, peer pressure and some­
times legislation. They all contribute to a shared frame 
of reference in which ideas are more readily exchanged, 
part of the map for scientific research (K 1.2). Estab­
lishing the relationships between models and harmoniz­
ing the underlying concepts is an important theme in 
the geoscience Uterature. 

There is, however, a trade-off, that is, some benefits 
are gained at the expense of others. Collecting data to 
be widely useful imposes an additional cost on a pro­
ject, possibly unnecessary for the immediate objectives. 
A standard approach hmits flexibiUty, and can lead to 
an unduly narrow view. Diversity arises from divergent 
objectives, fragmentation of discipUnes, rival or com­
petitive organizations seeking a new niche, research 
into new possibihties, availability of better or cheaper 
non-standard methods, and attitudes such as preferring 
ownership to communication of information. Diversity 
is particularly associated with the early experimental 
phase of a new development. As ideas mature, and a 
general paradigm gains wide acceptance, the emphasis 
of the science and the attitude of the scientists change 
from innovative to methodical. Standards are valued 
more highly. Exploratory investigations, which are 
knowledge-based and proceed by trial and error, may 
be supplemented by systematic, pre-planned rules-
based studies. 

Diversity also arises from ideas changing with time. 
Philosophers remind us that we can expect all scientific 
information ultimately to be wrong. Information repo­
sitories, such as the scientific literature, contain much 
that we accept, if only because the scientific commu­
nity has so far failed to disprove it. Other information 
we might regard as no longer entirely valid because it 
conflicts with more recent ideas or new data. However, 
there are many strands in a complex explanation and 
in the observations that support it. They involve ideas 
from many sources at varying levels of generality, put 
together in different ways to explain the same phenom­
ena. The POSC Epicenter Model (POSC, 1997) relates 
observations to "activities", thus bringing distinct ver­
sions of data, possibly collected at different times with 
other instruments or objectives, into the same setting. 

A study that we regard as based on unacceptable 
reasoning may contain information that has residual 
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value for unforeseen use in a new context. For 
example, a borehole description with unbelievable stra­
tigraphy might yield useful data on lithology. The use 
of analogy and metaphor introduces an element of 
ambiguity and flexibility to scientific reasoning (J 2.2). 
By permitting interpretation in several contexts, ana­
logy offers the prospect of reworking old material and 
finding residual value in otherwise obsolete infor­
mation. Its inevitable imprecision helps cross-fertiliza­
tion where data or ideas are placed in a new context. 
It is not surprising, in these circumstances, that a large 
part of any project is devoted to the difficult tasks of 
finding, assessing and reinterpreting earlier studies, dri­
ven by the need to accommodate change. 

1.2. Paradigms 

We tend to see what we look for, and more strik­
ingly fail to see what we do not look for. Minsky 
(1981), in his well-known work on machine intelligence 
and the human-computer interface, used the concept 
of frames to describe the intricate context in which 
ideas are embedded by the human mind. An idea com­
municated from one individual to another can be fully 
understood only if the recipient (man or machine) has 
an appropriate frame in place to receive it. In other 
words, the ability to grasp an idea depends on what 
you already know. Data dictionaries (H 3) reflect this 
concept by defining and placing in context the terms 
used to record data. Laszlo (1972) made a broader 
statement: "There is no theory without an underlying 
world view which directs the attention of the scientist. 
There is no experiment without a hypothesis and no 
science without some expectation as to the nature of 
its subject matter. The underlying hypotheses guide 
theory formulation and experimentation, and they are 
in turn specified by the experiments designed to test 
the theories." 

Observations are set within a framework of current 
ideas. Thus the neptunists, believing all rocks to have 
been precipitated from a primitive ocean, could not 
have been expected to interpret correctly, or even to 
observe, the features which identify Salisbury Crags (I 
3) as an igneous sill. During systematic examination of 
outcrops, however, unexpected features may be spotted 
which throw additional light on the nature of the 
rocks. Their significance may derive from analogies 
with observations elsewhere, or like Hutton's uncon­
formity, with present-day processes. In many cases 
they would not be noticed except by a trained geologist 
aware of their possible significance, just as graded bed­
ding, sedimentary structures or trace fossils must fre­
quently have been visible to, but overlooked by, earlier 
generations of geologists. 

Kuhn (1962), in his work on The Structure of Scien­

tific Revolutions, distinguishes between "normal" 

science and revolutions in science. Normal science is 
based on a well-established view of a science in which 
the practitioners share the same exemplars or para­
digms. Results are addressed only to professional col­
leagues, whose knowledge of a shared paradigm can be 
taken for granted, and who prove to be the only ones 
able to read the papers addressed to them. The para­

digm comprises universally recognized scientific 
achievements that for a time provide model problems 
and solutions to a community of practitioners. When 
the individual scientist can take a paradigm for 
granted, he need no longer in his major works attempt 
to build the field anew, starting from first principles 
and justifying the use of each concept introduced. 
That, as Kuhn dismissively remarks in his textbook, 
can be left to the writer of textbooks. 

The need for experimental work, according to 
Kuhn, arises from the immense difliculties often 
encountered in developing points of contact between a 
theory and nature. Observation and experience can 
and must drastically restrict the range of admissible 
scientific belief, else there would be no science. But 
they cannot alone determine a body of such belief. 
"The paradigm provides a map whose details are eluci­
dated by mature scientific research, and since nature is 
too complex and varied to be explored at random, that 
map is as essential as observations and experiment to 
science's continuing development" (Kuhn, 1962, p. 
108). Three classes of problem — determination of sig­
nificant fact, matching of facts with theory, and articu­
lation of theory — constitute the hterature of normal 
science. Research can be seen as a strenuous and 
devoted attempt to force nature into the conceptual 
boxes suppHed by professional education. Once the 
reception of a common paradigm has freed the scienti­
fic community from the need constantly to re-examine 
its first principles, the members of that community can 
concentrate exclusively upon the subtlest and most eso­
teric of the phenomena that concern it. 

One strong, but false, impression is likely to follow: 
that science has reached its present state by a series of 
individual discoveries and inventions that, when gath­
ered together, constitute the modern body of technical 
knowledge, in a process often compared to the ad­
dition of bricks to a building. That, Kuhn claims, is 
not the way that science develops. Discovery com­
mences with the awareness of anomaly — nature has 
somehow violated the paradigm-induced expectations 
that govern normal science. 

Kuhn quoted an experiment by two psychologists, 
Bruner and Postina, who asked subjects to identify 
playing cards on the basis of a very brief glimpse. The 
experimenters introduced occasional cards of anoma­
lous color, such as a black four of hearts. This was 
identified as the four of hearts or sometimes as the 
four of spades. Without awareness of trouble, it was 
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immediately fitted to one of the conceptual categories 
prepared by prior experience. When the brief glimpses 
were extended to a somewhat longer exposure, how­
ever, the subjects suffered acute distress and some 
broke down in confusion. Similarly, the emergence of 
new theories is generally preceded by a period of pro­
nounced professional insecurity, generated by persist­
ent failure of the puzzles of normal science to come 
out as they should. 

When the profession can no longer evade the 
anomalies that subvert the existing tradition of scienti­
fic practice — then begin the extraordinary investi­
gations that lead the profession at last to a new set of 
commitments, a new basis for the practice of science. 
A scientific theory is declared invalid only if an 
alternative candidate is available to take its place. A 
new theory is always announced together with appli­
cations to some concrete range of natural phenomena; 
without them it would not be seen as a candidate for 
acceptance. It is seldom or never just an increment to 
what is already known. " . . . schools guided by differ­
ent paradigms are always slightly at cross-purposes. At 
times of revolution, the scientist's perception of his en­
vironment must be re-educated — in some familiar 
situations he must learn to see a new gestalt. There­
after, the world of his research will seem, here and 
there, incommensurable with the one he had inhabited 
before" (Kuhn, 1962, p. 111). This intrinsically revolu­
tionary process is seldom completed by a single worker 
and never overnight. Kuhn quotes Max Planck: "a 
new scientific truth does not triumph by convincing its 
opponents and making them see the light, but rather 
because its opponents eventually die, and a new gener­
ation grows up that is familiar with it". 

Methodical 
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Fig. 1. Learning curve — the development of new technology. 
Techniques improve slowly at first, but initial success leads to 
investment and rapid growth, curbed eventually as innovation 
to a mature system shows diminishing returns. 

Kuhn concerns himself largely with development of 
theory, but claims that the distinction between novel­
ties of fact (discoveries) or novelties of theory (inven­
tions) is artificial. He also points out that it may be 
the endurance of instrumental commitments that, as 
much as laws and theory, provide scientists with the 
rules of the game. Computer support, for example, 
makes possible a systems view of geoscience and some 
reformulation of traditional geoscientific reasoning on 
a more rigorous mathematical basis. Fundamental 
change to the information system can have far-reach­
ing effects on the way science is conducted. 

1.3. Dynamics of change 

A plausible picture of the development of new tech­
nology is the so-called learning curve or S-curve like 
that of Fig. 1 (compare Coad and Yourdon, 1991). 
The vertical axis represents some measure of the 
appropriateness, success or value of a new develop­
ment, say, the automobile, the telephone, or the com­
puter. The first stage of invention and experimentation 
proceeds slowly until initial successes create interest, 
investment and consequent rapid development. Sub­
sequently, as the technology matures, progress is slo­
wed again by the law of diminishing returns. By then, 
the main framework of the system is fixed, and change 
is limited to slow, marginal improvement. 

Consider, for example, the procedures of geological 
mapping which took shape in the early nineteenth cen­
tury. An initial phase of discovery and invention was 
followed by experimental diversity and rapid progress 
as new methods of representing knowledge of spatial 
characteristics were developed (Rudwick, 1976). This 
in turn gave way to slow, systematic consolidation, 
building resistance to further change. Mapping 
methods were refined to the point where enhancements 
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Fig. 2. Crossing of two learning curves. New technology dis­
places the old when clear benefits appear. 
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became marginal, and consistency was valued above 
innovation. Thereafter, newcomers to the craft were 
trained to follow conscientiously a set of well-estab­
lished procedures. A blinkered view is a positive asset 
when knowledge-based work gives way to a rules-
based approach. Fig. 1 suggests desirable qualities in 
the practitioners at different stages of a maturing tech­
nology. 

Largely unheeded by the traditionalists, new sup­
porting technology is set to sweep aside assumptions 
on which their hard-won skills were based. Technology 
tends to displace existing procedures rather than sup­
port an entirely new departure. There are at least two 
distinct S-curves: one showing the development of the 
older technology, the other the new (see Fig. 2). 
During its initial development, the newer technology is 
unUkely to be competitive with the old. Not until the 
new technology has reached the stage of rapid growth 
do many workers in the field see benefit in adopting a 
new approach. Those able to accept new ideas may 
move ahead, supported by the new technology. Earlier 
information may need to be reworked or lost. But 
skilled workers who were selected for their conscien­
tious dedication to repetitive routine may be psycholo­
gically unwilHng to adjust. There is discomfort and 
risk in moving from a mature technology to a fast-
developing one. 

The information system as a whole is based on tech­
nologies that are being systematically superseded by 
computer-based techniques. Measured by cost-effec­
tiveness, the S-curves may already have crossed. But 
the curves are a gross over-simplification. There is no 
single paradigm shift. Change occurs at all levels of 
detail, and may have knock-on effects and implications 
for other levels. There are many strands of information 
technology applicable to various branches of geo-
science. No single, smooth curve can be examined to 
see where we stand. 

A better analogy might be a mountain which is sur­
rounded by many foothills and shrouded in impene­
trable fog. The obvious strategy in aiming for the 
summit is to go upwards. But when you apparently 
reach the top (because every direction leads downhill) 
you may merely be on one of the lower foothills. A 
research environment can be much like this, but with 
many workers throughout the world starting from 
different points and following different routes up the 
mountain. Despite the fog, research workers can get 
an idea of their relative success by shouting to one 
another, or more conventionally, communicating 
through conferences and the scientific literature. The 
individual who has reached a sub-optimal peak and 
hears shouts from above can take a bearing and pro­
ceed in the direction of the sound. Pushing the analogy 
a Uttle further, the researcher who is comfortably atop 
a low foothill might consider carefully before discard­

ing cherished ideas to make a long and dangerous tra­
verse, aiming for a higher foothill which, on arrival, 
might turn out to have been abandoned in its turn. 
This imposes a degree of stability in the system. For 
most research workers, only major benefits justify a 
change of direction. In these circumstances it is invalu­
able to gain some idea of the lie of the land. 

Inventions and new techniques, as well as new dis­
coveries, can displace earlier commitments despite 
inevitable resistance to change. Blackmore (1999) 
coined the term memes to describe ideas, skills, habits, 
stories, songs or inventions that are passed from per­
son to person by imitation. Taking a meme's eye view, 
she suggested how meme's evolved, meeting the prere­
quisites of evolution — variation, selection and her­
edity. If the process of science is seen as developing 
and testing models, then it is to be expected that, 
although the main body of geoscience knowledge is 
unlikely to be overturned in the foreseeable future, it 
will undergo continual amendment. Hypotheses will be 
disproved and new ideas emerge. The fittest, as selected 
by the scientific community, will survive. 

Within their own areas of specialization, scientists 
may actively seek inconsistencies in the paradigm, 
attempt to disprove proposed explanations and align 
the model to their own concepts, thus encouraging 
diversity and evolution of ideas. Outside their special­
ism, they are more likely to accept a consensus view. 
The impact of replacing a model and the knock-on 
effects on the remainder of the knowledge base are 
determined by the model's scope and relationships. In 
geoscience, ideas and methods change at all levels of 
detail, sometimes with knock-on effects creating minor 
incremental shifts and partial inconsistencies that rip­
ple gradually through the information system — para­
digm drift rather than paradigm shift. 

1.4. Reconciling ideas 

All individuals presumably have their own unique 
view of reahty, based on their personality, training and 
experience. By arranging and classifying the stream of 
sensory experience that impacts on short-term memory, 
they develop their episodic memory of events and their 
relationships, and the semantic memory defining their 
current world view (I 4). The ambiguity and inconsis­
tency of human thought make it possible for one indi­
vidual to hold incompletely defined opinions and a 
selection of alternative, possibly incompatible views. 
This has the advantage that a group of individuals can 
align their ideas with each other and reconcile their 
views when required for the purpose in hand. Their 
reconciliation probably does not extend far beyond the 
requirements of that purpose, and may not conform in 
every details. But it enables you to read and under­
stand this without necessarily believing a word of it. 
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Communication requires a common frame of refer­

ence, that is a shared viewpoint or set of presupposi­
tions, which can only be developed through education 
and training. The diversity of ideas and the difficulty 
of understanding subjects outside one's own chosen 
field suggest that alignment of ideas is incomplete, par­
tial and specific. Examples can readily be imagined 
among the group of students examining the outcrop (I 

3). Knowledge (justified true behef) can be seen as the 
product of a social system, that is, how people perceive 
each other and their shared activities. 

"No two people have a perception of reahty which 
is identical in every detail. In fact, a given person has 
different views at different times. . . . But there is con­
siderable overlap in all of these views. Views can be 
reconciled with different degrees of success to serve 
different purposes. By reconciliation, I mean a state in 
which the parties involved have negligible differences 
in that portion of their world views which is relevant 
to the purpose at hand. . . . For the purposes of survi­
val and the conduct of our daily lives (relatively 
narrow purposes), chances of reconcihation are necess­
arily high. . . . But the changes of achieving such a 
shared view become poorer when we try to encompass 
broader purposes, and to involve more people. This is 
precisely why the question is becoming more relevant 
today: the thrust of technology is to foster interaction 
among greater numbers of people, and to integrate 
processes into monoUths serving wider and wider pur­
poses. It is in this environment that discrepancies in 
fundamental assumptions will become increasingly evi­
dent" (Kent, 1978, pp. 202-203). 

It seems that the information system must cope with 
overlapping information from different sources, and 
with many, possibly contradictory, versions of the 
same ideas. It must provide mechanisms for retaining 
ideas in their historical context, and for individual 
users to sift out their own reasonably consistent work­
ing views, without losing sight of the alternatives. It 
must allow the geoscience community to evaluate, 
select appropriate models, and build evolving views 
into their current paradigm. 

2. Themes and problems 

The potential benefits of IT determine future 
directions, and a number of themes emerged from 
earlier chapters. One theme was integration. In con­
ventional systems, the scientist must cope with the 
separate interface and diff'erent content of a book, a 
map, a discussion group, a seminar, or a field 
study. Windows on a computer screen can offer a 
coherent view of the various information types, 
without undue delays and without Hbrarians or 
booksellers. Material can be filtered for relevance to 

the specific user and displayed appropriately. With 
matching procedures, the user can edit the result, 
and add new information as text, images or data, 
again with few delays in making the information 
available and with a reduced need for human inter­
mediaries. The screen on the desktop has many ad­
vantages. The map user can select the topics for 
display, pan to the areas of interest and zoom in 
or out to the level of detail required. The reader of 
text can follow references on the spot, search for 
keywords, and highhght passages for future refer­
ence. 

If the benefits are clear, however, it is also clear why 
they are for the most part potential rather than im­
mediate. The coherence of a well-planned document 
can be lost in a maze of hyperlinks. The accuracy of 
short-term memory cannot be brought into play when 
there are long delays in access over the Internet. Infor­
mation well-printed on paper is more attractive, more 
convenient to handle, has sharper resolution and is 
easier to read than anything on a screen. For detailed 
study, therefore, a printed version is desirable. It can 
of course be prepared on a desktop printer, even copy­
ing the original page layout if desired. Full-size maps 
are more difficult, as specialized printers of large size 
and high resolution are required to produce a good 
copy. Having selected the appropriate area, scale and 
topics on the screen, either small extracts can be pre­
pared on a standard printer, or a full-size copy can be 
prepared by an in-house print shop or by a carto­
graphic bureau. However, if conventional products are 
to hand, they are likely to be more convenient and of 
better quahty than their new-fangled equivalents. 

There are also more crucial problems. In geoscience, 
digital information for remote access scarcely exists 
outside the petroleum industry and some large organiz­
ations. Much information on the World Wide Web is 
too ephemeral for bibliographical reference, and, for 
commercial reasons, digital maps are of limited avail­
ability. Globalization, in the sense of worldwide 
exchange of information regardless of discipline 
boundaries, promises efficiency gains by reducing 
redundancy in information holdings and offering rapid 
access to comprehensive information resources. It 
depends on widely accepted global standards, but com­
prehensive standards for geoscience are not in place. 
There is considerable inertia in the system. 

Another theme was that of finding more flexible and 
rigorous expressions of the scientists' conceptual 
models. Quantitative, statistical and three-dimensional 
spatial models were mentioned as more complete and 
precise representations of scientists' ideas. Annotated 
photographs and video clips, keyed to the model, can 
help to connect the interpretation with observations. 
As methods of communication, they all fail if users 
lack the equipment or skills to receive the message. 
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The full benefits depend on the system as a whole 
being centered on IT, and therefore are also affected 
by the inertia just mentioned. 

The theme of metadata was seen as important for a 
number of reasons. To understand information, you 
must know how it was collected, and users therefore 
need access to project metadata. There is also a ten­
dency for different authors to attach slightly different 
meanings to terms used in papers and maps. It could 
be helpful to users to have metadata with precise defi­
nitions of the objects, and indications of where authors 
deviate from the standard definition. This can be 
achieved by hypertext links from the information to 

the metadata. Hypertext links from well-structured 
metadata can also help in searching for relevant ma­
terial. Starting from the list of topics and relationships 
in the metadata, it should be possible to trace paths to 
treatments of these ideas in the Hterature. Further­
more, if documents indicate their dependence on ear-
Her ideas and background theory through hypertext 
links, then they are positioned on a map of concepts, 
which could guide readers to relevant papers within 
their current understanding. As new ideas are intro­
duced, or old ideas questioned, the hnks could show 
the knock-on effects and the ripples of change. Again, 
however, there is a snag. Links with HTML on the 
World Wide Web are one-way Hnks to locations, not 
the necessary two-way and multiple links joining per­
sistent objects. 

Yet another theme was the evaluation of contri­
butions to the knowledge base. In some areas, such as 
the oil industry or in some geological surveys, the 
quality of data is assessed through rigorous procedures 
of documentation, checking and evaluation. The user 
may have more confidence in information coming 
from a 'brand name' of this kind. The editing and 
refereeing procedures of scientific journals should serve 
the same function in a broader setting. The relation­
ship of 'quality' to the intellectual foundations of the 
science is obscure, however. If there really is a set of 
ideas and studies generally seen as shared exemplars of 
how things are done in geoscience, there is no obvious 
mechanism for identifying that paradigm. Presumably 
individuals develop their own unique world views from 
rather fuzzy, overlapping and contradictory ideas. The 
paradigm appears to be a rather subtle concept, where 
the practitioners feel they know what is what and pass 
on the knowledge by nods, winks and tone of voice. A 
more explicit means of evaluating ideas would help 
them to evolve efficiently. It should involve the users 
as well as the providers of information. Again, it can 
only be part of the wider paradigm shift. 

A final theme is the business context, the issue of 
why geoscientists behave as they do, and what forces 
drive them. In that sense, business decisions will drive 
change. Inertia comes from the huge investment in ear­

lier systems, and the commitment of scientists and or­
ganizations to existing methods. Many have much to 
lose and little to gain from change. But on the high 
slopes, vast commercial enterprises are shifting their 
ground. Already, IT has brought about local changes 
throughout geoscience. Technical problems are being 
overcome. The potential to make money by reducing 
costs and improving efficiency may have the effect of 
gravity on a snowfield. When the avalanche finally 
starts to accelerate, it is only geoscientists who can 
determine whether or not the fallout benefits them­
selves and their science. That seems a good reason to 
fist the potential benefits, and consider where we want 
to go before we arrive. 

3. User requirements 

A reference list of desirable IT features in the overall 
geoscience information system can focus ideas and 
even serve as an idealized check-list for new systems. It 
must, however, be used with caution. Some features 
are not economic at current prices and some may not 
be available at all. Features that require long-term 
availability may conflict with rapidly evolving technol­
ogy (L 6, L 6.3). Other imply a change of attitudes 
which may take many years or may never happen. 
Most can be provided by other means. For example, 
user training or specialist support can reduce the need 
for user-friendly systems. Such a decision can have 
knock-on effects on other aims, however. For example, 
if you decide that computer speciaHsts should run the 
programs, this may rule out interaction between the 
user and the program. It follows that a broad appreci­
ation of overall developments and their interdepen­
dence is needed to make good decisions about even a 
small subsystem. 

If you draw up a wish list, that is, a list of features 
you would Uke to see in your own system, ask yourself 
what is practicable and how it can be achieved. If you 
draw up a user requirement — the basis for a contract 
with IT specialists to supply specific facilities or ser­
vices — compare the estimated costs of the system 
over its Hfetime with those of alternative solutions. It 
is unwise to lead the field where no-one will follow. It 
is unwise to follow others into a dead end. With these 
provisos, here, for future reference, is an annotated 
summary of some desirable features in an IT-based in­
formation system. 

Aide-memoire for a user requirement 

The information system includes recorded information 

and the processes that assemble information and build 

knowledge. Most geoscience knowledge is held in the 

minds of scientists, who communicate through the user 

interface with the rest of the system. Repositories store 

and manage recorded information for access by the orig-
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inators and others. Processes manage, manipulate and 

present the information, helping the user to understand 

its significance and make decisions. The business context 

determines the objectives of geoscience investigations, 

and the deployment and management of resources to 

achieve them. 

3.1. User interface 

Methods of accessing and supplying information 

should suit the users' ways of working and be easy to 

use, accepting and delivering appropriate information as, 

when and where required. 

1. User-friendliness. A consistent, simple user interface 
that matches the scientist's way of thinking, includ­
ing memory levels and modes of thought, should be 
used throughout. The system should support the 
specific needs of individual scientists; their joint 
needs within a workgroup; and communication with 
the world at large. The information system should 
be structured to reflect the processes of building 
knowledge from information. 

2. Coherence. The interface should be compatible with: 
other systems in geoscience and other disciplines; 
the business context; any geoscientific instrumenta­
tion that passes data to the system. It should switch 
readily between browsing existing information; add­
ing new information; and editing, analysis, manipu­
lation and presentation. 

3. Control. Originators of information, who best 
understand its significance and their procedures, 
should be able to determine the form and context of 
their contributions, and make them available with­
out delay. Users, who best understand their own 
requirements, should be able to customize the inter­
face to select information to meet their own specific 
needs and determine the form of presentation. 

4. Middleware. To maintain a straightforward and 
familiar user interface, middleware (L 2) should 
hide the complexities of distributed systems and 
software such as GIS and DBMS. It should assist 
access to powerful tools such as SQL or graphical 
selection. 

5. Hypermedia. Hypermedia links should allow differ­
ent types of information (text, spatial, tacit, struc­
tured) to be closely associated at all levels of detail, 
both in collecting the information and presenting it 
to the user. Within a narrative account it should be 
possible to embed spatial information and quantitat­
ive evidence and reasoning, supported by visualiza­
tion. It should also provide links to experts for 
advice, and pointers to archived cores, samples and 
specimens. An interwoven fabric of ideas should be 
supported through linkages between objects, pro­
cesses and metadata. 

3.2. Repository 

The repository should provide safe, long-term custody 

of information with ready access to comprehensive, 

appropriate, current, coherent and testable records. 

1. Integration. The repository may be partitioned 
according to information types, separating, say, 
documents, GIS and database for efficient manage­
ment. But recognizing that only a shared framework 
can make communication possible, the partitions 
should share well-structured metadata, with models 
which link objects regardless of where they are 
stored or how they are represented. 

2. Connectivity. The structure should support complex 
reasoning, including abstraction and generalization, 
through a network of links and cross-references 
among information in all its forms, including poin­
ters to that held in the users' minds. From the 
palimpsest of overwritten and updated stories, it 
should be possible to extract material filtered by 
source and topic, and to drill down as required to 
detail, to supporting data, or to less popular, con-
fficting or older views. Dependencies between ideas 
should be recorded to ensure that change at any 
point can trigger knock-on effects. 

3. Redundancy and reusability. The system should rely 

on connectivity rather than replication, for efficiency 
and to minimize confusion when changes are made. 
Later versions should be able to incorporate parts 
of the earlier by reference rather than repetition. 
Separation of metadata, objects and processes, 
should reduce redundancy and increase reusability. 

4. Granularity. Microdocuments and markup 
languages, such as XML (L 6.2), should make it 
possible to handle narrative information in smaller 
discrete portions (finer granularity). Existing systems 
for handling spatial and structured data (GIS and 
DBMS) lend themselves to fine granularity, and can 
thus complement the detail of subdivided text. 

5. Flexibility. It should be possible to identify rival 
paradigms, versions and views and to discover their 
different impHcations. From the same knowledge 
base, a range of software systems (interpreters) 
should support such activities as training; retrieving 
observations, interpretations or processes; develop­
ing ideas; and exploring analogies. 

6. Integrity. The evolving structure must cope with 
past, present and future knowledge. Versions 
should be frozen on acceptance and retained as 
necessary for historical reasons, preferably with lin­
kages to show their relationships with the metadata 
of the time. The system should be able to maintain 
valid current and historical references while coping 
with changing ideas, alternative versions and new 
information (including knock-on effects). Links 
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should not be left dangling when objects are 
deleted. 

7. Legacy information. Legacy information should be 
accommodated in its original form, together with 
any updated version where value has been added, 
for example by digitization and markup. The user 
should be able to inspect current views or views at 
some previous time and explore the development of 
ideas. 

8. Disposal. A clear disposal policy, which does not 
compromise the integrity of the system, should be 
defined and followed for ephemeral and obsolete 
material. Access should not be compromised by 
changing technology, nor safe custody by business 
priorities. 

9. Context and framework. Project objectives and de­
sign features that assist interpretation and evalu­
ation should be recorded. A document should be 
put in context by indicating the standards followed, 
together with a note of any divergence, or else carry 
a full data description. It should be possible to 
identify the background theory and previous work 
on which a document depends. These indicate the 
knowledge required to understand it, and thus its 
comprehensibility for a particular user. Information 
assembled by information communities and editorial 
boards (M 2) should provide coherent frameworks 
that strengthen the structure of the knowledge base 
as a whole. 

10. Metadata. Standards, and the metadata in the 
computer repository, are analogous to human 
semantic memory. They create guideUnes for orga­
nizing the information, and are essential for retrie­
val and coordination. Widely accepted standards 
should be followed, so that information can be 
more readily and more widely shared to greater 
effect. Metadata should reflect the ideas of the geo-
science community as a whole, appropriately con­
trolled through committees that consult widely (L 
5, L6.1). 

11. Evaluation. The results of evaluation should be 
generally available, supported by techniques such 
as quality assessment and branding. It should be 
possible to record diff"erent evaluations, and thus 
reflect changing opinions. Although older ideas 
should be retained, it is the fittest ideas that should 
survive and be the most obvious and accessible to 
the user. 

3.3. Processes 

Comprehensive procedures should be available for ac­

quisition, storage, processing, delivery and presentation 

of information. 

1. Search techniques. The system should simplify the 

process of identifying and reaching all recorded in­
formation relevant to the individual's needs, by 
organizing material within a clear browsable struc­
ture, and by offering comprehensive search pro­
cedures with indexes, summaries, keywords, spatial 
search, structured query language, and hyperlinks. 

2. Interaction. The advantages of the computer's pre­
cise rules-based activities and the user's fuzzy but 
extensive background knowledge should be com­
bined in interactive processing. 

3. Analogies. Explanation by analogy relies on the 
human mind, with its background knowledge and 
capacity for inference and intuition. A lengthy 
learning process is involved, imprecision and ambi­
guity being the price of flexibiUty of thought. The 
computer should help the scientist to detect and 
explore a wide range of analogous situations under 
interactive control. 

4. Reconciliation. The system should respond to the 
opinions and views of individual users, recognizing 
that these overlap extensively but seldom coincide. 
It should support negotiation to aUgn and reconcile 
(but not obliterate) alternative versions. 

5. Representation. Computer systems should make it 
possible to express conceptual models more fully, 
tied more clearly to the evidence on which they are 
based, in a form shared by the geoscience commu­
nity as a whole. They should provide effective rep­
resentation of geoscience knowledge through 
computer-based models and processes, such as visu­
alization and statistical and spatial models. 

6. Tacit knowledge. Processes should be available to 
communicate tacit knowledge by showing the lear­
ner how to do things by example, demonstration 
and practice. For example, annotated photographs 
and video clips can help to show the procedures and 
locations of observation at an outcrop, aUowing the 
reader to repeat the original procedures, and con­
firm the results or otherwise. 

7. Abstraction. Information should be available at 
different levels of detail or abstraction. Where poss­
ible, the process of abstraction should be auto­
mated, but in many cases will require human 
judgment and intervention. Standard levels of detail 
should be available to simpHfy comparison and inte­
gration with other datasets, as is current practice 
with maps at standard scales. 

3.4. Business aspects 

The geoscience information system should be relevant, 

profitable, and efficient in meeting the business needs. 

The business context of a project is relevant to the scien­

tific interpretation and should be recorded. 

1. Reduced costs. The need for paper publications and 
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their management in numerous libraries should be 
reduced through client/server communication. 

2. Disintermediation. Dependence on intermediaries 
and consequent delays should be reduced by compu­
ter support for word, data and image processing, 
and for search and retrieval. The complex tasks of 
managing a store of scientific information should be 
eased by computer support and indexing. 

3. Delayering. A directed flow of business and scientific 
information should support better decisions, simpler 
management structures and more efficient working. 
By making relevant information available to all con­
cerned, conclusions should be reached more rapidly, 
layers of management can be eliminated, and groups 
and individuals empowered to make decisions 
within the constraints of the system. 

4. Project management. The information system should 
be brought closer to business requirements by link­
ing it to project management and control. Project 
management and business aspects should be closely 
linked to the scientific system, as they bear on the 
planning and execution of each investigation. 
Descriptions of past, present and proposed projects 
should be available to help users to interpret the 
results and be aware of current developments. 
Within an organization, the information system 
strategy should be incorporated into the broader 
business plan. 

5. Standards. The system should discourage unnecess­
ary barriers to communication by recognizing the 
value added through compatibility and adherence to 
standards. 

6. Outsourcing. It should be possible to delegate some 
activities, such as information management, to a 
specialist organization. Assessment for quality, 
including adherence to standards, should ensure an 
efficient service to many users. 

7. Intellectual property rights. The reward system relies 

on intellectual property rights, which should be pro­
tected. Access should be controlled if necessary by 
entitlement indexes and encryption. 

8. Incentives. Participants should be motivated to drive 
forward all aspects of the system in a coordinated 
manner, by appropriate incentives and giving credit 
where it is due. Charging systems should be im­
plemented where appropriate. 
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1. Staying in the mainstream 

Having suggested some long-term user requirements 
(part K, section 3), we need to find a way forward 
which does not put earlier work at risk and leaves 
room to change course as future trends emerge, secur­
ing each step before taking the next We look at some 
work in progress that takes a long-term view, although 
rapid development means that it is too early to predict 
which ideas will eventually prevail. Indeed, by the time 
you read this, some may have been superseded. Never­
theless, we can learn from them, and with citation 
indexes or other tools to trace forward references, they 
can still be a useful point to start looking for the best 
current solution. 

To be cost-effective, the systems must follow widely 
used standards. The casual user simply cannot afford 
to learn techniques which are not of general appli-

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

cation. An information system must be updated 
periodically, migrating along paths supported only by 
estabhshed IT suppliers. For both reasons, it is better 
not to stray from the mainstream of information tech­
nology development. 

In the mainstream, we can detect the influence of 
three major tributaries, each from a separate source. 
They spring from the text-based information of pub­
lishers and librarians; the images and spatial models of 
geographers and cartographers; and the structured 
data of knowledge and databases. Different technical 
approaches characterize each tributary (L3-L5). 

2. User interface and middleware 

As chronicled in Byte (see, for instance, Orfali et al., 
1995), it seems to be widely accepted that communi­
cation will continue developing within a client/server 
framework, as this makes it possible for each user to 
access a wide range of information sources maintained 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
PII: 80098-3004(00)00047-9 
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by many providers. This applies within an organization 
where information is shared by cooperating groups 
through an intranet, as well as between organizations. 

The graphical user interface is evolving into a net­
work user interface (Halfhill, 1997). This has the po­
tential to mediate among diverse repositories, access 
distributed objects and assemble information from 
many sources. It can incorporate earher developments, 
such as SQL databases and groupware, as well as 
document management and geographic information 
systems. A layer of software, sometimes referred to as 
middleware, can be introduced to shield the user from 
the complexities of the underlying software. It enables 
a consistent user interface to control a range of diverse 
systems. Where a complex interface is needed because 
of the complexity of the operations, the middleware 
may be bypassed to tackle the problem on its own 
terms. 

The widely adopted point-and-click user interface to 
the network seems appropriate for access to much geo-
science information. A browser can link to narrative 
text, spatial data and interpretations, structured data­
bases, computer models, references to material and 
links to experts. However, browser software based on 
HTML is inadequate for many purposes. For example, 
in order to integrate narrative, spatial and structured 
data, we might make use of separate interworking win­
dows for the different information types. In this way, 
the user could view, say, a report, map and database 
side by side, or iconize a window when it is not 
required. The information in the different windows 
should share definitions of objects, so that when, say, 
an outcrop is described in the text, its location can be 
highhghted on the map. Descriptions of fossils found 
there could be illustrated by annotated photographs. 
The windows' contents should be synchronized, per­
haps through a joint table of contents, so that when a 
new topic is introduced in the text, the map changes to 
match, and vice versa. This opens the prospect of 
handUng compound documents with fully integrated 
information types (J 1.8, L 6). Web pages currently 
rely on HTML for most linkages. Because of the need 
to integrate information types and maintain two-way 
links, it is too limited for a full geoscience network. 
The more versatile XML — Uke HTML, a subset of 
SGML (E 6) — is an obvious future candidate for 
Web pubHcation. It can provide a consistent user inter­
face, mediating among the various retrieval systems. 

3. Text-based information 

Computer-mediated communication can cost much 
less than conventional publication (B 1). The calcu­
lations take no account of the costs of computer net­
works, application systems, and training, any more 

than teaching users to read is included in publication 
costs. Potentially, however, there are also important 
scientific advantages. We saw earlier (B 1) how pub­
lishers were attempting to extend the idea of a scienti­
fic journal, by providing hypermedia features. Other 
electronic journals such as D-Lib (D-Lib, 1995) offer 
more or less conventional content, but are published 
on the World Wide Web. Some, such as Byte.com 

(1994), provide extracts from printed journals, and 
most major pubHshers offer at least tables of contents 
on the Web (H 2). Some, such as PRO LA (described 
next), attempt to provide a preprint, library and 
archive service. For obvious reasons, IT journals are in 
the forefront, but all scientific literature is in the line 
of IT fire (Butler, 1999). 

Parts of the physics community, notably in high-
energy physics, have made rapid progress in moving to 
electronic publication. Thomas (1998a,b) reviews the 
progress of the Physical Review On-line Archives Pro­
ject (PROLA), and similar activities can be monitored 
at various Web sites. 

There are three elements to the PROLA vision. The 
first is the preprint server, which provides rapid publi­
cation of results with open access and the opportunity 
for readers to record comments. This has now been in 
successful operation for some years. The second el­
ement is the peer-reviewed, edited journal. This is seen 
as essential for offering validated, certified statements 
of accepted progress. The authors need this as a 
measure of the value of their contributions, which may 
determine their career prospects. Readers need it to 
reassure them that the material is of value and widely 
accepted. The edited journal can be published electro­
nically, probably with a companion paper copy for 
continuity and to meet the needs of libraries. 

The third element is the electronic archive of past 
published papers, with facilities for browsing, searching 
and database retrieval. The electronic archive requires 
constant support dnd updating, partly to maintain 
links and references to and from older articles, but 
mostly to keep up with technical advance. Frequency 
of access to each document can be recorded as a useful 
guide to readers, and could be extended to take their 
evaluations into account. Logically, publication would 
consist of adding each new article to the archive, 
rather than placing it in a separate electronic journal. 
But back in 1999 that stage had not been reached. 

So-called legacy information, collected in the past 
according to earlier standards, can be converted to an 
electronic form. Conventional printed publications can 
be scanned page by page, and stored, transmitted and 
displayed or printed as an image of the original. For 
many purposes, this will be adequate. Full text can be 
searched, edited and formatted, if need be, by optical 
character recognition (OCR) from the image, key-
boarding from the original, or reusing the initial word 
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processing if it is available (C 5). If required, the orig­
inal layout can, at a cost, be preserved. Also at the 
cost of additional human effort, the original text can 
be marked up (D 6) for more detailed reference. Well-
known projects include Project_Gutenberg (1999), 
which stores digital text of old documents and JSTOR 
(1995), which digitizes journals from the humanities. 
Their methods, contents and costs are described on the 
Web. Copyright is a significant constraint on these 
developments. 

Existing publications must be preserved in their 
existing form, but in many cases could also be 
reworked and included in a more comprehensive infor­
mation system. For example, by archiving current 
reports in SGML, it becomes easier to categorize small 
parts of a report separately, and thus to hnk them pre­
cisely to related documents and metadata. Present-day 
definitions and models for geoscience can only be cre­
ated by specialists, and are likely to remain distinct 
from those of other disciplines. However, speciaUsts 
from other subjects must be able to access and under­
stand geoscience metadata and vice versa. Procedures 
for recording definitions and models should therefore 
conform to global standards. We noted however (K 
1.1) that, for good reasons, meaning depends on con­
text. The full subtleties of meaning of old records may 
never be translatable into modern usage, but must con­
tinue to rely on human interpretation. 

Having obtained electronic documents, the next step 
is to consider how they can be organized within a 
repository. The technical design of a digital hbrary is 
reviewed by Arms (1995), and set out in more detail 
by Kahn and Wilensky (1995) and Arms et al. (1997). 
Just as a conventional research library stores more 
than just books, so the digital library will store many 
types of digital material, including text, pictures, musi­
cal works, computer programs, databases, models and 
designs, video programs and compound works contain­
ing many types of information. Unlike a conventional 
library, the digital library can supply information 
which is not identical to that held in store. For 
example, a subset of data may be retrieved from a 
database, or a stored figure field may be supplied as a 
contour map or a perspective view. Because the Hbrary 
functions differently, some new terms are needed. 

In the Kahn-Wilensky architecture, items in the 
digital library are called digital objects. They are stored 
in one or more repositories and identified by handles. 

Information stored in a digital object is called content, 

which is divided into data and information about the 
data, known as properties or metadata. The reposi­
tories must have unique names, and the digital object 
handles must also be unique. Their names must there­
fore be authorized by designated naming authorities. 

Depositing and accessing objects is accomplished using 
a defined repository access protocol. A transaction 

record, associated with the digital object, can record 
transactions, such as the time and date of deposit and 
of each request for retrieval, the identity of the 
requesting party, and any applicable terms and con­
ditions, including amount and method of payment. A 
mutable digital object, unlike an immutable one, may 
be changed in certain ways after deposition, and may 
be designed to change with time. 

The unique identifier or handle is itself a complex 
topic because, unlike the Uniform Resource Locator 
(URL) for accessing Web documents (E 4), it must 
persist for a very long period, probably much longer 
than the computer system or the organization that cre­
ated it. It must be independent of the location at 
which the information is stored, compatible with ear­
lier identification systems such as ISBN (H 2), and 
capable of evolving to meet long-term future needs. It 
should be able to identify fragments, composites, 
copies and versions of the information. These issues 
are discussed by Paskin (1997) and Green and Bide 
(1998). The Association of American Pubhshers has 
collaborated with the work described earlier to specify 
a Digital Object Identifier (International DOI Foun­
dation, 1999) in an important initiative to track copy­
right ownership of electronic publications. 

Web search engines help the user to locate relevant 
documents (Lynch, 1997), but tend to reflect words 
rather than their significance. The sad tale is told of a 
search for a project leader named Dr Cook (SHOE, 
1999). A search for a combination of "Cook" and the 
project name yielded nothing. Searching for "Cook" 
alone provided over 200,000 documents covering 
everything from haute cuisine to a New Zealand Strait. 
Unlike libraries, the Web was not designed to support 
the organized publication and retrieval of information. 
A more structured search is possible using metadata to 
help users to locate relevant information, and to assess 
its reliability and suitability for their purposes. An 
annotated list of current Web documents on metadata 
is available (IFLA, 1995). 

The Dublin Core (DCMI, 1998) is a leading candi­
date for recording metadata that helps users to find 
items on the Internet — the equivalent of the rules for 
a library's card index catalog. It is a cut-down equival­
ent of cataloging schemes currently used by librarians 
(Miller, 1996). It includes such information as subject, 
title, author, publisher, date, spatial and temporal cov­
erage, and is intended to be simple enough for the 
author to supply the required metadata. Links can be 
included to documents which define the terms used. 
Rust (1998) mentions some limitations. It is one of sev­
eral metadata packages, for example, for terms and 
conditions, archival management, administrative meta­
data, which will evolve to support the digital Hbrary as 
modules within the Resource Description Framework 
(Miller, 1998). 
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The G7 nations and the European Commission have 
organized a joint project to provide an information 
locator service with an emphasis on global environ­
mental information (GILS, 1997). They extended the 
Government Information Locator Service, which is 
used in the US Federal Clearinghouses and State 
agencies, and renamed it the Global ILS (Christian, 
1996). GILS, which is built on the Z39.50 standards 
mentioned in H 2, is designed to make it easier to find 
objects, in electronic or any other form, including 
documents, people and specimens. 

The examples in this section suggest how geoscience 
can follow mainstream developments that stem from 
conventional document handling. Publishers and 
librarians are extending the concept of a document to 
include electronic content, thus altering ideas about 
what constitutes pubUcation. During the transitional 
period, geoscientists may have to learn again how to 
find information and present their results, not once but 
many times. 

4. Spatial information 

Geoscience information is generally linked to geo­
graphic location, and catalogers regard this as an im­
portant aspect of the metadata and an aid to retrieval. 
The hbrarians' approach has been to catalog geo­
graphical areas by name or by enclosing rectangles 
specified by maximum and minimum coordinates. 
Some services, such as the Spatial Information Enquiry 
Service (SINES) run by the British Ordnance Survey, 
followed the same route. Although it adds value by 
bringing together many sources, the copies of metadata 
supplied by the information holders soon get out of 
data. 

Geographic Information Systems (GIS) can handle 
the precise boundaries of spatial objects. Their three-
dimensional form can be interpolated and stored 
(Gocad, 2000) and made available through standard 
interfaces such as VRML (Moore et al., 1999; Web3D 
Consortium, 1999; E 6). The main GIS vendors offer 
products that make it possible to visualize these objects 
as maps available to a Web browser. Information is 
available on their Web sites (Culpepper, 1998). It is 
therefore possible to give general overview of the geo­
graphical distributions of datasets on the World Wide 
Web, and for the user to select points or objects for 
retrieval of additional information. It can also be poss­
ible to provide more detailed information from a local 
GIS using the same user interface. Given adequate 
bandwidth and an appropriate system design that 
ensures that the user is not overwhelmed with needless 
detail, electronic delivery of maps (EDINA, 1999) and 
satelUte imagery (Microsoft, 1998) is set to proUferate. 
The Web sites of the geography departments of well-

known universities give references to other examples. 
The illustrations (Fig. 1) from the British Geological 
Survey geoscience index show how the user can zoom 
in on an area of interest, select an item and obtain ad­
ditional data about it. 

Users, however, may wish to assemble spatial infor­
mation from many sources, not just for one proprie­
tary system, and to manipulate that information with 
GIS facilities on their own client computers. As with 
library documents, problems arise in finding and asses­
sing data because of inadequate metadata, and pro­
blems of obtaining and integrating datasets because of 
inadequate middleware and failure to conform to stan­
dards. Current standards are reviewed by Albrecht 
(1999) and Ruber and Schneider (1999). Standards for 
representing geologic map information are being 
extended through a collaborative eff'ort led and docu­
mented by the United States Geological Survey (1998). 

The United States government is funding a National 
Spatial Data Infrastructure (Federal Geographic Data 
Committee, 1998) as part of their National Infor­
mation Infrastructure. The creation of the National 
Geospatial Data Clearinghouse (1999) is part of this 
activity. Its aim is "to make data easier to find by sup­
porting the evolution of common means to describe 
and share geospatial data sets". The data sets and 
metadata are held and maintained by those responsible 
for them, but accessible through the common stan­
dards. Other national counterparts, such as the UK 
National Geospatial Data Framework, propose a simi­
lar approach (NGDF, 1999). 

The Open GIS Consortium (1996) is a consortium 
of the major GIS vendors and users which is working 
on the development of middleware (L 2), to isolate 
users from the details of lower layers of software. They 
aim to provide an Internet interface which is "not lim­
ited to the hyperlink and scrolling page mode of oper­
ation typical of Netscape, but supports the rich 
windowing graphics familiar to GIS users". They have 
prepared a detailed guide which includes a full account 
of the underlying concepts (Buehler and McKee, 
1998). It sets out a framework for interoperability, 

defined as "a user's or a device's ability to access a 
variety of heterogeneous resources [data and programs] 
by means of a single, unchanging operational inter­
face". The aim is that geospatial objects and the com­
puter processes to manipulate them, obtained from 
many sources, should all work together, supplying 
results to any of a wide range of desktop cUents. They 
have developed the Open Geodata Interoperability 
Specification (OGIS) — "a specification for object-
oriented definitions of geodata that will enable devel­
opment of true distributed geoprocessing across large 
networks as well as development of geodata interoper­
ability solutions" (Schell et al., 1995). 

US Mihtary proposals point to a significant diver-
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gence from the librarians' approach (Larsen, 1998; 
GeoWorlds, 1998). One proposal is, for reasons of 
cost and efficiency, to replace their current huge 
volume of documents (maps, images and terrain 
models) with a "framework" spatial database with 
global coverage including the ocean floor. They 
intend that users should express their requirements 
in terms of area and topic, rather than named pub­
lications and other products. The response will pro­
vide data for the required area at the resolution 
and for the topics required. These could include 
imagery, terrain models and "features" traced from 
the original imagery, such as roads, rivers, and 
population centers. Although where possible the 
basic data is highly detailed (up to one-meter resol­
ution from orthorectified photography), it would 
usually be supplied in a compressed form of appro­

priate resolution, generated from the scale-free basic 
data. The database could thus no longer be 
regarded as a library of discrete documents. An 
example of such an approach, coping with heavy 
usage of a large database, can be seen in TerraSer-
ver (Microsoft, 1998). 

The flexibility of handling spatial data within a 
GIS means that it must bulk large in the future of 
geoscience. Internet links to Web browsers already 
provide worldwide access to GIS systems, which are 
becoming more robust and easier to use. There is 
some conflict between the discrete documents 
described in Section 3 and the potential to explore 
spatial data across project boundaries. There are cor­
responding problems in regarding a contribution to a 
GIS as a publication. In principle, however, a seg­
ment of a GIS could remain in that environment 
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Fig. 1. Finding data with a spatial geoscience index. The area of interest is selected from an index map or a gazetteer. Specific 
topics, here borehole locations, are selected for display on the detailed map. Information referring to an individual item, such as 
scanned images of a borehole log, can then be displayed in their spatial context. Extracts from the BOS Geoscience Data Index. 
British Geological Survey ©NERC. All rights reserved. Base maps reproduced by kind permission of the Ordnance Survey 
©Crown Copyright NC/99/225. 
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Lexicon Entry Details 

Lithological Description: 

Feldspathic sandstones, fine- to veiy coarse-grained, inleibedded with grey siltstones and mudstones. 
NOTE: Millstone Gtit was originally used in roughly the same sense as is intended now for Millstone Giit 
Group; Millstone GtitSehes was a chronostratigraphical term, introduced later, and s3rnonymous with 
Namuhan; this usage should be discontinued. 

Definition of Lower Boundary: 

First incoming of dominant feldspathic sandstones in a sequence of Namurian strata: egMamTor 
Sandstones, LongnorSandstones, Ashover Grit, andPenctte Grit. 

Definition of Upper Boundary; 

Incoming of Coal Measures facies at top of Rough Rock, or more precisely at base of Subcrenatum Marine 
Band, where present (Earp and others, 1961, p.10^. 

Thickness: 

Not known. 

Geographical Limits: 

Central Pennines, Midlands, 

Parent Unit: 

Previous Name(s): 

MILLSTONE GRIT. 

Alternative Naine(s): 

onshore and offshore. 

MILLSTONE GRIT FORMATION 

Parent Unit Code: 

Previous Code(s): 

MO 

Stratotjrpes: 

Reference Section For base of Group: Blake Brook, base of Longnor Sandstones (Aitkenhead and others, 

1985. p.84 and fig. 28; measured section SK06SE/17). 

Reference Section For base of Group; Tansley Borehole at 462 ft 7 ins depth. Base of siltstone/sandstone of 

Ashover Grit resting on Edale Shales (Ramsbottom and others, 1962). 

Reference Section For base of Group: Stream sections, Edale (^tevenson and Gaunt, 1971, p.21CF). 

Reference Section For base of Group: little MearleyClough: waterfall at base of Pendle Grit (Earp and 

others, 1961, fig.8 andp.llS). 

Type Area Numerous natural sections, central and south Pennines. (National Grid areas SD, SE, SJ, 
SK). 

Reference(s): 

Ramsbottom. WH C, Rhys, OH and Smith. EG, 1962, Boreholes in the Carboniferous rocks of the Ashover 
district, Derbyshire. Bulletin of the Geological Siorvey of Ore at Britain. 19, pp.75-168. 

Aitkenhea4 N. Chisholm. JI andSteverison, I P. 1985 Geology of the country around Buxton, Leek and 
Bakewell. Memoir of the British Geological Survey, Sheet 111. 

Stevenson IP and Gaunt, G D, 1971. The Geology of the Country around Chapel en le Frith. Memoir of the 
Geological Survey of Great Britain. 

Earp, J R and others, 1961. Geology of the country around Clitheroe andNelson. Memoir of the Geological 
Survey, Sheet 68. (En^and and Wales), p.5 and 104. 

Phillips, J, 1836. Illustrations of the Geology of Yorkshire, part II. The Mountain Limestone District. 2nd 
Edition. Murray of London, p J8,61,72 and plate 25. 

Aitkenhead, N, 1992. Geology of the country aroxindOarstang. Memoir of the Geological Survey of Great 
Britain, Sheet 67. (En^and and Wales). 

1:50K maps on vHhich the lithostratigraphical unit is found, and [map code] used: 

Map Code Sheet Name 

E20[Mq Newcastle upon Tynf 

E24[MG] Ims&i 

E59[MG] Lancaster 

E67(MG] Gatatang 

E231[d4] MttXtmTv^ifil 

E232PWG] Abetgaveniiv 

E233[d4] Moiimfiuth 

E234[d4] Qkac&m 

E245[d4] Pembroke 

E247[d4] SwmsiK. 

An<>tter.0y?IX.2 

BGSHorm IBQS Products IBGS Services I Coniaci Points IBGS Livisions I Erdarnal Links 

t??.^/'lt-M.>'^>'^'^ I Wj£t'^^^^>''' IP>'es.Pn->dud£I^t? Contents 

Fig. 2. Metadata for a stratigraphic name. British Geological 
Survey ©NERC. All rights reserved. More on the BGS Stra­
tigraphic Lexicon at http://www.bgs.ac.uk/scripts/lexicon 

while also being pubHshed as an integral part of a 
larger text-based document. 

5. Structured data 

Within a project, data (including quantitative and 
indexing information) are often collected as tables. 
This encourages consistency, with the same variables 
being measured or recorded in the same way at many 
points. Detailed metadata, with definitions and oper­
ational procedures, can help to ensure that the data 
are collected consistently (H 3). Each project, however, 
has its own business setting and background. There­
fore, there may be subtle as well as major differences 
between projects, which make it difficult to compare 
their results. The metadata can help to translate 
between alternative terms and thus aid integration of 
data sets, although they do not provide the deeper 
understanding that can be gleaned from written 
accounts. Global projects, for instance, in seismology, 
geomagnetism and oceanography, rely on detailed 
standards so that many investigators worldwide can 
contribute to a shared database. 

Workers in machine intelligence have carried this 
process further, with the aim of creating large knowl­
edge bases, which not only contain information, but 
also the means of making logical deductions from it. 
As part of this an "ontology" is prepared, defined as 
"a specification of a conceptualization" (Gruber, 
1997). A conceptualization is "an abstract, simplified 
view of the world that we wish to represent for some 
purpose". The ontology defines the objects, concepts 
and other entities, and the relationships between them. 
It is analogous to the data dictionaries and data 
models (H 3) that define the terms in a database and 
their relationships. In geology, for example, one might 
expect to find a definition of, say. Millstone Grit, in 
terms that the Stratigraphic Lexicon might use, some 
means of defining its hierarchical and positional re­
lationships within the stratigraphic column, and an in­
dication of the scope, validity and provenance of the 
term (Fig. 2). 

Ontologies are an experimental means of labeling 
Web documents, using Simple HTML Ontology Exten­
sions (SHOE) (SHOE, 1999), in order to make 
searches by web robots and intelligent agents more 
effective. Ontologies also appear in ambitious schemes, 
such as Ontolingua, for knowledge sharing and reuse 
(Stanford KSL Network Services, 1996). A large work­
ing implementation of such an approach, involving a 
metathesaurus giving information about specific con­
cepts and a semantic network defining relationships, is 
described at the US National Library of Medicine web 
site (National Library of Medicine, 1998). 

A less rigorous scheme for assembUng definitions 
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of concepts is the virtual hyperglossary advocated 
by Murray-Rust and West (1998). Glossaries can be 
submitted and revised on any subject from any 
source, subject to editorial scrutiny. It is accepted 
that vocabularies overlap, and words do not necess­
arily carry the same meaning, in different subjects. 
The words are arranged in alphabetical lists: click 
on the word for its definition, relationships and 
other relevant information and references. Its bias is 
towards organic chemistry, and there are many mol­
ecular diagrams of nodes and hnks: point to the 
node to see the name of the component, click to 
see its definition. There is clearly an analogy with 
entity-relationship diagrams. 

The most coherent and extensive data model to 
include aspects of geology and geophysics is the 
Epicentre Model (see Fig. 5) of the Petrotechnical 
Open Software Corporation (POSC, 1993), much of 
which is now available on the Web (POSC, 1999). 
POSC is a consortium where major oil companies 
are represented, together with some IT companies, 
surveys and other organizations. An objective is to 
save many tens of milhons of dollars every year by 
sharing information repositories, and accessing data 
more efficiently. This requires standards for intero-
perabihty in oil exploration and production data. 
The Epicentre Model has a number of sub-models 
for such topics as: spatial models, geographical 
referencing, cartography; stratigraphy (litho-, chrono-
, bio- and seismo-); materials and substances, rocks, 
minerals and fluids; stratigraphical and seismic in­
terpretations; geophysics (seismic, gravity, magnetic, 
electrical); wells, downhole logs, samples and cores; 
remote sensing; organizations, documents, personnel 
and activities; equipment, procedures and inven­
tories; reservoir characteristics; computer facihties, 
software, users and data administration. Data dic­
tionaries and entity-relationship diagrams are used 
in all of them to provide a definition of the com­
mon currency in which geologists express their 
ideas. The information is also supplied on CD-
ROM for those with uncomfortably slow Internet 
hnks. The model is compatible with more general 
international standards, and can thus support 
searching and integration of data within and beyond 
geoscience. 

As with data in a GIS, quantitative measurements 
may be held within a rigorously structured database. 
The database may contain contributions from many 
sources that meet the standards defined in the meta­
data. They may be referenced from a text document, 
thus being fully reviewed and seen as part of a publi­
cation. Computer programs can follow similar pro­
cedures. For example, the International Association 
for Mathematical Geology makes the programs and 
data described in their publications freely available for 

downloading to the user's computer (lAMG, 1995). 
We catch a first glimpse here of geoscience documents, 
published complete with links to their electronic 
appendages, placed in their business, spatial, and quan­
titative context through shared standards described in 
metadata. 

6. Integration 

Future information technology should have no 
boundaries, and therefore few features specific to geo­
science, whose needs should be identified and met 
within the mainstream. Levels of human memory, such 
as semantic, episodic and short-term, have their 
counterparts in the information system. 

6.1. Sharing metadata 

At a semantic level, we have seen (L 3-L 5) how 
metadata developed. From the Hbrary background 
came the concepts of the digital library architecture 
and of a classification of knowledge, for cataloging 
documents and searching by concept or keyword. 
From geographic information systems came the spatial 
model for describing the location of objects in space, 
their spatial pattern and relationships, and the active 
map for spatial search. From database management 
came data dictionaries, data models, structures to 
reduce redundancy, and query languages for retrieval 
by categories and quantitative values. From knowledge 
base work came the ontology to "specify a conceptual­
ization". As each group generalizes their work into a 
wider IT context, the cataloging systems, data models, 
spatial models and ontologies begin to overlap and 
amalgamate. Examples, notably from POSC (1999), 
show how a shared framework can operate and how 
users can benefit from large-scale, collaborative pro­
jects. 

Metadata are concerned with standards; classifi­
cation and nomenclature; patterns of investigation; 
and data models and definitions of object classes. 
Object classes (H 5) form a hierarchy, classes at lower 
levels inheriting properties from those at a higher level. 
A Millstone Grit object, for instance, would inherit 
appropriate properties that apphed to the Carbonifer­
ous as a whole (see Fig. 2). Hierarchies of terms are 
familiar in geological classifications, for example, in 
paleontology, petrography, lithostratigraphy, chronos-
tratigraphy, and in spatial subdivisions. Each of these 
can be regarded as a topic, and a data model (H 3) 
can depict the relationships of classes within that topic 
(see Fig. 5). At a higher hierarchical level, another 
data model might show relationships between topics. 
Internationally accepted definitions of objects and pro­
cesses, their relationships, and the hierarchy of object 
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classes, are all vital to a widely shared understanding 
of the geoscience record. 

The definitions and characteristics of geoscience 
object classes are (or should be) the same regardless of 
information type or mode of representation. A for­
mation, a fossil, or a logging tool, should be the same 
whether it is illustrated in a diagram, drawn on a map, 
listed in a register or described in a report. Metadata 
should be kept distinct from documents recording 
scientific findings. This allows more appropriate man­
agement and more flexible communication and reuse. 

6.2. Linking topics 

A striking feature of the POSC Epicentre Data 
Model is its separation into self-contained topics. Each 
data model represents one topic within the information 
base, and should therefore provide users with access 
routes to information which reflects their specific inter­
ests. For example, a spatial model might be appropri­
ate where information was required about a particular 
point or area. A data model for paleontology would 
be appropriate where a particular species is of interest. 
The two models should be usable together where fos­
sils of that species in a particular area are required. 
The business model (where business is used in the 
broad sense to identify the objectives and procedures 
for a study) might also narrow the search by guiding 
users to studies with similar objectives to their own. 

Within a project, links between topics tend to 
involve interpretation, often by comparing visuaUza-
tions of spatial models, each arising from a different 
topic, and relying on human perception, intuition and 
background knowledge. For example, data from a seis­
mic survey might be assembled and processed to pro­
vide a contour map of a seismic horizon. Downhole 
logs might provide a similar map of a nearby for­
mation top, and the two maps might be compared by 
eye. Individual seismic values, however, are not com­
pared with individual well picks (G 2). 

The spatial patterns and relationships of the two 
topics are of interest, although deciphering each pat­
tern is a task performed largely within the topic area. 
Nevertheless, the life of the geoscientist is made much 
easier by an interface which is similar in all topic areas 
and enables results from diff̂ erent topics to be 
assembled and compared as compatible spatial models 
(G 2). Spatial models which describe geometric forms 
in terms of points, lines, areas and volumes can be 
positioned relative to the Earth. The geometric objects 
can then be linked to geological or other features, so 
that, for example, a line represents a borehole, and 
surfaces represent the formation tops that it intersects. 

An object describing a formation could be linked 
(with reference to a stratigraphic model) to formations 
above and below, and to broader, narrower and re­

lated stratigraphic units. It could be linked (with refer­
ence to a spatial model) to adjacent, smaller and larger 
areas. This would make it possible to move from sum­
mary to detail or vice versa, on the basis of level of 
spatial resolution, stratigraphic discrimination or both. 
At the cost of a more structured and therefore less 
flexible framework, repetition, redundancy and conflict 
within the information can be reduced. 

The tools for doing this are preUminary analysis to 
match the information to a coherent structure, and 
markup languages to implement that structure. The 
Extensible Markup Language (XML) makes it possible 
to categorize information, such as sections of a report, 
by tying them to metadata, thus superimposing onto-
logical classifications on the sections of text (Bosak, 
1997). XML also provides a means of building objects 
into more than one hierarchy, thus making the tra­
ditional concept of a self-contained document un­
necessary. Instead, reports explaining maps, for 
example, could avoid internal boundaries, like the 
seamless map (L 4), with documents created as 
required for specific areas, topics and resolutions. The 
Meta Content Framework (MCF), which uses XML, 
explores such a framework, aiming to structure Web 
hypermedia to make it "more like a library and less 
hke a messy heap of books on the floor" (Bray and 
Guha, 1998). 

6.3. Linking information types 

Obvious in the user interface, but extending to pro­
cesses and repositories, is another distinction — by in­

formation types. Text documents dominate the 
literature. Maps and stratigraphic tables in large for­
mat are published separately and independently. Data 
that support the written or mapped interpretation may 
be archived, frequently as a computer file, and made 
available on request, rather than appearing in full in 
the scientific literature. 

Fig. 1 of part I is redrawn as Fig. 3 to show these 
components of the information system. The user inter­
face is divided by information type into three windows. 
It represents one of a large number of documents col­
lected for different purposes, each held separately in 
the repository. We can visualize them lying behind the 
representative. In the higher levels of the repository 
area in the diagram are the metadata and the more 
generalized information arising from abstraction and 
explanation of the datasets. Beneath the repository are 
shown the tools for processing the information, poss­
ibly learned techniques or computer programs. 

The components of the system are seldom totally 
distinct. Data cannot be entirely separated from expla­
nation, and abstraction is an essential part of obser­
vation (B 4.2). Overlap is even more obvious in other 
cases, such as between information types. Maps may 
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be published separately, but are likely to include text 
comments and possibly tables of data. Conversely, 
maps are included as diagrams in books and reports. 
Processes and data are frequently inextricably joined. 
The picture of the information system is therefore mis­
leading if taken too Hterally. It is an idealization that 
has significant features in common with reality. It is a 
metaphor or model (J 2.2) which may yield useful 
insights. The diagram is obviously not part of a rigor­
ous analysis, but can be regarded simply as an aid to 
remembering the chosen components and their re­
lationships. 

It should be possible to search across information 
types. For example, it should be feasible to: define an 
area on an electronic map; find the formations within 
it; retrieve text descriptions of the formations; locate 
boreholes intersecting them; retrieve their logs from an 
image repository, and formation thicknesses and con­
touring software from a database (Fig. 4). 

At the semantic level, metadata can define object 
classes and describe their relationships. At the episodic 
level (I 4), occurrences (instances) of objects are linked 
together, along with processes, for a different purpose 

— to tell a story (J 1.2). They are linked within a 
document, where 'document' is defined broadly to 
include any combination of multimedia in which a col­
lection of objects and processes are tied together for 
some purpose, probably referring to a single project 
(D 6). A sequence of events linking the objects may be 
recorded in narrative text. The quantitative values of 
their properties or composition may be tabulated as 
datasets, analyzed statistically (F), visualized graphi­
cally (Cleveland, 1993) and thus made available to 
accurate short-term memory. Their location, form and 
spatial relationships in geological space-time may be 
shown as three-dimensional images and maps, 
regarded as just another form of visuaHzation 
(MacEachren, 1998; Kraak, 1999; Sheppard, 1999). 
Other forms of multimedia, such as video, may identify 
and illustrate other characteristics. The compound 
document may include any or all of these, possibly fol­
lowing different modes of thought (J 1.7), in synchro­
nized windows that can be viewed side by side. 

Several software systems may be needed to manage 
and manipulate the components of a compound docu­
ment. For example, a document describing a geophysi-

Repository 

Text Images Data 

Processes 

Real world 

Fig. 3. Some components of the information system. Documents containing various information types are stored in the repository, 
together with generalized summaries, and metadata which describe the document and define shared vocabulary and standards. Pro­
cesses to analyze and manipulate the information are shown separately, as are the scientists' activities (see Fig. 1 in M) which gen­
erate and evaluate the documents by investigation of the real world. 
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cal survey might include text held in a document man­
agement system, spatial models held in a GIS, and 
data held in a relational database. Examples of soft­
ware tools that might be required include: project man­
agement software, entitlements register software, a 
document management system, RDBMS and ODBMS, 
GIS, application programs (maybe Java-mediated), 
hypermedia systems. The information types could be 
managed separately but linked as a single, higher-level 
object. This could be seen as a tradable object, avail­
able to others as a self-contained item, containing 
appropriate apphcation programs and information 
about charges and availability. 

The future scenario that emerges is of the geos-
cientist working within a well-defined standardized 
framework of concepts, terms and definitions. Docu­

ments, perhaps written in a specialized dialect of a 
markup language (J 1.8), weave together records of 
observations and interpretations in the context of 
one or more data models. Narrative text, spatial 
data and interpretations, structured data, computer 
models, references to material and links to experts 
are handled together and the results communicated 
to any desktop. Hypermedia provide the flexibility 
for integrating difl'erent information types and differ­
ent modes of thought. The abihty to follow threads 
of reasoning through all information types in the 
document should be matched by the ability to clar­
ify their significance by instant access to appropriate 
metadata. Citations from the metadata should pro­
vide the opportunity to follow up other references 
to similar objects, or to explore relationships within 
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the metadata to identify related object classes (see 
Fig. 5). The rapid delivery of information through 
IT allows the use of accurate short-term human 
memory to control computer procedures by inter­
action, based on the user's fuzzy but extensive 
background knowledge. Use by non-specialists could 
be aided by access to metadata and software agents, 
possibly reducing the need to rewrite the same ma­
terial for different audiences. 

Unfortunately, maintenance costs for compound 
documents are high, because technology is on the 
upward leg of an S-curve (see Fig. 1 of part K). The 

rapid evolution of technology means that records must 
be continually modified to match new standards and 
software. Librarians are accustomed to books and 
journals, printed with stable technology, which retain 
their original, usable form for many decades with neg­
ligible maintenance costs. Techniques for handhng 
electronic text are well estabUshed, but few publishers 
or hbrarians have experience of managing documents 
which also require support from GIS, DBMS and 
other software systems. Until IT reaches a more stable 
state, this must slow the acceptance of compound 
documents and make it inadvisable to rely on their 

a 
•pi i i i ijfi^l 

%^ 
fl 

i ; ^j|*^«>afo!^« M t«»0fe|lT*tp//www.posc.Ofg/EpicenUe.2_2/'SpecViewer.html " 3 ©''̂ ^^ '̂tRels^ 

mmi 

f) ; Ni^E , 
\ .(abstract) 

« 1 -
fmC 

^ i f a 

^^mm 1 

|Sstr«t) 

iL 

ilcE fmxmi 

,CWSSIFICATI0N 

T 
•d 

EllDte^^??' bilsl^ liide.**' ^«l|?; 

Entity: materia I d ass 

A classification of material based 

on specification of a range of 

characteristics. For example, the 

classification of rocks into lithoiogic 

classes is based on ranges of 

mineral composition and grain size. 

Other examples of matenal class is 

to classify a fluid system as a d 
4 ER Diagrams with Entity: 

"material_class" 

* EMGl Geologic Feature's 

* EK4G6 Geologic Object Classes 

* HLE Class Aliasing 

* MSA2- Matenals Composition 

Copyright ®1937 FOSC. All FligMs Reserved. 

20 Entities in ER Diagram: 

EMGl: Geoioglc Features 

aquifer 

earthsurfacefeature 

featureboundarv 

geologicjeature 

localjockjeatuie 

matenal 

material class 

matenal classification zl 

M4'a3i 11'^^ 

Fig. 5. Diagram from the POSC Epicentre model. Various entities, or object classes, are grouped into topic diagrams. This is part 
of one diagram (EMGl: Geologic Features) illustrating the Epicentre 2.2 Data Model. When you move the mouse over entity 
boxes or relationships, adjacent frames offer definitions, examples, and cross-references to other occurrences in the overall model 
and to other entities within the topic. You can move freely between the diagram and text accounts of the entities and their com­
ponents, or to more general or more detailed documentation. Reproduced by permission of the Petrotechnical Open Software Cor­
poration. More at http.7/www.pose.org 



A120 T.V. Loudon I Computers & Geosciences 26 (2000) A109-Al21 

retention in archives. Their initial growth may be 

within a different framework (M 2). 
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Abstract 

The roles of participants in the information system are changing, and this is reflected in their business groupings 
and motivation. IT brings greater flexibiUty to the record, but without a coherent framework, cyberspace becomes a 
chaotic sludge of trivial ephemera. Cataloging and indexing, peer review by editorial boards and the discipHned 
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1. Activities, participants, roles and driving forces 

Subsystems are selected to minimize their inter­
actions (part I, section 2.2). Nevertheless, much of the 
interest Hes at the interfaces. Scientific investigations 
are conducted at the interface between the real world 
and the information system, drawing information from 
the repositories, testing or extending it by observations 
and measurements in the real world, and returning 
with conclusions that may be added to the knowledge 
base. The scientists' activities (D 7) are usually 
described by verbs, such as investigate, integrate, 
explain, curate, communicate. During a project, there 
is at least one cycle of activities (applying processes to 
objects), such as plan, undertake desk studies and field 

E-mail address: v.loudon@bgs.ac.uk (T.V. Loudon). 

work, analyze, report, review, possibly return to ad­
ditional study of the Uterature, more field work, and 
so on. Fig. 1 shows them within a circle, to avoid an 
arbitrary beginning or end. 

The investigators and the users of the information 
interact with many other participants (those playing a 
part in the operation of the information system). Man­
agers may define the business setting, possibly standing 
in as proxies for other stakeholders such as customers 
or stockholders. In an educational environment, super­
visors may interpret the views of professors and other 
academics. Contact with the recorded knowledge base 
is likely to be through intermediaries (who assist the 
user or contributor to interact with some aspect of the 
system), such as hbrarians, information scientists, 
booksellers and curators. Collection of data may be 
assisted by laboratory staff, instrumentation experts, 
field and laboratory assistants. Recording the results 

0098-3004/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. 
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may involve typists, data-entry specialists, reviewers, 
editors, referees, curators, catalogers, database admin­
istrators, printers and publishers. The managers or 
supervisors are Ukely at all stages to advise, monitor 
progress, and ensure that the results conform to the 
intended objectives. The recommendations of standard 
organizations have a bearing at all stages. In addition, 
scientists interact informally with others working in a 
similar area or topic, with customers, and with those 
who can supply more detailed information or who are 
involved in broader studies. 

Technology reduces the dependence of authors and 
users on intermediaries, such as those just mentioned 
(see also B 1, M 2.1). As the information industry 
changes in response to new technology, the new par­
ticipants tend to be described in terms of their roles, 
and some of the old categories can be merged with the 
new. The roles include: clients; users; information own­
ers, keepers and suppliers; database and repository 
managers; Internet service providers; network (com­
munications and delivery) operators; webmasters; ap­
plication developers; standards setters and quality 
assessors. The client/server mode of operation places 
responsibility for storing and serving the information 
with the originator, probably delegated to a proxy, 
and the form of presentation with the client who reads 
the information. The considerable support from the IT 
industry and the service suppliers, the / between client 
and server, is a vital, often neglected, component, but 
is not our subject here. 

The participants work together in business groupings, 

such as oil companies or academic faculties, sharing 

Fig. 1. Some activities in a project. A cycle of activities that 
may be followed more than once during an investigation. 

broad objectives and ways of working. The organiz­
ation is likely to be staffed with a range of experts to 
meet the demands of the projects it undertakes. It 
probably provides financial support and shared facih-
ties, such as access to records, libraries, laboratories 
and computing facilities. The participants are them­
selves likely to be represented as objects in other data­
bases, such as staff hsts and personnel files. These may 
well contain information useful to the scientist, such as 
an e-mail address or the name of a student's supervi­
sor. The need to communicate crosses all boundaries 
and cannot be limited by system definitions. 

Information is driven through the system by power­
ful forces. Curiosity or commercial gain may be the in­
itial incentive for investigation. A desire to share the 
results, perhaps to gain kudos, promotion or scientific 
standing, can carry the process forward. Without such 
forces, it is unhkely that the system would operate at 
all, and their identification (preferably without undue 
cynicism) is an important part of analyzing the system. 
The motivating factors that drive the participants 
(Herzberg et al., 1993) include opportunities for 
achievement, recognition and advancement, and the 
chance to exercise creativity and take on responsibihty. 
In any change to the system, motivation must be kept 
in mind to ensure cooperation in the new development. 
Its form may determine, for example, whether infor­
mation sharing or information hoarding seems more 
attractive (I 8.2, M 3.2).The motives of, say, the scien­
tist and the publisher may conflict, creating tension 
within the information system that has to be managed 
by negotiation. The information system is a social cre­
ation involving many disparate contributors in a 
shared activity. It will succeed or fail (Peuquet and 
Bacastow, 1991) depending on the motivation of all 
concerned. 

2. Frameworks for models 

Recorded information has in the past been formal­
ized and fragmented into maps, reports, databases, 
archives and collections. We are now at any early 
stage in the global development of the hypermedia 
knowledge repository also known as cyberspace. Con­
tributors of information are not constrained by the 
form of final presentation. This can be decided by 
users to meet their specific requirements. Users can 
bring together information from many sources, ahgn 
differing ideas, employ visuahzation techniques, and 
present the results as they see fit. However, although 
the system can accommodate individual contributions 
on their own terms, that merely transfers to users the 
task of finding and integrating information from differ­
ent sources. Flexibihty is obtained at the cost of a 
clear structure. 
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From the desktop we reach a vast pool of diverse 
knowledge. Unfortunately, it seems at times like a 
chaotic swirling sludge of trivial ephemera. Metadata 
and the associated standards are essential to sharing 
knowledge, but do not in themselves provide the 
framework for organized thought. We can understand 
words without recognizing a coherent story. To bring 
order to this chaos we need a framework that reflects 
the structures of our conceptual models. 

Projects generally aim to gather new information or 
develop new ideas. Again, a clear structure might 
make the process more efficient. In reporting the 
results, there should be no need to repeat large 
amounts of what has already been recorded. Instead, 
linkages should as far as possible give an indication of 
the dependency on earlier work and earlier ideas. This 
can be done by the author in the course of preparing 
the new document. Given a well-structured context, it 
should be possible to indicate precisely what has been 
assumed and where the ideas depart from those gener­
ally accepted. This would help to assess knock-on 
effects when ideas or definitions change. It could also 
indicate to the reader, in a detailed and objective way, 
the level of knowledge needed to assimilate the new 
ideas contained in the document, and offer precise gui­
dance on where additional background can be found. 
It should not be necessary to complete a project before 
making results available to others, as fragments can be 
linked in to the existing context, and new versions 
replace old ones as the work proceeds. Nevertheless, to 
some extent projects supersede previous studies and 
therefore cannot be rigidly constrained within a pre­
existing framework. 

Three parallel approaches to a more coherent frame­
work come to mind. 

1. One is cataloging. For example, bibhographic infor­
mation for project documents could be held in a 
library catalog; or new hydrocarbons data could be 
recorded, placed in a repository and cataloged fol­
lowing POSC standards. The catalog provides struc­
ture and a means of access. The reputation of the 
data supplier or archive manager gives some assur­
ance of quality. 

2. A second approach, well suited to exploratory pro­
jects, is extension of the current scientific literature 
(I 6), to embrace new mechanisms of delivery while 
retaining the structure and evaluation imposed by 
the editorial board, as described in L 3. This implies 
that each document is largely self-contained and 
self-explanatory. As previously mentioned, archiving 
problems may arise with multimedia documents (L 
6.3). 

3. A third approach is for an information community 
to define a general model (M 2.3) for structuring rel­
evant knowledge within the scope of their activities. 

treating individual investigations as subprojects 
within a unified framework that evolves as ideas 
develop. 

The three approaches, considered in M 2.1 and 2.2, 
are not mutually exclusive. The same object could be 
relevant in more than one framework, and can readily 
be shared by hypertext reference. For example, the 
description of a fossil might be archived only once, but 
referenced from a geological survey model, an oil 
exploration repository and a paleontological journal. 
In this fast evolving field, it is likely that these and 
many other frameworks for shared knowledge will be 
explored. As members of the geoscience community, it 
is our task to drive this evolution — to understand 
and appraise, encourage or condemn. 

2.1. Realigning responsibilities 

Archiving has in the past been the responsibility of 
libraries. The copyright in the documents, however, is 
generally retained by their publishers, who could create 
an electronic archive of them as a source of significant 
future income. In due course, such archives would 
almost certainly improve the service and reduce the 
cost. Much of that saving would come from the 
reduced archiving role of the Ubraries. Libraries, how­
ever, are at present the main channel of government 
funds in purchasing conventional publications. The 
publishers may be reluctant, for the time being, to 
upset their main customers. In a travesty of the market 
place, pubUshers may even off*er electronic copies of 
science journals at a higher price than the paper ver­
sion on the grounds that even if they cost less to pro­
duce, they offer more to the purchaser. 

If some of the functions of Ubraries are at risk from 
electronic archives, the same could be said for publish­
ers (see Butler, 1999). Authors may be tempted to pub-
Ush their own papers. In the past, this would have 
condemned the paper to obscurity. In the future, cata­
loging information is Hkely to be part of the document 
or digital object, and thus the responsibility of the 
object's owner. It is retrievable by search engines, 
some of which, for efficiency, would copy the catalo­
ging information into an index and possibly extend it. 
Readers could thus find and retrieve the paper inde­
pendently. But there are problems. The quahty of an 
unrefereed document has not been assessed, and there 
is no indication, other than the author's reputation 
and affiliation, of its scientific standing. There is, there­
fore, little kudos for the author, and no guidance for 
the reader about whether its findings are valid or sig­
nificant. Furthermore, without some assurance that the 
paper will be widely available within a long-term 
archive, it cannot be seen as part of the permanent 
scientific record. 
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Solutions to these problems are in the hands of edi­
tors rather than publishers. Editors and referees are 
more likely to be concerned, as at present, with 
whether contributions deal with an appropriate topic 
at a suitable level, meet the house style and agreed 
standards, evaluating their relevance and quality, and 
ensuring that they are original, inoffensive, and give 
credit where it is due. Readers then have the task of 
assessing the "brand names" of the editorial boards, 
just as they would expect today to have a view on the 
quahty of a particular journal. 

The role of the pubhsher, on the other hand, may be 
subsumed into repository or archive management, con­
cerned principally with organizing and maintaining an 
information system and making its contents available. 
Some scientific societies have taken on the role of pub­
hsher, for example, the Institute of Physics (1999). In 
some fields, large commercial pubhshers may domi­
nate, because of their financial resources, global reach, 
wide coverage of many disciphnes, marketing skills, 
and above all their copyright of existing content 
(ScienceDirect, 1999). In the long run, costs must be 
recovered for access to an electronic repository, and 
the profit potential, particularly if charges are visible 
to the reader, may prove controversial. 

Features which users might look for in such an in­
formation system (K 3) include: 

• stability — there should be a clear and credible com­
mitment to long-term preservation, access and main­
tenance of all information; 

• usability — provenance, ownership of intellectual 
property rights, and terms and conditions of use 
should be clear; 

• fairness — charges and conditions of use should be 
seen as fair, reasonable, competitive and consistent; 

• reliability — the user should be able to assess the ac­
curacy and quality of all information; 

• comprehensiveness — within the demarcated scope 
of the service, the user should be confident that all 
likely sources are included or referenced, including 
the most recent work; 

• convenience — the system should be easy to use 
through a consistent, familiar interface, and provide 
a rapid and efficient response; 

• clear structure — available and relevant material 
should be easy to find and have pointers to related 
information. 

The Digital Object Identifier (L 3) is a basis for such a 
system, building on the existing scientific hterature. 
The digital object is the scientific paper, supported by 
entries in indexes and catalogs. A consortium of pub-
Ushers has taken an initiative (ScienceDirect, 1999) to 
supplement, and potentially replace, paper copies with 
items archived electronically, for example in SGML. 
Versions for browsing and printing, for example in 

HTML, XML and PDF, are generated from the 
archive and accessible through the publisher's gateway, 
which controls access and imposes charges if required. 
A wide range of refereed Hterature, with indexes, 
abstracts and catalogs, can thus be made available 
from the desktop. The flexibility and ease of use of the 
Web browser complement the authority, structure and 
permanence of the scientific literature. The digital 
objects can of course be hyperUnked, and references 
reached by a click. As they share the same desktop 
interface, the formal literature can hnk to ephemera, 
detail, and work in progress recorded on the World 
Wide Web. Equally, the literature can have hnks to 
and from the spatial models described in the next sec­
tion. 

The scientific paper of around 5000 words is a con­
venient length for downloading to the desktop, and 
appropriate for marshaling and presenting a coherent 
view of a specific argument. More extended accounts, 
such as topic reviews and books, are normally 
arranged in chapters dealing with separate aspects of 
the subject. The chapter, rather than the book, might 
be seen as suitable for cataloging as a retrievable unit, 
analogous to the scientific paper. Electronic archives 
should focus on the content not the container. Older 
distinctions based on the format of presentation, such 
as book, serial or reprint, are hkely to blur. The gen­
eral scientific literature, however, is likely to be 
archived as sets of discrete objects or documents, and 
this may be inappropriate for some of the tightly struc­
tured work of information communities. 

2.2. The information communities 

The OGIS Guide (L 4) points out that each scientist 
has a unique view of the world, and that this makes 
communication more difficult (Buehler and McKee, 
1998). They identify information communities — collec­
tions of people who, at least part of the time, share a 
common world view, language, definitions and rep­
resentations — and explore possible means of commu­
nicating between such groups. An example might be 
NOAA, the Department of Mines and the USGS, each 
with their own objectives, methods, terminology and 
standards. Understanding the concepts of an infor­
mation community can be helped by a strong frame­
work of data models with clearly defined terms and 
relationships. 

VaUd interpretation across community boundaries is 
likely to depend largely on the background knowledge 
of the human interpreter. This is not available, nor 
likely to become available, to the computer. As Kent 
(1978) pointed out, language is a powerful tool to 
reconcile different viewpoints, and a basis for commu­
nicating background knowledge both of large concepts 
and of the details of a single object. Written expla-
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nations are therefore needed in close association with 
spatial and data objects at every level of detail. 

We can already see in the World Wide Web the 
emergence of a global knowledge network, using 
hypermedia to express and relate ideas. There is a clear 
distinction between cross-references among objects, 
which call attention to some relationship or analogy, 
and the tightly linked conclusions that emerge from a 
project based on a single coherent set of background 
assumptions, objectives and working methods. Within 
the loose global linkages of the hypermedia knowledge 
repository there are more tightly organized structures 
of geoscience information managed by defined infor­
mation communities. 

Large information communities, such as geological 
surveys, already publish many of their own findings, 
and should find this easier in an IT environment. Their 
internal refereeing and quality assessment procedures, 
their copyright ownership, their brand name and repu­
tation among their customers are already estabUshed. 
They should therefore be able to meet most of the 
users' criteria in 2.1. 

As well as their own findings, a survey may hold 
data originally collected by external organizations for 
various purposes, such as site investigation or mineral 
assessment. The accuracy of the data is variable and 
cannot appropriately be judged by the survey. Pro­
vided this is made clear, however, and the source and 
ownership of data sets are clearly identified in the 
metadata, the user can evaluate them against the qual­
ity-assessed survey view of the same area, and vice 
versa. The survey is adding value by making the infor­
mation available in context. There are benefits to the 
contributor in placing records within the structure of a 
repository where the costs of initial design, installation, 
marketing and maintenance are spread across many 
users. There are benefits to the repository in achieving 
more comprehensive coverage by accepting external 
contributions. 

The requirement for up-to-date information seems 
to conflict with the need for a permanent record of 
earlier views. This can be overcome by archiving date-
stamped previous versions, or by retaining the ability 
to reconstruct them from journalized changes, as gen­
erally only a small part of a document or data set is 
superseded. The task of maintaining versions should 
not be underestimated, for while it can be readily 
handled in a prototype, it could be the dominant issue 
in a production system (Newell et al., 1992). 

In fast developing technology, the lead organization 
tends to keep moving ever further ahead of the pack, 
because users prefer a single mainstream solution. The 
leader can set standards while others inevitably fall 
behind. A winner-take-all situation develops, to be bro­
ken only by user dissatisfaction, by competitors using 
technology more effectively or catching a new wave of 

technological advance, by financial muscle, by poUtical 
interference or a combination of these. Even within a 
small niche, such as a country's geology, users may 
prefer a single source of survey information. All users 
can then work on the same basis, and different areas 
can readily be compared. 

On those grounds, a survey or similar organization 
(indeed any group dominating its niche and working 
to shared, comprehensive standards) can be well placed 
to maintain its market position. It just needs to stay in 
the forefront of technology, keep in line with changing 
standards, and satisfy customers and poUticians. 
Because information technology bridges national and 
disciplinary boundaries, standards must be inter­
national and standards within geoscience must be con­
sistent with those in related fields. Close collaboration 
with a range of other organizations is therefore essen­
tial. Some organizations can share information system 
resources through "extranet crossware" (Netscape, 
1999). Both sides gain from the hnks (win-win), as well 
as customers benefitting from good service at reason­
able cost. 

An information community exists because its mem­
bers share objectives and are organized to find an inte­
grated solution. A geological survey (I 8.1) is an 
example of an information community, one of its roles 
being to assemble basic geological information about 
an area in a form which can be used in many other ap­
plications (rather than being collected separately for 
each project). The conventional means of achieving a 
coherent overview is to publish a standard series of 
maps with accompanying memoirs and explanatory 
reports, all to consistent standards. As this is firmly 
embedded in old technology, surveys have had to 
review their work from first principles. The British 
Geological Survey, an example of a medium-sized sur­
vey, considered the issue of their basic geoscientific 
model (Ovadia and Loudon, 1993) as described in the 
next section. 

23. A basic regional geoscience framework 

The earlier description of the geoscience infor­
mation system (I 2.3) gave some impression of its 
scope and form, but said little about its scientific 
content. The triangular image of increasing abstrac­
tion in M, Fig. 3 hints that there is some shared, 
general model — the paradigm that geoscientists 
have at the back of their minds. If so, there should 
be a route from a single set of observations at the 
bottom of the triangle, such as a soil profile. Unk­
ing upwards at higher levels of generality through 
the entire body of existing knowledge. Indeed, the 
claim to be a science suggests that the body of 
knowledge should be coherent and internally consist­
ent. A greatly simplified overview is required to 
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provide an overall structure into which observations 
and ideas can be fitted, and from which relevant in­
formation can be retrieved. 

The framework of a general geoscience model can 
help to bring order to a multitude of investigations 
whose varied business aims lead to a diversity of 
approaches. A single, coherent, general model can 
specifically address the area of overlap and thus 
help to avoid unnecessary duplication. The task of 
developing that model and sharing the results can 
appropriately be assigned to an identified infor­
mation community, such as a geological survey. The 
need for cooperation with related information com­
munities is illustrated by, for example, the links 
between topographic and geological mapping. 

Geological, topographic and related surveys world­
wide have developed such models of national 
aspects of geoscience. Examples can be found in 
Australia (AustraHan Geodynamics Cooperative 
Research Centre, 2000), France (BRGM, 2000), 
Canada (Lithoprobe, 2000) and the United King­
dom (Adlam et al., 1988). Their concern is to con­
vey knowledge of the consequence of geological and 
related processes, states and events in geological 
time and space. Their findings, which have a strong 
spatial element, have generally been expressed as 
maps and reports on specific areas. Geological maps 
may list the various rock units present in the area 
(classification and nomenclature), and by relating 
their location to a topographic base map, show 
their spatial distribution (disposition) at or near the 
earth's surface. Drift and soil maps may show the 
disposition of sequences of units. Orientation 
measurements, intersections with the topography, 
and cross-sections give an impression of the three-
dimensional form, sequence, shape and structure 
(configuration) of the units. Generalized sections and 
text comments give an indication of the Hthological 
and petrographical composition of the material. 
Specialist maps might give information about the 
geochemical composition of the material, the geo­
physical properties of the rock mass or the geotech-
nical properties of individual units. 

Paleogeographical maps and palinspastic reconstruc­
tions can be used to express a view on their for­
mation and historical development. Symbols on the 
map may show wells, traverses, measurement 
stations, outcrops, and collection localities as points 
where evidence was gathered to support the con­
clusions. 

Many aspects, such as detailed descriptions and 
accounts of processes, can be addressed more satisfac­
torily in text than on a map. The paleontologist study­
ing a single fossil, or the seismologist studying an 
earthquake, may indeed consider a general geoscience 
model to be irrelevant. But their findings are ultimately 

related to some framework of space and time, viewing 
the fossil as a component of the material of a rock 
unit, throwing light on its history; and the earthquake 
as an event resulting from the reaction of the material 
to its properties and stress history. 

Reports and maps are often closely associated, but 
perhaps maps give clearer pointers to a general model, 
because their graphical symbohsm, uniformity, and the 
need for worldwide coverage require a formalized and 
consistent approach. However, the conventional map 
is a product of a particular technology. We are looking 
for an underlying model which refers to the scientific 
concepts, not the technical solutions, for our interest is 
in how technology can evolve to fit scientific needs (see 
Laxton and Becken, 1995). The concepts must be as 
free as possible from their form of presentation. 

In a general geoscience spatial model, the objects of 
interest are the earth and parts of the earth, such as 
rock units or their bounding surfaces. The aspects of 
interest just mentioned are their disposition, configur­
ation, composition, properties, history and evidence. 

The underlying concepts are familiar. They address 
issues analogous to those that might worry a three-
year-old child on looking into a dark room. 

• What is in there and what is it called? (Object classi­
fication and nomenclature.) 

• Where is it? (Disposition.) 
• What does it look like? (Configuration.) 
• What is it made of? (Composition.) 
• What does it do? (Properties.) 
• How did it get there? (History and geological pro­

cesses.) 
• How do I know? (Evidence and business aspects.) 

We try to develop and convey the knowledge (held in 
our brains) of states, processes and events, sequenced 
in time and patterned in space, which we believe may 
account for our observations within our accepted 
world view. The types of model with which geoscien-
tists are concerned largely determine the unique 
characteristics of their information system. In particu­
lar, the spatial model (G 2) is the key, not only to the 
disposition and configuration of objects, but also to 
understanding many of the relationships of their com­
position, properties and processes. IT may offer radical 
improvements in implementing the framework. 

Where a strong framework and good retrieval tech­
niques are in place, the survey model can tie into con­
tributions from external projects, like a commentator 
adding footnotes to an existing story. Ideally, it should 
support interwoven stories dealing with any relevant 
topic, tied to geological space and time and the object-
class hierarchies defined in the metadata. Data models 
define the scope and relationships of the topics con­
sidered, and provide a structure for storage and retrie­
val of information. The content may be complete for 
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all the subject areas and topics, although the level of 
detail and date of the last revision will inevitably vary. 
Here is a context where contributions can be evalu­
ated, stored and found when required, and a means of 
reconciling information obtained for differing business 
purposes. Conflicting and changing views can be held 
side by side, for evaluation by users. 

Models such as this can provide firmly structured 
areas embedded in the more flexible hypermedia 
knowledge repository. Some information communities, 
such as oil companies, have more clearly defined 
business requirements, and precise ideas about the geo-
science information required to support them. Aca­
demic studies, in contrast, may have fewer 
preconditions, and a need to follow ideas wherever 
they may lead. They must choose different points on a 
trade-off'. On the one hand, well-defined structures and 
consistent standards bring reduced redundancy, 
increased relevance and efficient access. On the other 
hand, the scientific literature offers greater flexibility 
and ability to cope with change. The cost is greater 
repetition and greater effort to comprehend the diver­
sity of ideas and modes of expression. The scientific lit­
erature is already evolving to off'er hypermedia 
documents within distinct topic areas overseen by edi­
torial boards. 

We thus see the development of a flexible hyperme­
dia knowledge repository. Within it, structured areas 
are provided by information communities of all sizes 
and forms, from individual businesses to consortiums 
of business partners, geological surveys, editorial 
boards for geoscience literature, and the organizations 
that help to establish, formalize and encourage the use 
of standards. 

3. Business aspects 

Any geoscience project is embedded in some kind of 
business — mineral development, civil engineering, 
survey, education, research, or whatever — which sets 
its objectives, resources and time scale. All the infor­
mation systems that deliver information for the 
business, including the geoscience information system, 
are changing because of IT. Most businesses follow a 
yearly cycle of reviewing progress, deciding priorities, 
allocating funds and so on, according to a business 
plan. Feeding information into this, and therefore syn­
chronized with it, there may be an information system 

strategy which supports the business objectives 
(CCTA, 1989). It sets out a plan (for the various parts 
of the business) for development of the information 
systems, policies, programs of work and IT infrastruc­
ture. While the strategy may be the responsibility of an 
IT department, geoscience needs must be taken into 
account and fed through to the business plan at the 

appropriate time. The geoscience manager who wishes 
to take full advantage of IT must therefore keep the 
business aspects in mind. 

The unpredictable course of technology will itself 
respond to business needs. Views on mainstream devel­
opments in IT can be culled from the Web pages of 
the major software suppliers, such as Microsoft, Oracle 
and Sun (their Web addresses can be found by insert­
ing their names between www. and .com). Those with 
a more academic approach may be more interested in 
open source software, such as Linux or GNU (place 
between www. and .org for their Web addresses). Such 
codes can be amended for specific applications and 
much of the software is free. Today's standard pro­
cedures may be by-passed by tomorrow's technology, 
and planning should therefore be flexible and kept 
under continual review. 

3.1. Organizational consequences 

In areas such as word processing, computer-aided 
design and Web searching, computers can assist users 
to carry out tasks which otherwise would require, say, 
a typing pool, publisher, drawing office, and library. 
Some changes to roles in the organization were con­
sidered in M 1. In general, intermediaries between the 
originator and the user of information can either be 
eliminated (disintermediation), or given a changed role, 
for example in providing advice on design and layout 
or development of standards, or in providing infor­
mation systems maintenance and training. 

Computer support can assist project planning and 
monitoring. Because computer-mediated information 
can be made available rapidly and widely within an or­
ganization, employees can respond to plans and 
requirements within a less complex management hier­
archy (delayering) and with greater independence of in­
dividuals and groups. 

Rather than regarding collection and management 
of information as closely linked activities, with data 
collectors responsible for looking after their own 
results, standards provide flexibility to combine or sep­
arate the responsibilities as appropriate. Information 
can be maintained by the originator during the course 
of a project and still be available to others over net­
work links. Without necessarily altering the standard 
format of the information, it can in due course be 
passed to the control of a repository for long-term 
security. 

Large amounts of data can be analyzed by computer 
provided they meet uniform standards. Where detailed 
standards are in place, many groups from many organ­
izations can contribute shareable information. Data 
can be stored and managed in a shared repository. For 
example, POSC (L 5) has assembled standards that 
enable data from many sources to be shared through 
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local and international repositories, where the task of 
data management is handed over (outsourced) to 
specialists. The result is huge savings to individual 
companies, and generally more reliable access to infor­
mation. 

3.2. Cost recovery 

With most scholarly publication and government-
funded survey, the main costs are incurred in prepubli-
cation research. Even the costs of publication relate 
mostly to preparatory work before the first copy is 
printed (B 1). The effect of electronic delivery is to 
reduce the initial publication cost and almost eliminate 
the costs of supplying subsequent copies, as printing 
costs fall on the user. The costs that might eventually 
be recovered include digitizing and storing the infor­
mation, a contribution to the cost of its acquisition, 
and the overhead cost of maintaining the system stan­
dards and metadata. As mentioned earlier (M 2.2), 
success is helped by dominating the chosen market. It 
is therefore important for charges to be kept as low as 
practicable with the aim of attracting the largest poss­
ible number of customers. Customers require compre­
hensive information, and a viable system will need 
rapid growth both in terms of number of customers 
and amount of information. A prolonged period of 
free access while the service is being established, fol­
lowed by gradual introduction of charges, is the pat­
tern followed, for example, by most electronic journals 
and newspapers. Their large capital investment has no 
short-term return. 

Registration of users can enable a repository to 
identify customers, find out which areas are of most 
interest and keep customers informed of relevant devel­
opments. It also ensures that the user is aware of the 
terms and conditions of supplying the information. 
The casual or one-ofiT user can be allowed to bypass 
much of the registration procedure. For organizations 
that are heavy users of the information, a monthly or 
annual invoice could be convenient, covering all staff 
from that organization. This could either be a flat rate 
at levels related to usage, or based on the total of Hst 
prices for all objects accessed. For the large user, fixed 
amounts are simpler, but the occasional user may pre­
fer to pay per object, and ways of transferring small 
amounts of cash for such transactions are being devel­
oped. For sums of more than a few dollars, charge 
cards are a possible alternative. The latest news of 
charging procedures can be found on the Web (see, for 
example, Schutzer, 1996; Herzberg, 1998). 

Incentives are the driving force of an information 
system. An obvious incentive is money — the metric 
of utility space. As a creature of market forces, money 
can help to balance supply and demand. As an appen­
dage to tradable objects, it can encourage sharing, not 

hoarding, of information. For example, a repository 
might charge a fee to depositors of information in 
order to recover the cost of managing and storing the 
information. The user of the information might also 
have to pay, to recover costs of dissemination and to 
pass on a royalty to the depositor. Academic suscepti­
bilities might prefer a subsidized repository with pay­
ment in kudos not cash. Either way, there are 
incentives for all concerned to behave in a socially 
desirable manner. 

To ensure that authors can benefit from their crea­
tivity, the law recognizes intellectual property rights 

(IPR), such as copyright. This covers the author's 
rights to acknowledgement (paternity), to avoid altera­
tion by others (integrity) and to royalties from sale of 
the work. The ease of copying electronic documents 
puts IPR at risk; see Lejeune (1999) or section 5.1: 
legal issues in Bailey (1996). This is one impediment to 
electronic communication. So-called trusted systems 
have been developed, but not yet widely adopted, 
which enable the information supplier to control infor­
mation distribution as never before (The Economist, 
1999). Another problem is the difficulty of calculating 
value. Devising a simple but effective pricing mechan­
ism involves compromise. For example, consider what 
some economists call network externalities, that is, ac­
tivities that support, benefit and extend the system as a 
whole, rather than individual users. 

You may recall Mr Bell's problem. He invested and 
built a telephone, but had no-one to call. There is a 
snowball effect. The more people own phones, the 
more useful each one is, provided of course that they 
all follow suitable standards to make communication 
possible, and their phone numbers are widely known. 
There might be profit for Mr Bell in setting up a tele­
phone company and selling services; but it is then to 
his advantage to encourage and subsidize the network 
of lines and exchanges, the availability of directories, 
and to reward the initial subscribers until the snowball 
effect takes over. These network externalities are a 
necessary development cost to him, not a profit. 
Above all, he must remain locked into the dominant 
standards. Someday his telephone might be Unked to 
others throughout the world. I suppose he could have 
made an alternative decision to give away telephones 
and profit from the sale of directories, but the custo­
mer's perception of value and the difficulties of the 
protecting market share must be taken into account. 

Standards and metainformation, which describe 
what information is available, what it is useful for, 
how to get it and what it means, can be regarded as 
network externalities in the information system. They 
enhance the value of the main body of information. 
The more widely known and accepted they are, the 
more the overall value is enhanced. There is, therefore, 
a case for making metainformation readily and freely 
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available to all, or even paying for its dissemination 
(advertising). It follows that standard setting bodies 
need external funding from members or governments. 

Another quirk of the system reflects the difficulty of 
the first purchaser of a telephone. The high cost and 
unreliability of the untried device are matched by the 
tedium of being able to chat only to Mr Bell. Initial 
involvement with a radically new information system, 
as contributor or user, has similar drawbacks. Being a 
pioneer is a mug's game — much better to wait until 
the systems are grooved in and most information 
transformed. For the rational individual, the clever 
strategy appears to be to wait until the last minute 
before leaping onto a new development curve, and so, 
for a while, governments, not wishing to be bypassed 
by history, offer subsidies for new developments. 
Rational organization grab them, for an organization 
changes more slowly than an individual, with more to 
gain by being ahead of the field. They invent ways to 
motivate staff' and customers — and the attractions of 
the rational employee fade in comparison with the one 
with knowledge of IT. 

4. Epilog 

Like a canal navigator watching an iron horse steam 
by, hke a railroad engineer sighting a horseless car­
riage, the geologist viewing images on a computer 
screen is witness to a paradigm shift. Unrecognized 
assumptions lose their vaUdity, and things will never 
be the same again. 

The electronic tools now fashioning the geoscience 
knowledge base open a door to the unknown. We can 
explore it only by trial and error, past experience our 
only guide, and so we rely on metaphor, just as Ham­
let, faced with a binary decision on whether to be (or 
not), took refuge in a stream of metaphors — sHngs, 
arrows, sea, sleep, dreams, rub, coil — desperate to 
throw light from familiar concepts on a scenario he 
could not fully grasp. 

Scientists, like poets and prophets, are accustomed 
to metaphor, and for the same reason. As individuals, 
microcosms of the universe, they seek to explore the 
larger whole. If a fragment of a hologram can repro­
duce a full image, albeit with loss of resolution, per­
haps the lesser can know (imperfectly) the greater, 
through insights stemming from considered experience. 
The information technologist uses expHcit metaphors 
— think of the screen as a desktop, the rectangular 
area as a window. The scientist more often formalizes 
the metaphor as a model, and harnesses the power of 
mathematics. 

Working geologists give little thought to their global 
metaphor or world view. They might accept that on 
the one hand is the real world, existing quite indepen­

dently of their science. On the other hand is a geo­
science knowledge base, the shareable record of 
observations and ideas from unnumbered contributors, 
representing selected aspects of that real world. Mov­
ing between them are scientists, now observing or test­
ing hypotheses in the real world, now studying or 
adding to the knowledge base, carrying in their minds 
additional ideas, too tentative, ephemeral or complex 
to add to the formal record, but maybe shared, in 
part, among their workgroup. 

Information technology is shaping and transforming 
not the real world, but the Shadowlands of the knowl­
edge base: no longer remote, but all pervasive. The 
landscape, the rocky outcrop, the hammer blow, the 
shattered specimen, can be shared as a visual record, 
available, on the instant, in Patagonia, in Perth, in 
Pocatello, Idaho. The network of scientific reasoning, 
the web of discourse painstakingly assembled over so 
many decades, is electrified. It is traversed by elec­
tronic agents, unhampered by boundaries of discipline 
or place, retrieving and delivering data to the desktop 
— the fruits of a multitude of endeavors, filtered for 
relevance, displayed for easy visualization, formatted 
for local manipulation and integration. 

Unfamiliar metaphors and models thrive in a rebuilt 
knowledge base, forcing change to investigational de­
sign. Broad views across global information are sup­
ported by powerful analytical software. The players of 
the information industry — the students, professors, 
surveyors, consultants, authors, editors, referees, carto­
graphers, publishers, librarians, booksellers, archivists, 
curators, customers and readers — assume new roles 
within changed business groupings. Earth scientists, 
like all makers of maps and suppliers of information, 
must review their methods and rationale. 

But look away from the screen, step outside the 
door, and little is altered. The geoscience community is 
split. For most, there has been no revolution, the case 
for change has still to be made. Those captivated by 
new technology have set their own agenda, and largely 
been ignored by the traditional practitioners who take 
for granted their pens, paper and printing press. 

Increasingly, these tools are being displaced by their 
electronic successors as new technologies intertwine 
with the knowledge base. The vision developed here 
has a myriad of structures, the object-integration plat­
forms of individual geoscientists, metaphorically float­
ing above the real world through the objects and 
models defining cyberspace. Controlled from the desk­
top, the platforms change content as they roam, and 
level of detail as they rise and fall. Structured by meta­
data and based on a shared paradigm, each supports 
its user's view. Objects are assembled to interact with 
the user's knowledge and with skills honed by evol­
ution in the human brain. It is a place for scientists to 
explore ideas and embody their findings in new objects 
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— discussed, evaluated, and launched in cyberspace — 

where through variation, selection and heredity, ideas 

evolve and the favored survive. 
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user, 79. See also GUI 

Intermediaries, 12, 123 
disintermediation, 129 
publication, 64 

Internet, 33 
Internet service providers. See ISP 
Interoperabihty, 112 
Interpreters, 32 
Intranet, 22, 25, 33 
Intrinsic properties (geometry), 61 
Intuition, 11 

Invariants, 54 
Investigation design, 23 

procedures, 9 
IP address, 34 
IPR, 108 
ISBD, 66 
ISBN, 66 
ISDN, 34 
ISO, 34 
ISP, 33 
ISSN, 66 
IT 

background, 31 
benefits. See Benefits of IT 
definition, 1 
familiarization, 15 

Java, 38 
Journals. See Electronic journals 
JSTOR, 111 

Key field, 69 
Keywords, 66 
Knowledge, 104 

definition, 2 
Knowledge bases, 6, 114 
Knowledge-based investigation, 90, 103 
Kriging, 60 

LAN, 33 
Language 

maps, 11 
nature of, 88 
procedural, 37 
programming, 32, 36 
reconciling ideas, 127 

Learning curve, 102 
Legacy information. See Information, 

legacy 
Librarians, use of IT, 66 
Library software, 68 
Linear programming, 48 
Linux, 129 
LISP, 38 
Local area network. See LAN 
Log transformation, 46 
Loop (in program), 37 

Mainstream systems, 16, 109 
Maps 

cartographic constraints, 9 
contour, 52 
digital cartography, 51 
field mapping, 45 
geological, 8, 102 See also Geological 

survey 
in project, 28 
projections, 54, 56 

MARC, 67 
Markup language, 36, 106 

geoscience, 91 
Matrix (data table), 26 
Matrix algebra, 45 
Mean, 42 
Measurement, 42, 89 
Measurement scales, 41 
Memes, 103 
Memory 

computer, 32 



Index I Computers & Geosciences 26 (2000) A139-A142 A141 

episodic, 80, 88, 103 
human, 80 
procedural, 80 
semantic, 80, 103 
short-term, 80, 104 
spatial, 80 

Mental images. See Models, conceptual 
Menus, 33 
Messages (objects), 72 
Meta Content Framework, 116 
Metadata, 83, 105, 120 

data collection, 114 
definition, 2 
Dublin Core, 111 
examples, 23 
in systems, 77 
sharing knowledge, 125 
user requirement, 106 
vocabulary control, 82 

Metainformation. See Metadata 
Metaphors, 93, 131 
Methods (objects), 72 
Metric (geometry), 54 
Middleware, 33, 106, 110, 112 
Models 

and database, 100 
and reality, 58, 94 
business, 116 
conceptual, 9, 53, 104, 107, 125 
data, 66, 77 
data evaluation, 64 
deterministic, 44, 94 
dynamic, 96 
dynamic, non-linear, 94 
functional, 96 
general geoscience spatial, 128 
mathematical, 42, 44, 52, 89 
process-response, 91 
project, 23, 28 
quantitative, 91 
random, 44 
refining, 93 
spatial, 52, 126, 128 
statistical, 91 
system, 77 
world view, 77 

Modems, 34 
Modes of thought, 91, 118 
Motif, 38 
Movement sheets, 25 
Multimedia, 19 

Naming authorities, 111 
Narratives, 87, 89, 91 
Network externalities, 130 
Network user interface, 34 
Networks, 16 
Newsgroups, 22 
Normal distribution, 44, 47 
Normal science, 101 
Nouns, 42 
Null hypothesis, 47 

Object classes, 72, 82, 115 
in computing system, 33 
purpose, 9 

Object Management Group (OMG), 72 
Object request broker. See ORB 

Object-oriented 
approach, 79, 96 
methods, 72 
system, 36 

Objects 
defining, 9 
digital. 111 
distributed, 33, 72 
geometrical, 89 
in computing system, 33 
in quantitative thinking, 42 
mutable. 111 
narrative, 95 
persistent, 68 
spatial, 54, 71 
tradable, 118 

OCR, 18 
Octrees, 71 
OGIS, 112 
On-line public access catalogs. See 

OPACs 
Ontologies, 114 
OPACs, 67 
Operating systems, 16, 32 
Operational definitions, 24, 65 
Optical character recognition. See OCR 
ORB, 33 
Ordered categories, 42 
Organization of thought, 96 
Organizational consequences of IT, 129 
Origin, (geometry), 45 
Ostensive, 91 
Outsourcing, 108, 130 

Paradigms, 83, 101, 127 
Paradigm shift, 103 
Parametric coordinates (graphics), 61 
Participants, 123 
Pascal, 38 
Patches (surface fitting), 58 
PDF, 19, 38 
Periodic curve, 49 
Periodic functions (mathematical), 57 
Perl, 38 
Perspective transformation (geometry), 55 
Petrotechnical Open 

Software Corporation. 
See POSC 

Piecewise functions, 58 
Pixels, 51 
Placeholders, 45 
Points in polygon, 52, 64 
Polygon overlap, 64 
Polygons (GIS), 51 
Populations (statistical), 24, 43 
Portable data format. See PDF 
POSC, 8, 66. See also Epicentre Model 
Postscript, 19, 38 
Power series, 49 
Power spectrum, 57, 60 
Presentation, 17, 19 
Principal component analysis, 47, 58 
Procedure (subroutine), 37 
Processes 

conventional, 83 
software, 32 
system, 78 
user requirement, 107 

Processors, 32 
Programs, computer. See Software 
Projects, 100 

activities, 26 
business aspects, 83 
business setting, 114 
documents, 25 
in workgroup, 21 
management, 8, 24, 27 
user requirement, 108 
planning, 23 
redundancy, 125 
standards, 65 

Project_Gutenberg, 111 
Projection (geometry), 55 
PROLA, 110 
Protocols. See also 

Standards conventional, 22 
Publication 

costs, 6, 130 
scholarly, 6 

Quadtree (GIS), 71 
QuaHty, 105 
Quality assessment, 127 
QuaHty assurance, 125 
Quantitative analysis, 41 

Random effects, 57 
Raster format, 51 
ReaUty (and model), 94 
Reconciling ideas, 29, 103 
Records, 32 
Redundancy, 82, 106 

data, 69 
publications, 11 

Registration of users, 130 
Regression (statistics), 47 

equations, 57 
multivariate, 48 

Rendering (graphics), 61 
Repetition. See Redundancy 
Repositories 

access protocol, 111 
context, 78 
conventional, 82 
databases, 32 
digital library, 111 
shared, 8, 84 
user requirement, 106 

Residuals (from trend), 57 
Reuse (objects), 78, 106 
Revolutions in science, 101 
Rich text format. See RTF 
Rigid-body transformations, 55 
Robust statistics, 44 
Rotation (geometry), 55 
Router, 34 
RTF, 19 
Rubber sheeting (maps), 56 
Rules-based investigation, 90, 103 

Samples 
inhomogeneous, 49 
map data, 10 
project design, 24 
spatial, 56, 95 
statistical, 43 

Scanners, 18, 36, 51 
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Scientific laws, 93 
Scientific method, 92 
Scope (system), 78 
S-curve, 102, 120 
Searches 

engines, 35 
for desk study, 27 
strategy, 65 
user requirement, 107 

Security, 34 
Self-similarity, 59 
Semi-variogram, 60 
Servers, 16, 35 
SGML, 25, 38, 67, 111 
Shape (geometry), 61 
Shared coding scheme, 23 
Sharing 

metadata, 11 
knowledge, 99 

Simultaneous equations, 45 
Slopes (geometry), 58 
Social creation, 124 
Software, 32 

development, 36 
generic, 35 
open source, 129 
subroutine libraries, 43 
suppHers, 129 

Spatial 
analysis, 51 
concepts, 89, 91 
correlation, 12, 60 
data, 36 
information, conventional, 83 
metaphor, 70 
models, 52 
relationships, 54 
transformations, 54, 55 

Spatial Data Infrastructure, 112 
Spectral analysis, 57 
Splines, 57 
Spreadsheets, 18, 26 

exploratory analysis, 43 
matrix, 45 

SQL, 38, 69 
Standard deviation, 42 
Standard General Markup Language. See 

SGML 
Standards, 127 

benefits, 8 
beyond project, 52 
communication, 19, 64 
conventional communication, 22 
creation, 100 
data, 68 
data collection, 90 
data interchange, 54 
definition, 23 

GIS, 70 
metainformation, 131 
open, 34 
project design, 23 
proprietary, 34 
protocols, 33 
structured data, 89 
user requirement, 107, 108 

States (objects), 72 
Statistical tests, 49 
Statistics 

descriptive, 42 
exploratory, 45 
in project design, 24 
multivariate, 46 
spatial, 56 

Stories 
documents, 117 
maps, 11 
origin, 88 

Stretching (geometry), 55 
Structured Query Language. See SQL 
Style sheet, 25 
Subroutine, 37 
Subsystems, 77 
Surface fitting, 56 
Systems, 76 

analysis, 72, 78 
architecture, 77 
conventional, 81 
design, 72 
information system strategy, 77 
model, 77 
social, 104 
trusted, 130 

Systems analysis, 8 
Systems analysts, 39 

Tables. See Flat files 
Tacit knowledge, 83, 87, 90 

communication, 107 
Tag, 35 
Taxonomy. See Classification numerical, 

49 
TCP/IP, 34 
Teleconferencing, 22, 29 
Template, 8 
Text narrative 

conventional, 83 
Theory, background, 78 
Thesaurus, 67 
Time series, 56 
Top-down approach, 76 
Topics (data model), 116 
Topological relationships, 54 
Training, 16 
Transaction record, 111 
Trend-surface analysis, 57, 58 

UDC, 42, 66, 67 
Uncertainty, 43, 61 
Uniform Resource Locator. See URL 
UNIMARC, 67 
URL, 34, 35, 111 
Usenet, 22, 35 
User interface, 106 

network, 110 
User requirements, 105 

first look, 12 
geological maps, 12 
unrecognized, 8 

Variables, 42 
standardized, 43 

Variance, 42 
Variogram, 60 
Vector, 45 
Vector format, 51 
Verbs, 42 
Versions, 127 
Vertex (cartography), 51 
Video, 19 
Visualization and spatial search, 70 

data, 45 
data analysis, 49 
generic software, 36 
in project, 28 
multivariate analysis, 46 
spatial objects, 89 
spatial transformations, 54 

Voicemail, 22 
Voxels, 71 
VRML, 38, 112 

Wavelets, 58 
Web, 22, 104 

communication, 35 
formats, 35 
hnks from Hterature, 126 
OPACs, 67 
spatial search, 112 

Web references style guides, 19 
Wide area network, 34 
WIMP, 33, 38 
Windows, 33 
Winner take all, 127 
Win-win, 127 
Wireless, 34 
Wish Ust, 105 
Word processing, 16, 25 
Workgroups, 21 
World view, 77, 101 
World Wide Web. See Web 

XML, 38,92, 110, 116 

Z39.50 protocol, 67, 112 


