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This book is dedicated to the founders of Planetary Science:
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At its original conception, this book was based on
the structure, scope, and philosophy of a sophomore/
junior level course taught at M.I.T. by the author and
Prof. Irwin I. Shapiro from 1969 to 1982. Although the
content of that course varied greatly over the years in
response to the vast new knowledge of the Solar System
provided by modern Earth-based and spacecraft-based
experimental techniques, the philosophy and level of
presentation remained very much the same. The material
was brought up to date in 1994 for publication in 1995,
and again updated with many corrections and additions
for a revised edition in 1997. This second edition was
prepared in 2002 to take advantage of the many recent
advances in the study of Mars and small Solar System
bodies, the discovery and study of more than 100 extra-
solar planets, and more mature analysis of the Galileo
Orbiter and probe data on Jupiter and its large satellites.

The timing of the various editions of this book has
been influenced by the erratic history of planetary
exploration. During the 12 years of 1964—-1973 there were
87 launches of lunar and planetary spacecraft, of which
54 were involved in the race to the Moon. In the 29 years
since the end of 1973, up to the date of this edition in
2002, there have been only 36 additional launches. Both
the United States and the Soviet Union experienced
prolonged gaps in their lunar and planetary exploration
programs: the American gap in lunar exploration
extended from Explorer 49 in 1973 to the launch of
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Clementine in 1994, and the Russian hiatus in lunar
missions has stretched from Luna 24 in 1976 to the
present. American exploration of Mars was suspended
from the time of the Viking missions in 1975 until the
launch of Mars Observer in 1992, and Soviet exploration
of Mars, suspended after Mars 7 in 1975, did not resume
until the launch of the two ill-fated Phobos spacecraft in
1988. Soviet missions to Venus ceased in 1984.

From 1982 to 1986 there was a gap in the acquisition
of planetary data by American spacecraft. This drought
was interrupted in 1986 by the Voyager 2 Uranus flyby
and by five spacecraft encounters with Halley’s comet
(two Soviet, two Japanese, and one from the European
Space Agency), but the drought again resumed until it
was broken by the Voyager 2 Neptune encounter and the
Soviet Phobos missions in 1989 and the Magellan mis-
sion to Venus in 1990. The launch of the Galileo Orbiter
and probe to Jupiter, long scheduled for 1986, was
severely delayed by the explosion of the space shuttle
orbiter Challenger, the resulting 2-year grounding of the
entire shuttle fleet, and the subsequent cancellation of
the high-energy Centaur G’ upper stage intended for
launching heavy planetary missions from the shuttle.
The European-American Ulysses solar mission, which
was not instrumented for intensive planetary studies,
flew by Jupiter in February 1992, returning only data
on its magnetic and charged-particle environment. The
arrival of Galileo at Jupiter, the Galileo Probe entry into

xi
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Jupiter’s atmosphere in December 1995, the lengthy
Galileo Orbiter survey of the Jovian system, and the
resumption of small Mars missions (Pathfinder, Mars
Global Surveyor, etc.) by the United States have com-
bined with a flood of space-based (Galileo, Near-Earth
Asteroid Rendezvous) and Earth-based observations of
near-Earth asteroids and Belt asteroids, and intensive
Earth-based study of comets, Centaurs, small icy satel-
lites, and trans-Neptunian objects and the highly suc-
cessful search for dark companions of nearby stars to
reinvigorate the planetary sciences. This new resurgence
of planetary exploration, with little prospect of Russian
participation, has been helped by the active involvement
of Japan’s NASDA and the European Space Agency in
planning and flying unmanned missions to the Moon,
Mars, and Venus. The infusion of new data resulting
from these several programs creates the necessity of
revising this book

In this book, as in that Planetary Physics and Chem-
istry course in which it was first conceived, I shall assume
that the reader has completed 1 year of university-level
mathematics, chemistry, and physics. The book is aimed
at several distinct audiences: first, the upper-division
science major who wants an up-to-date appreciation of
the present state of the planetary sciences for “cultural”
purposes; second, the first-year graduate student from
any of several undergraduate disciplines who intends to
take graduate courses in specialized areas of planetary
sciences; and third, the practicing Ph.D. scientist with
training in physics, chemistry, geology, astronomy,
meteorology, biology, etc., who has a highly specialized
knowledge of some portion of this material, but has not
had the opportunity to study the broad context within
which that specialty might be applied to current prob-
lems in this field.

This volume does not closely approximate the level
and scope of any previous book. The most familiar texts
on the planetary sciences are Exploration of the Solar
System, by William J. Kaufmann, III (Macmillan, New
York, 1978 and later), a nonmathematical survey of the
history of planetary exploration; Moons and Planets, by
William K. Hartmann (Wadsworth, Belmont, Califor-
nia, 1972; 1983; 1993), a scientific tour of the Solar
System with high-school-level mathematical content;
and Meteorites and the Origin of Planets, by John A.
Wood (McGraw-Hill, New York, 1968), a fine qualita-
tive introduction that is similarly sparing of mathematics
and physics. Several other nonmathematical texts are
available, including Introduction to the Solar System,
by Jeffrey K. Wagner (Saunders, Philadelphia, 1991),
Exploring the Planets, by W. Kenneth Hamblin and Eric
H. Christiansen (Macmillan, New York, 1990), The
Space-Age Solar System, by Joseph F. Baugher (J. Wiley,
New York, 1988), and The Planetary System, by
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planetary scientists David Morrison and Tobias Owen
(Addison—Wesley, Reading, Massachusetts, 1988).

Another book, comparable in mathematical level to
the present text, is Worlds Apart, by Guy J. Consolmagno,
S. J., and Martha W. Schaefer (Prentice Hall, Engle-
wood Cliffs, New Jersey, 1994). Though much less
detailed than the present work, it is well written and
appropriate for a one-semester introductory course on
planetary science for science majors. The scope of the
present text is broader, and the level higher, than any of
these books.

As presently structured, this book is a broad sur-
vey of the Solar System suitable for reference use or as
background reading for any course in Solar System
science. The text may for convenience be divided into
three parts. The first of these parts contains Chapter I
(Introduction), Chapter II (Astronomical Perspective),
Chapter III (General Description of the Solar System),
and Chapter IV (The Sun and the Solar Nebula). This
first part could be called “General Properties and
Environment of our Planetary System.” It is roughly
equivalent to a brief introductory astronomy book
emphasizing the concerns of planetary scientists rather
than stellar or galactic astronomers. The second part
contains Chapter V (The Major Planets), Chapter VI
(Pluto and the Icy Satellites of the Outer Planets),
Chapter VII (Comets and Meteors), and Chapter VIII
(Meteorites and Asteroids), and might fairly be entitled
“The Solar System beyond Mars.” The third and final
part comprises Chapter IX (The Airless Rocky Bodies:
Io, Phobos, Deimos, the Moon, and Mercury), Chapter X
(The Terrestrial Planets: Mars, Venus, and Earth),
Chapter XI (Planets and Life around Other Stars),
and Chapter XII (Future Prospects). This part could
be called “The Inner Solar System.”

Using this volume as a textbook, a planctary
sciences course taught in a trimester setting could use
one part each term. In a two-semester program, either
an inner solar system emphasis course (parts 1 and 3)
or an outer solar system course (parts 1 and 2) could
be taught. The most ambitious and intensive program,
and the most similar to the way the course was struc-
tured at M.I.T., would be to teach parts 2 and 3 in
two semesters, reserving most of the material in part 1
for use as reference reading rather than as lecture
material.

This book is written in appreciation of the
approximately 350 students who took the course at
M.I.T., and who unanimously and vocally deplored
the lack of a textbook for it. These students included
both Consolmagno and Schaefer as cited above.
I extend my particular thanks to Irwin Shapiro for his
many years of cheerful, devoted, always stimulating,
and sometimes hilarious collaboration on our course,
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and for his generous offer to allow me to write “his”
half of the text as well as “mine.” I am also pleased to
acknowledge the helpful comments and suggestions of
dozens of my colleagues, but with special thanks
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reserved for Jeremy Tatum of the University of Vic-
toria, whose detailed comments and physicist’s per-
spective have been invaluable in the preparation of
this second edition.






I. Introduction

Nature and Scope of the Planetary Sciences

When asked in an interview to give his viewpoint on
the frontiers of science, the famous physicist Victor
Weisskopf commented that the most exciting prospects
fell into two categories, the frontier of size and the
frontier of complexity. A host of examples come to
mind: cosmology, particle physics, and quantum field
theory are clearly examples of the extremes of scale,
and clearly among the most exciting frontiers of science.
Biology, ecology, and planetary sciences are equally
good examples of the frontier of complexity.

When we peruse the essential literature of planetary
science, we find that we must, over and over again, come
face to face with these same extremes. First, we are
concerned with the origin and nuclear and chemical
evolution of matter, from its earliest manifestation as
elementary particles through the appearance of nuclei,
atoms, molecules, minerals, and organic matter. Second,
on the cosmic scale, the origin, evolution, and fate of the
Universe emerge as themes. Third, we are confronted
with the problem of understanding the origin and devel-
opment of life. In each case, we are brought face to
face with the spontaneous rise of extreme complexity
out of extreme simplicity, and with the intimate inter-
relationship of the infinitesimally small and the ulti-
mately large.

Further, our past attempts at addressing these three
great problems have shown us that they are remarkably
intertwined. The very issue of the origin of life is inex-
tricably tied up with the chemistry of interstellar clouds,
the life cycles of stars, the formation of planets, the
thermal and outgassing history of planetary bodies,
and the involvement of geochemical processes in the
origin of organic matter. The connection between life
and planetary environments is so fundamental that it has
been given institutional recognition: it is not widely
known outside the field, but research on the origin of
life in the United States is a mandate of the National
Aeronautics and Space Administration.

Wherever we begin our scientific pilgrimage
throughout the vast range of modern science, we find
ourselves forced to adopt ever broader definitions of our
field of interest. We must incorporate problems not
only on the frontier of complexity, but also from both
extreme frontiers of scale. In this way, we are compel-
led to trespass across many hallowed disciplinary
boundaries.

Further, as we seek an evolutionary account of the
emergence of complexity from simplicity, we become
able to see more clearly the threads that lead from one
science to another. It is as if the phenomena of
extreme scale in physics existed for the express purpose
of providing a rationale for the existence of astronomy.
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The other disciplines evolve logically from cosmic
events:

The astronomical Universe, through the agency of
nuclear reactions inside stars and supernova explosions,
populates space with atoms of heavy elements, which are
the basis of chemistry.

The course of spontaneous chemical evolution of
interstellar matter produces both mineral grains and
organic molecules, giving rise to geochemistry and
organic chemistry.

Solid particles accrete to form large planetary
bodies, and give us geology.

Radioactive elements formed in stellar explosions
are incorporated into these planets, giving life to
geophysics.

Melting, density-dependent differentiation, and out-
gassing take place, and atmospheres and oceans appear:
petrology, meteorology, and oceanography become
possible.

Organic matter is formed, accumulated, concen-
trated, and processed on planetary surfaces, and biology
is born.

Planetary science may then be seen as the bridge
between the very simple early Universe and the full
complexity of the present Earth. Although it partakes
of the excitement of all of these many fields, it belongs to
none of them. It is the best example of what an inter-
disciplinary science should be: it serves as a unifying
influence by helping to dissolve artificial disciplinary
boundaries, and gives a depth and vibrancy to the treat-
ment of evolutionary issues in nature that transcends the
concerns and the competence of any one of the parent
sciences. But there is more: planetary science is centrally
concerned with the evolutionary process, and hence with
people’s intuitive notion of “how things work.” There is
as much here to unlearn as there is to learn.

We, at the turn of the millennium, still live under the
shadow of the clockwork, mechanistic world view for-
mulated by Sir Isaac Newton in the 17th century. Even
the education of scientists is dedicated first and foremost
to the inculcation of attitudes and values that are archaic,
dating as they do from Newton’s era: viewpoints that
must be unlearned after sophomore year. We are first led
to expect that the full and precise truth about nature
may be extracted by scientific measurements; that the
laws of nature are fully knowable from the analysis of
experimental results; that it is possible to predict the
entire course of future events if, at one moment, we
should have sufficiently detailed information about the
distribution and motion of matter. Quantum mechanics
and relativity are later taught to us as a superstructure
on Newtonian physics, not vice versa. We must intern-
ally turn our education upside down to accommodate
a universe that is fundamentally quantum-mechanical,
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chaotic, and relativistic, within which our “normal”
world is only a special case.

All of these issues come to bear on the central ques-
tion of the evolution of the cosmos and its constituent
parts. Most of us have had a sufficient introduction to
equilibrium thermodynamics to know that systems
spontaneously relax to highly random, uninteresting
states with minimum potential energy and maximum
entropy. These are the classical conclusions of J. Willard
Gibbs in the 19th century. But very few of us are ever
privileged to hear about the development of nonequili-
brium thermodynamics in the 20th century, with its
treatment of stable dissipative structures, least produc-
tion of entropy, and systems far removed from thermo-
dynamic equilibrium. Think of it: systems slightly
perturbed from equilibrium spontaneously relax to the
dullest conceivable state, whereas systems far from equi-
librium spontaneously organize themselves into struc-
tures optimized for the minimization of disorder and
the maximization of information content!

It is no wonder that the whole idea of evolution is so
magical and counterintuitive to so many people, and
that the critics of science so frequently are able to defend
their positions by quoting the science of an earlier cen-
tury. We often hear expressed the idea that the sponta-
neous rise of life is as improbable as that a printshop
explosion (or an incalculable army of monkeys laboring
at typewriters) might accidentally produce an encyclope-
dia. But have we ever heard that this argument is
obsolete nonsense, discredited by the scientific progress
of the 20th century? Sadly, there is a gap of a century
between the scientific world view taught in our schools
and the hard-won insights of researchers on the present
forefront of knowledge. The great majority of all people
never learn more than the rudiments of Newtonian the-
ory, and hence are left unequipped by their education to
deal with popular accounts of modern science, which at
every interesting turn is strikingly non-Newtonian. News
from the world of science is, quite simply, alien to them.
The message of modern science, that the Universe works
more like a human being than like a mechanical wind-up
toy, is wholly lost to them. Yet it is precisely the funda-
mental issues of how things work and how we came to
be, what we are and what may become of us, that are of
greatest human interest. The “modern” artist or writer of
the 20th century often asserted modernity by preaching
the sterility of the Universe and the alienation of the
individual from the world. But this supposed alienation
of the individual from the Universe is, to a modern
scientist, an obsolete and discredited notion.

The problems of evolutionary change and ultimate
origins are not new concerns. Far from being the private
domain of modern science, they have long been among
the chief philosophical concerns of mankind. Astronomy
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and astrology were the parents of modern science. The
earliest human records attest to mankind’s perpetual
fascination with origins:

Who knows for certain and can clearly state

Where this creation was born, and whence it came?
The devas were born after this creation,

So who knows from whence it arose?

No one knows where creation comes from
Or whether it was or was not made:

Only He who views it from highest heaven knows;
Surely He knows, for who can know if He does not?

Rigveda X 129.6-7
Circa 3000 BC

Such an attitude, reflective of curiosity, inquiry, and
suspended belief, is admirably modern. But today, in light
of the exploration of the Solar System, we need no longer
regard our origins as complete mysteries. We can now use
the observational and theoretical tools of modern
science to test rival theories for their faithfulness to the
way the Universe really is. Some theories, when tested by
the scientific method, are found to give inaccurate or even
blatantly wrong descriptions of reality and must be aban-
doned. Other theories seem to be very reliable guides to
how nature works and are retained because of their use-
fulness. When new data arise, theories may need to be
modified or abandoned. Scientific theories are not abso-
lute truth and are not dogma: they are our best approxi-
mation of truth at the moment. Unlike dogma, scientific
theories cannot survive very long without confronting
and accommodating the observed facts. The scientific
theories of today are secondary to observations in that
they are invented—and modified—by human beings in
order to explain observed facts. They are the result of an
evolutionary process, in which the “most fit” theories
(those that best explain our observations) survive. In
planetary science, that process has been driven in recent
years in part by the discovery and study of several new
classes of bodies both within our Solar System and else-
where. It is the great strength of science (not, as some
allege, its weakness) that it adapts, modifies, and over-
turns its theories to accommodate these new realities. Our
plan of study of the Solar System mirrors this reality.

This book will begin with what little we presently
know with confidence about the earliest history of the
Universe, and trace the evolution of matter and its con-
structs up to the time of the takeover of regulatory
processes on Earth by the biosphere. We introduce the
essential contributions of the various sciences in the
order in which they were invoked by nature, and build
complexity upon complexity stepwise. Otherwise, we
might be so overawed by the complexity of Earth, our
first view of nature, that we might despair of ever gaining
any understanding at all.
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This approach should also dispel the notion that we
are about to understand everything. It is quite enough to
see that there are untold vistas for exploration, and more
than enough of the Real to challenge our most brilliant
intellects and most penetrating intuitions.

Let us approach the subject matter covered herein
with the attitude that there are a number of fundamental
principles of nature, of universal scope, that allow and
force the evolutionary process. With our senses at the
most alert, willing to entertain the possibility of a host of
hypotheses, and determined to subject all theories and
observations alike to close scrutiny, we are challenged to
grasp the significance of what we see. Let us cultivate the
attitude that the ultimate purpose of the planetary
sciences is to uncover enough of the blueprints of the
processes of evolution so that we will be able to design,
build, and operate our own planetary system.

Like it or not, we are assuming responsibility for
the continued stability and habitability of at least one
planet. The scale of human endeavor has now become so
large that our wastes are, quite inadvertently, becoming
major factors in global balances and cycles. Soon our
scope may be the whole Solar System. The responsible
exercise of our newly acquired powers demands an
understanding and consciousness superior to that which
we have heretofore exhibited. Now is the time for us to
learn how planets work.

Guide to the Literature

It is difficult, as we have seen above, to draw a tidy
line around a particular portion of the scientific litera-
ture and proclaim all that lies outside that line to be
irrelevant. Still, there are certain journals that are more
frequently used and cited by practitioners of planetary
science. Every student should be aware both of these
journals and the powerful abstracting and citation ser-
vices now available.

Astronomical observations, especially positional
measurements, orbit determinations, and the like that
are carried out using Earth-based optical, radio, and
radar techniques, are often published in the Astronom-
ical Journal (AJ). Infrared spectroscopic and radiometric
observations and a broad range of theoretical topics
often appear in the Astrophysical Journal (ApJ). The
most important journals devoted to planetary science
in the broad sense are Icarus and the Journal of Geophy-
sical Research (usually called JGR). Two journals are
devoted to relatively quick publication of short related
papers: Geophysical Research Letters (GRL) and Earth
and Planetary Science Letters (EPSL). Two general-
purpose wide-circulation journals also frequently pub-
lish planetary science papers, including special issues on
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selected topics: these are Science and Nature. The most
important western European journal for our purposes is
Astronomy and Astrophysics.

Russian research papers frequently appear first (or
in prompt translation) in English. The most important
Soviet journals are Astronomicheskii Zhurnal (Sov.
Astron. to the cognoscenti), Kosmicheskii Issledovaniya
(Cos. Res.), and Astron. Vestnik (Solar System Research),
all of which appear in English translation with a delay of
several months.

Other journals containing relevant research articles
include Physics of the Earth and Planetary Interiors
(PEPI), the Proceedings of the Lunar and Planetary
Science Conferences, the Journal of the Atmospheric
Sciences (JAS), Planetary and Space Science, Geochimica
et Cosmochimica Acta (GCA), the Russian-language
Geokhimiya, Meteoritics, Origins of Life, and perhaps
50 other journals that are usually a bit far from the
center of the field, but overlap its periphery.

Many space scientists keep abreast of the politics
and technology of space exploration by reading Aviation
Week and Space Technology (AW&ST), which often
prints future news and juicy rumors.

Very valuable service is also rendered by several
review publications, such as Annual Review of Earth
and Planetary Science, Space Science Reviews, Reviews
of Geophysics and Space Physics, and the Annual Review
of Astronomy and Astrophysics.

Books on the planetary sciences have an unfortu-
nate tendency to become obsolete during the publication
process. Nonetheless, many books have useful coverage
of parts of the material in the field, and a number of
these are cited at the relevant places in the text.

It is often valuable to track down the history of an
idea, or to see what recent publications are following a
lead established in a landmark paper of several years
ago. For these purposes, every scientist should become
familiar with the uses of the Science Citation Index.
Depending upon one’s own particular interests, any of
a number of other abstracting services and computerized
databases may be relevant. The reader is encouraged to
become familiar with the resources of the most accessible
libraries. Every research library has Chemical Abstracts,
Biological Abstracts, etc.

For the diligent searcher, there will be an occasional
gem captured from the publications of the Vatican
Observatory, and surely one cannot claim to be a pla-
netary scientist until one has followed a long trail back
to an old issue of the Irish Astronomical Journal. Be
eclectic: have no fear of journals with Serbian or Arme-
nian names. The contents are most likely in English, or
if not, then almost certainly in French, German, or
Russian, often conveniently equipped with an English
abstract.

I. Introduction

Many valuable online services have arisen to speed
the exchange of scientific data and theories between
interested parties, from professional planetary scientists
to scientists in other disciplines to the interested public.
Never before in history has so much information from
all over the world been available in so immediate—and
so undigested—a state. These services come, go, and
evolve rapidly. Some will be cited at the appropriate
places in the text, but the selective use of Web search
engines is a more essential part of online research than
knowing this month’s hottest Web sites. The hazard of
this approach to research is that the opinions of profes-
sionals, amateurs, ignoramuses, and fanatical ideologues
are all weighted equally, and all equally accessible.
Never before in history has so much misinformation
and disinformation from all over the world been avail-
able to mislead the incautious and the gullible. Know
your sources!

But planetary science is a genuinely international
endeavor. To make the most of the available resources
one must be willing to dig deep, think critically, and keep
in contact with colleagues abroad. One must be prepared
to face the hardship of back-to-back conferences in
Hawaii and Nice; of speaking engagements three days
apart in Istanbul and Edmonton; of January trips to
Moscow balanced against summer workshops in Aspen.
I suppose that this is part of our training as thinkers on
the planetary scale.

Numbers in Science

It is assumed that all readers are familiar with scien-
tific notation, which expresses numbers in the format
n.nnnn x 10*. This convention permits the compact
representation of both extremely small and extremely
large numbers and facilitates keeping track of the deci-
mal place in hand calculations. Thus the number
0.0000000000000000000000000066262, Planck’s constant,
is written in scientific notation as 6.6262 x 10?7, and
Avogadro’s number, 602,220,000,000,000,000,000,000, is
written 6.0222 x 10>, Their product is 6.6262 x 10727 x
6.0222 x 107 = 6.0222 x 6.6262 x 107 x 10727 = 39.904 x
102727 =39.904 x10~* =3.9904 x 1073, In some circum-
stances, where typographic limitations militate against
writing actual superscripts and subscripts (as in
some scientific programming languages), scientific
notation is preserved by writing the number in the form
3.9904E-03.

Numbers are usually written in a form that suggests
the accuracy with which they are known. For example, a
wedding guest might say “I have traveled 3000 miles to
be here today”. The literal-minded, after looking up the
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conversion factor for miles to kilometers, will find that
one mile is 1.609344 kilometers, and laboriously calcu-
late that the wedding guest has traveled exactly
3000 x 1.609344 = 4828.032km. One frequently finds
such conversions done in newspapers. But this is of
course absurd. The guest neither knew nor claimed to
know his itinerary to any such precision. He cited his trip
as 3000 miles, a number with only one significant figure.
The appropriate conversion would then be to round off
4828.032 to the nearest single significant figure, which
would be 5000 km.

How then do we represent the results of an accurate
survey of a racetrack that finds the length to be 1000
meters with a precision of 0.001 meters? We would then
write the length as 1000.000m. Since measurement
uncertainties are seldom so simple, we generally estimate
the precision of a measurement by averaging the results
of many measurements and reporting the average abso-
lute deviation of the individual measurements from the
mean. Thus a series of measurements of the distance
between two points made with a meter stick might be
86.3, 85.9, 86.2, 86.6, 86.3, 86.4, 86.0, 86.1, 86.4, and
86.2 cm. The mean of these 10 measurements is 86.24 cm,
and the difference of each measurement from that mean
are +-0.06, —0.34, —0.04, +0.36, +0.06, +-0.16, — 0.24,
—0.14, +0.16, and —0.04. The sum of these errors is of
course zero; the sum of the absolute deviations (with all
the signs positive) is 1.60, and the average deviation is
1.60/10 =0.16. Thus we report the result of these mea-
surements as 86.24 +0.16cm. The =+ sign is read “plus or
minus,” and the number following it is called the error
limit or the probable error. Note that this is not in fact a
limit on the error, but an estimate of the average error of
any single measurement. In rare cases a single measure-
ment may deviate from the mean by several times the
probable error.

These random measurement errors affect the pre-
cision (reproducibility) of our measurements. But there
is a second important type of error caused by miscali-
bration or biases in the measurement method. I recall
once experiencing a series of strange frustrations in
making a bookshelf, caused by the fact that some pre-
vious user of the yardstick with which I was measuring
had carefully cut the first inch off the scale. Thus two
separately measured 9-inch segments, when mea-
sured together end to end, totaled exactly 17 inches.
Repeated measurement assured me that the total
length was 17.00 4+ 0.05 inches, meaning that the preci-
sion of the measurement was 0.05 inches. Alas, the
accuracy (the difference between the measured value
and the correct value) was far worse because of the
systematic error introduced by the mutilated measure-
ment device.

Dimensions and Units

Measurements are made in terms of certain funda-
mental dimensions, such as mass, length, and time. The
relationship of certain variables to one another can often
be resolved by dimensional analysis, in which the dimen-
sions of the variables are combined algebraically. Sup-
posing one knew that a certain variable, a, had
dimensions of length/time®, but could not remember
the equations linking it to velocity or distance. The
correct functional relationship can be deduced by dimen-
sional analysis (except of course for any dimensionless
constants) by noting that velocity has dimensions of
length/time; therefore (length/time)/time is acceleration,
and v/t = a. Length is normally denoted /, mass is m,
time is ¢, temperature is 7, etc., with no measurement
units specified. Note that this approach works well for
dimensioned constants as well as variables, and can be
used for any system of units or for conversions between
different systems.

In practice, all measurements are made in conveni-
ent or traditional units: length is measured in centimeters
in the cgs system, meters in SI, feet in the British system,
AU in Solar System astronomy, Angstrom units in
atomic spectroscopy, etc. It is assumed that the reader
is generally familiar with “metric” units. These usually
fall into one of two categories, Systeme Internationale
(SI) units (meter, kilogram, second) or cgs (centimeter,
gram, second). Historically, cgs units were almost uni-
versally used in laboratory settings. Physicists have in
recent years largely converged on the SI convention.
However, planetary science is an eclectic amalgam of
physicists, chemists, geologists, astronomers, electronic
engineers, meteorologists, spectroscopists, mathemati-
cians, and others. Each of these disciplines brings its
own traditions—including traditional units—to the field.
Chemists are still intimately familiar with calories, atmo-
spheres, Avogadro’s number, Loschmidt’s number, ama-
gats, and the cgs system, which was designed for
convenience in the laboratory. Some early 20th-century
chemistry journals quote measurements without giving
units, since “everybody knows” what units are custom-
ary (in this case, cgs). Spectroscopists, having recently
stopped reporting water abundances in planetary atmo-
spheres in units of micrometers of precipitable water
(um ppt H,0O), have moved on in the literature of 2002
to using cm amagats or, even worse, jim atmospheres as
the measure of gas column abundances, even though the
latter is dimensionally incorrect. Atomic physicists are
still replacing Angstrom units with micrometers and
nanometers. The literature on planetary fields and par-
ticles is written in a hodgepodge of conventions, perhaps
the least of which is SI. The solar wind is usually treated
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in Gaussian units, and planetary magnetic fields are
commonly described in terms of a “magnetic moment”
constructed by multiplying the mean surface field times
the volume of the planet, often expressed as gauss cm? or
gauss rp, despite the fact that these are not the units of
magnetic moment.

The scientific study of large explosions has inherited
its terminology from engineers and military officers, who
traditionally describe explosive power in terms of
equivalent mass of TNT (the high explosive trinitrotol-
uene). The energy released by explosion of one Amer-
ican ton (2000 pounds) of TNT is very close to 10°
calories, making it convenient to define the power of
explosives in terms of tons of TNT. Nuclear explosives
commonly have yields measures in kilotons of TNT, and
thermonuclear explosions are measured in megatons
of TNT (1MT TNT = 10" cal = 4.18 x 10??>erg). Geo-
physicists dealing with explosive volcanic eruptions and
planetary physicists studying impact cratering have
adopted this strange unit because all the “ground truth”
data on large explosions are couched in these terms.

Many astrophysicists routinely use cgs units, or refer
mass, luminosity, and radius to the Sun as a standard,
and report distances in parsecs. Solar System astrono-
mers routinely use the astronomical unit and Earth’s
year as standard units, or janskys as a unit of flux. In
the same vein, meteorologists diligently strive to describe
hydrodynamic processes in terms of dimensionless para-
meter such as the Rayleigh, Reynolds, Richardson, and
Rossby numbers and the Coriolis parameter, although
the bar (1 bar = 10° dyn cm ) is still deeply entrenched
as the unit of pressure. The advantage conferred by
using dimensionless parameters is largely offset by the
necessity of memorizing their names and definitions.
Aeronomers deal with rayleighs as a unit of UV flux.
Geologists, like astronomers, favor the year (annum) as
the unit of time. And all this ignores the persistence of
the last dinosaurs of the English system in some back-
waters of engineering, where feet, pounds, BTUs, and
furlongs per fortnight reign. The task of revising and
reconciling all this chaos is beyond the scope of a mere
textbook, especially since the purpose of a text is to
provide entry to the research literature as it actually
exists. Good luck—and watch your units.

Exercises
Guide to the Literature

I.1 Consult the catalog of your university library or
other research library to find out which of the

I. Introduction

leading planetary sciences journals are immediately
available to you. Choose five of these journals and
examine their tables of contents, either in hard copy
or online, for several recent issues. Write a one-
sentence summary of the scope of Icarus, the
Journal of Geophysical Research, the Astrophysical
Journal, Geophysical Research Letters, and
Geochimica et Cosmochimica Acta. If any of these
journals is not available in your library, please
substitute another journal from the list.

[.2  Find out which abstracting services in astronomy,
space science, physics, chemistry, and geology are
available in your library. Which are available
online? Familiarize yourself with the use of
Science Citation Index.

Numbers in Science
.3 a. Write the following numbers in scientific
notation:

0.00054

76,453,000,000,000
4,000,000 x 250,000,000,000
37,194,000/0.000 000 361

b. Write the following numbers in normal notation:

3.14 x 107
6.673 x 1078
(4.13 x 107°) x (3.77 x 10%)

4.13 x 107%/(3.77 x 10°)

Dimensions and Units

1.4 The ideal gas law relates pressure P (force per
unit area = mass x acceleration/area = m/?/(£*1>) =
m/t?), temperature (7'), molar volume v (/*/mol),
and the gas constant R [energy/(degree mol) =
ml? /(£ T mol)]. Use dimensional analysis to write
an equation relating these quantities.

1.5 Use dimensional analysis to show how to convert
the water flow in a river in units of acre-feet per
minute into liters per second. You need not use
numerical values for the individual conversion
factors (feet/meter, etc.).
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Introduction

We cannot study the Solar System without some
knowledge of the Universe in which it resides, and of
events that long predate the Solar System’s existence,
including the very origin of matter and of the Universe
itself. We shall therefore begin by tracing the broad
outlines of present understanding of the origin and evo-
lution of the Universe as a whole, including the synthesis
of the lighter elements in the primordial fireball, galaxy
and star formation, the evolution of stars, explosive
synthesis of the heavier elements in supernova explo-
sions, and astronomical evidence bearing directly on
the origins of stellar systems and their possible planetary
companions. No attempt is made to describe every
current theory bearing on these matters. Instead, the
discussion cleaves closely to the most widely accepted
theories and selects subject matter for its relevance to the
understanding of our own planetary system.

Distance Scales in the Universe

Distances within the Solar System, such as the
distance from Earth to the Moon or to the other terres-
trial planets, can now be measured by radar or laser
rangefinder (lidar) with a precision better than one part

in 10'°. The basic yardstick for measuring distances in
the Solar System, the mean distance of Earth from the
Sun, is called an astronomical unit (AU) and has a
length of 149,597,870 km.

To measure the enormously larger distances
between the Sun and nearby stars, we must make use
of the apparent motion of nearby stars relative to more
distant stars produced by Earth’s orbital motion about
the Sun. Figure I1.I shows how the relative motions of
the star and the Sun through space are separated from the
effects due to Earth’s annual orbital motion. The angu-
lar amplitude of the oscillatory apparent motion pro-
duced by Earth’s orbital motion is called the parallax
(p), which is inversely proportional to the distance of the
star. The parallax of a nearby star is so small that it is
conveniently measured in seconds of arc ("), and hence
the most direct measure of distance is

d(pe) = 1/p("), (IL.1)

where the unit of distance (inverse arc seconds) is called a
parsec (pc). The distance to the nearest stars is about one
parsec. From Fig. I1.1 it can be seen that 1 pcis 1 AU/sin (1),
or 206,264.8 AU (3.08568 x 10! km). Since only a hand-
ful of nearby stars have parallaxes large enough to be
measurable to a precision < 1%, this precision in specify-
ing the size of a parsec is gratuitous: 2 x 10> AU or
3 x 10" km is entirely adequate for most purposes.
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Figure II.1 Planetary and stellar distance scales. The mean distance of Earth from the Sun,
1.5 x 10® km, is defined as 1 astronomical unit (AU). The stellar distance unit, the parsec (pc), is
the distance from which the radius of Earth’s orbit subtends 1 arc sec, as shown in a. The apparent
motion of a nearby star against the background of much more distant stars is shown schematically
in b. This motion is composed of a “proper” motion due to the relative translational velocity of the
Sun and the star, combined with a projected elliptical motion due to the annual orbital excursions
of Earth about the Sun (c). A nearby star lying near the plane of Earth’s orbit will oscillate back
and forth along a straight line in the sky; one close to the pole of Earth’s orbit will describe an
almost circular path. At intermediate ecliptic latitudes, elliptical paths are seen. When the effect of
proper motion is removed, the ratio of the semimajor axis to the semiminor axis of the projected
ellipse is easily calculated from the ecliptic latitude of the star, as in d.

We shall see later how such distance determinations stars in terms of the relationships between their intrinsic
permit the calculation of the absolute luminosities (erg s~ ') properties. For the present it suffices to state that there
of stars, and how correlation of spectral properties with exists a class of variable stars, called Cepheid (SEE-fee-id)

luminosity provides a very useful scheme for describing variables, whose luminosities have been found to be
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Figure II.2  Period-luminosity relations for Cepheid variables. The
lightcurves, or brightness-vs-time diagrams, for several Cepheids are
shown in a. An arbitrary relative magnitude scale is used, and stars
with different periods are plotted together on a magnitude-vs-phase
diagram (phase = 0 at maximum light) to facilitate intercomparison.
The relationships between the lightcurve period and luminosity (as
absolute magnitude) are shown for both Pop I spiral arm stars and
Pop II globular cluster stars in b.

directly related to their period of light variation (see Fig.
I1.2). This means that, once we have calibrated this lumin-
osity-period relation for nearby Cepheids, we may then
observe a Cepheid that is far too distant for parallax
determinations, and use its observed period to calculate
its luminosity. Then, from the observed brightness of the
star, we can calculate how far it must be from us.

The use of Cepheid variables to determine distances is
limited in two ways. First, it is limited in precision by the
scarcity of Cepheids, since unfortunately very few are close
enough to the Sun for useful distance determinations.
Second, this procedure is limited in its range in space, since
it can only be applied within that volume of space in which
Cepheids can be seen and identified from Earth-based
measurements. The former problem limits precision to
at best +20%; the latter places a “horizon” for use of
Cepheids at a distance of about 2 x 10° pc = 2 Mpc. For-
tunately there are many galaxies, radio sources, and
quasistellar objects within this distance, and it becomes
possible in principle to apply the same philosophy all over
again to extend the distance scale further. For example, we
might try to establish the luminosities of one of these
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classes of objects, or of the very brightest stars in them,
by calibrating their distances with Cepheids. We can then
use brightness measurements on extremely remote
(>> 2Mpc) objects to estimate their distances.

In practice this is a very difficult task, fraught with
the hazards of making selections between observed
objects whose properties are, at best, only poorly under-
stood theoretically.

The most useful type of measurement at present for
observing very distant objects is the Doppler shift
of their spectra. Let the subscript e denote the point
of emission and o the point of observation of light of
wavelength. Then the redshift z, defined as

2= (Mo — Ae)/ A, (I1.2)

is related to the relative recession velocity of the source,
Vrel, by

(o1 (1L.3)
¢ (z41)7+1

A redshift of z=1 thus corresponds to v./c = 0.6,
z =210 vei/c =0.80,z =310 0.88, z =4 to 0.92, etc.

Many measurements of redshifts higher than z =3
have been made for quasistellar objects, and great num-
bers of galaxies of z > 1 have been catalogued. These
high redshifts, according to Eq. (II.3), correspond to
recession velocities that are a large fraction of the speed
of light. Using certain assumptions regarding the lumin-
osities of galaxies at the remote times in the past when
they emitted the light now reaching Earth, it is possible
to estimate their distances also, and hence to evaluate
the dependence of radial velocity on distance. It has been
found by this procedure that all distant objects in the
Universe are receding from us at velocities which are
directly proportional to their distance from us:

dR/dt = HR, (11.4)

where R is the distance of the object and H is a proportion-
ality constant, called the Hubble constant, which is found
to be approximately 75 km s~! Mpc™! with an uncertainty
of ~ 15%. Recalling the definition of a megaparsec,
1 Mpc = 10° pc x 206,000 AU/pc x 1.5 x 108 km/AU =
3 x 10" km, and hence H = 2.5x 10~'8s~1.

The reciprocal of the Hubble constant, 1/H, has
dimensions of time and is 4 x 10'7s. Since a year con-
tains approximately 3 x 107 s, the time scale given by the
Hubble constant is about 14 x 10° years = 14 + 2 Ga.

Another way of expressing this result is to say that,
some 14 Ga ago, every other galaxy in the Universe was in
the same place as our own. At that time, all the matter in
the observable Universe must have been hurled outward
from some very small volume of space at speeds up to
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almost the speed of light. Direct evidence of any events
that may have occurred before this explosion was presum-
ably eradicated by passage through the extremely dense
and energetic “primordial fireball.” This ancient and vio-
lent explosion, from which all the matter and energy in the
Universe originated, is called the “Big Bang.”

When we observe objects that have high z and are
billions of parsecs away, we are seeing them as they were
at the time they emitted the light we now observe, several
billion years ago. They are a window on the ancient
history of the Universe.

It has long been debated whether the initial explo-
sion was sufficiently energetic to ensure that the galaxies
will continue to recede from one another forever (an
open universe), or whether their mutual gravitational
attraction may eventually slow and stop the cosmic
expansion, followed by catastrophic collapse back into
a mathematical singularity (a closed universe). The pres-
ently known mass of the Universe is insufficient, by
about a factor of 10, to stop the expansion, but there
are several possible mass contributions that have not
been adequately assessed. This missing mass problem
also plagues attempts to understand the binding of
galactic clusters and the rotation speeds of individual
galaxies. Observations by the Hubble Space Telescope
(HST) over the past few years suggest that the Universe
is open and that the expansion rate is accelerating, a
conclusion that hints at a universal force of repulsion
beyond the established four forces of gravitation, elec-
tromagnetism, and the strong and weak nuclear forces.

However, events in the very earliest history of the
Universe are poorly constrained by observation. Produc-
tion of point-like (black hole) or line-like (superstring)
singularities by the Big Bang is avidly discussed by cos-
mologists, as are the derivation of three-dimensional
space from manifolds of higher dimension and “inflation”
of space-time. These are exciting topics at the frontiers of
research, but their bearing on the solution of observa-
tional problems such as the openness of the Universe, the
missing mass problem, and the origin of galaxies is as yet
very poorly demonstrated. In this book, with its orienta-
tion toward explaining the observed properties of the
modern Solar System, we may be forgiven for starting a
microsecond or two later in our account of the history of
the Universe, since by doing so we save several hundred
pages of interesting but possibly irrelevant material.

The Big Bang

The energy density of the Universe during the early
stages of the Big Bang was so high that the Universe was
dominated by very energetic photons (gamma rays) and
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neutrinos, plus a varied and rapidly changing population
of subatomic particles which were being produced and
destroyed with enormous rapidity.

Protons (p), muons (), and electrons (e) interacted
with the radiation field through both annihilation and
creation reactions:

2% + v+ =p" +p (IL.5)
29+ v+ U, =t (I1.6)
2 + Ve + Ve =€ e (11.7)

p+e =n+u, (11.8)

where 7,,7,, and -, are gamma rays carrying the anni-
hilation energies of protons, muons, and electrons, res-
pectively. v, and v, are muon and electron neutrinos,
and 7, and V. are the corresponding antineutrinos,
carrying the quanta of spin for the newly produced
particles. The positive electron e* is called a positron,
and n is a neutron.

Because of the great mass difference among protons,
muons, and electrons, the characteristic gamma ray
energies for Reaction (I1.5) are much higher than those
for Reaction (I1.6), which are in turn much higher than
those for Reaction (I1.7). These energies are equivalent to
the masses of the particles formed, in accord with
Einstein’s principle of mass—energy equivalence. The
masses of a number of fundamental particles are given in
Table II.1 with their energy equivalents in millions of
electron volts (MeV). Those with the greatest rest masses
can be formed only during the earliest expansion of the Big
Bang fireball, because only then is the temperature high

Table II.1 Rest Masses of Elementary Particles

Rest mass
Half-life
Particle MeV g s
Photon, ~v 0 0 Stable
Neutrino, v ~0 ~0 Stable
Electron, e 0.511 9.042 x 10728 Stable
Muon, p 105.66 1.870 x 10~% 22 %107
Pi meson, 7 139.58 2.470 x 10723 1.x 1078
Proton, p 938.26 1.660 x 10~2* Stable
Neutron, n 939.55 1.662 x 1072 1013
Lambda, A 1115.6 2.5x 10710
Sigma, X+ 1189.5 8§ x 101
¥ 1192.6 <1071
P 1197.4 1.5x 10710
Xi 2° 1314.7 3.0 x 10710
Cn 1321.2 1.7 x 10710
Omega, Q~ 1674 1.5% 10710
Heavy baryons to > 3000 ~ 10722




The Big Bang

enough so that there are significant numbers of photons
energetic enough to provide those masses. Production of
heavy particles (baryons), such as protons and neutrons,
must therefore cease well before meson production ceases,
whereas light particles (leptons), such as electrons and
positrons, may still be formed at much later times.

The distribution of photon energies in the fireball is
described by the Planck function (Fig. I1.3):

2h)3 1
B, = TW, (11.9)

where B, is the monochromatic radiance of the radiation
field in ergem—2s~! Hz™!, /1 is Planck’s constant, v is the
frequency, c is the speed of light, and k& is the Boltzmann
factor. The numerical values of the constants in custom-
ary units are

a /
%
ot
T By o eV
2
w N
- >
- 8
: >
El|l
o 2
v (Hz)
b.
|
|
|
|
|
|
> |
cgo ; log By e —awv (linear)
) |
logBy o< 2 log v
]
\Y
c. -l4 N
galactic \
| 1
background :
-16 | |
> |
~= |
&0 B |
) d log By o< -av
~18 logBye< 2log v
(linear) {
{
-20 | | L1 1
8 9 10 11 12 13
log v

Figure I1.3  The Planck function. The usual linear representation of
B, vs v is shown in a. Observations at high frequencies well beyond the
Planck peak are often graphed as in b, because this plot is linear in that
regime. Observations at frequencies below the Planck peak are often
graphed on a log—log plot for similar reasons, as we show here in c. The
example given shows the observational data from which the 2.7K
background temperature of the Universe is derived.
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h=6.625x 10" ergs
¢=2997 x 10" cms™!
k=1.380x 10" erg K"
It can be shown that a typical photon in this gas has

an energy, hv, which is related to the equilibrium tem-
perature of the radiation field by

hv =~ 3kT. (11.10)

For the typical photon pair to be capable of forming a
particle-antiparticle pair, they must carry enough energy
to supply the rest masses of the particles,

2mpc? = 3kT, (IL.11)
2m,¢* = 3kT, (I1.12)
2mec?® = 3kT,, (I1.13)

where the subscripts p, u, and e denote the proton,
muon, and electron rest masses and their production
temperatures. This conversion of energy into matter is
a most practical application of Einstein’s principle of
equivalence of mass and energy.

Neutrons and protons, with very high masses
(Table II.1), are formed together while the temperature is
very high, but the products of this synthesis are subject to
severe depletion by subsequent reactions. One of these is the
mutual annihilation of proton—antiproton pairs [the reverse
of Reaction (I1.5)], which severely depletes the population
of stable baryons. It is not known whether the present
Universe contains equal numbers of antiprotons and pro-
tons or whether departures from perfect symmetry in the
initial conditions led to an unequal production of protons
and antiprotons. In addition to this reaction, Table II.1
reveals that the isolated neutron is itself unstable and
decays by the reaction [essentially the inverse of Eq. (11.8)].

n—p*+e +re (5, = 1000s) (11.14)

The rate of decay of an ensemble of N radioactive par-
ticles (such as neutrons) is

dN/di = =N, (11.15)

where ) is the decay constant in units of s~!. The half-life
is defined as the time required for half the original par-
ticles to decay,

No/2 12
J N _ —J dt (IL.16)
No N 0
No/2
1 — 117
(532) = - (1.17)
In 2
fyy = “T = 0.69315/), (IL.18)
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hence

N

No

e e —0-69315(1/110)

(I1.19)
To make the rest mass of the proton requires, accord-
ing to Eq. (IL.11), a temperature of 7 x 102K, muon
formation occurs down to 8 x 10'' K, and electrons
continue to appear down to about 4 x 10° K. These
temperatures are very much higher than the core temp-
erature of the Sun, which is roughly 107 K.

As the fireball cools through about 8 x 10! K, the
rate of meson production very rapidly becomes negligi-
ble, and, because both pi and mu mesons are unstable as
free particles, they quickly disappear from the system.
When electron production is quenched near 4 x 10° K,
mutual annihilation of electron—positron pairs can
continue until the populations of these light particles
(leptons) are also severely depleted. The same question
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regarding the possible existence of positron-rich regions
of the Universe arises that we earlier encountered with
respect to antiprotons; we may combine the two ques-
tions and ask whether antimatter regions dominate half
the Universe. At present, there is no evidence for such a
structure. Antimatter cosmic rays, for example, are
unknown.

How much time does it take for the Universe to
expand and cool to these several quench temperatures?
The time required to cool to 8 x 10" K is only 10 us, and
4 x 10°K is reached in about 10s for typical models of
the Big Bang (Fig. 11.4).

During the time in which the temperature is
greater than about 4 x 10°K, the fireball is densely
populated by gamma rays, neutrinos, electrons, and
positrons, with a significant residual population of
baryons as well. Neutrons and protons make up
about one part in 10> of the total equivalent energy.

log T(K)
14 12 10 8 6 4 2 0
L T 1 T T 1 ] 1 ]
! | 1 | I
| | ] | |
] | ! !
10 |- . ! | 1
NG | : —> free neutrons exhausted :
o ! ! |
\\: | : ', : :
N N ! ] 1 !
H 14He made! ! 2|
1 1 1 el
1 ! 1 | 1
: | ) | | |
o= ! ! AN 1 1 -
I [ ! ! i |
| ] | 1 : !
! | ! 1 H++e-—» Hoe |
—~ — T ' ] '
@ - ;! | i : P
& —3 | ! ! Her++ 2¢” —> Hee !
) 1 1 ! 1 H !
T I L | |
£ | lg slf | £ ‘
.- < b1
2 2 0l S 3= | g i
) & 1@l 8 £ = i 8 | I
2 2 81 = E = <1 matter era
- £ 1 £ £ S1E E! ]
g 121 AN I gl !
% I 51 £ = | g ! 3! !
= | ) < 1) o | = 1
19) =21 g g E ! !
g 1818 3138 1 densi ' :
20 L 19 e —
20 E I 2 : 2 S : g qual density l |
-4 1 N ' !
T g : |
- 1 | ! ! i
H H lepton era : 1 |
! 1 .. I
i : H radiation era [ :
1 ! !
| [ ! —
-30 [ i ! |
. | ! |
] : | ! |
I I ' ' |
I Lt 1 | ) ! !
logz(s) -5 0 +5 +10 +15

Figure 11.4 Evolution of the Big Bang fireball. The quench points (the times when the temperature
first drops low enough to stop production) for the synthesis of baryons, muons, and electrons from the
radiation field are indicated, as is the time of electron—ion recombination and the present epoch. The
chemical evolution of the system is detailed in Fig. I1.5.
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There is a rapid interconversion of protons and neu-
trons by

ef+n=p+7 (I1.20)

Vebn=pte . (11.21)

With both protons and neutrons present, it is possible to
synthesize deuterium (D = ?H), the stable isotope of
heavy hydrogen, by

p+n—D+n; (I1.22)

however, the inverse reaction, destruction of the deuteron
by a gamma ray, is also possible as long as the photon
energies are sufficiently large to overcome the nuclear
binding energy of the deuteron. Table 11.2 gives precisely
measured masses for a number of the lighter nuclides,
from which we can determine the binding energy of the
deuteron. Note that the mass of the deuteron is slightly
less than the sum of the masses of its component parts, the
proton and the neutron. This “mass defect” is due to the
emission of energy by the particles as they join together to
form the deuteron. The missing energy, about 0.1 MeV, is
the same as that carried by a typical photon at about
10°K. At any higher temperature, therefore, average
photons in the environment are energetic enough to
reverse the reaction (i.e., destroy deuterium). Thus net for-
mation of deuterium is unimportant until the temperature
drops below 10°K some 100s into the explosion, when
destruction of D by gamma rays becomes unimportant.
This is much too early for the neutrons to have decayed
away (their half-life is over 1000s), and Reaction (11.22)
can thereafter proceed more rapidly than its reverse.

The deuterons that are produced are still extremely
reactive at these temperatures, because their nuclear
binding energies are not much larger than the thermal
energy of the fireball. For example, two deuterons may
react,

Table II.2 Masses of the Light Nuclides
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D+D — *He +n, (I11.23)

thus replenishing the waning supply of neutrons as a by-
product of the synthesis of helium-3.
Similarly,

D+D— H+p (11.24)

provides the radioactive isotope tritium (*H; T), which
decays via

‘H — ‘He+e™ + 7 (I1.25)

with a half-life of 12.33 years.
Other reactions which are important during this era
include

p+p—D+e" +ue (I1.26)
D+n—*H+~y (11.27)
D+p—He+7y (I1.28)
SHe + *He — *He + 2p + 7, (11.29)

of which the most interesting is Reaction (I1.29). Once
produced, “He may be destroyed by collisions with
energetic charged particles (spallation reactions) such as

p+ *He — D + *He. (I1.30)

The cooling of the fireball is so rapid that this is not an
important loss process for “He, although it does contrib-
ute appreciably to the production of deuterium and 3He.

No elements heavier than helium are produced in
significant quantities in Big Bang nucleosynthesis. The
abundances of important components of the Big Bang
are shown in Fig. IL.5 for the critical epoch when the
temperature was near 10° K.

Binding Energy

BE per nucleon

Species N VA A Mass AMU MeV (MeV/A)
n 1 0 1 1.00867 0 0 0
'H (p) 0 1 1 1.00728 0 0 0
’H (D) 1 1 2 2.01400 0.00195 1.816 0.91
3He 1 2 3 3.01605 0.00719 6.690 2.23
4He 2 2 4 4.00260 0.02930 27.29 6.82
°Li 3 3 6 6.01512 0.03270 26.15 4.19
"Li 4 3 7 7.01600 0.04052 37.74 5.55
8Be 4 4 8 8.00530 0.05850 54.49 6.81
Be 5 4 9 9.01218 0.06029 56.16 6.24
10 5 5 10 10.01294 0.06810 62.23 6.22
B 6 5 11 11.00931 0.07911 73.69 6.70
12c 6 6 12 12.00000 0.09570 89.14 7.43
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Figure IL.5 Nuclear abundances in the Big Bang fireball. The progress of the reactions
that synthesize the lighter nuclides can be followed from “pure” hydrogen to the quenching
of synthesis reactions by cooling and the eventual decay of free neutrons. Tritium also
decays, but its half-life is much longer than the time covered by this diagram.

Limitations on Big Bang Nucleosynthesis

...what God originally created,
that matter which, by dint of His
volition, He first made from His
Spirit or from nihility, could
have been nothing but matter in
its utmost conceivable state
of—of what?—of simplicity?

Edgar Allen Poe
Eureka

Reactions of elements heavier than hydrogen are
strongly inhibited because the reacting nuclei must over-
come their mutual electrostatic (Coulombic) repulsion.
The rate expressions contain the factor exp —(AE*/kT),
where AE*, the activation energy barrier, depends on
the nuclear charges of the reacting nuclei, Z; and Z,, as
AE* = CZ]ZQ.

At temperatures below a few million degrees the
only nuclear reactions with appreciable rates are the
decay reactions (I1.14) and (I1.24). During this phase of
the expansion, photons and neutrinos dominate the Uni-
verse, but hydrogen and helium nuclei make up an
appreciable fraction of the total energy equivalent:

(my + mpe)® ~ 1072 Epygq. (I1.31)

Although conversion of energy into matter by nuclear
reactions has ceased, the density of the Universe is still large
enough for strong radiation—matter coupling via Compton
scattering, the interaction of free charged particles with

photons. Thus the energy carried by the radiation field is
constantly being fed into the kinetic energy of expansion of
the matter in the fireball. The density of the Universe con-
tinues to drop, but not as rapidly as the decline in the energy
density of the radiation field.

At temperatures of about 10*K the radiation field is
cool enough to permit the formation of the first neutral
atoms by recombination of free electrons with positive
ions of hydrogen and helium. Beyond this point the Uni-
verse is, to a good approximation, composed of 28% by
mass *He atoms and 72% H atoms. At about 10° K atomic
hydrogen can react to make H, molecules:

p+e —H+h ( )
He’* + e — He' + /hw (11.33)
He" + e~ — He + hv ( )
H+H — H, + /hw. ( )

All this occurs within some 3 x 10'* seconds (10 million
years) after the beginning of the Big Bang explosion.

The observed helium content of the Universe and the
deuterium:hydrogen (D:H) ratio of 1.4 x 107> are both
believed to be direct consequences of the Big Bang. The
abundances of these species reflect conditions during the
early stages of the explosion. The abundances of D and
He in the present Universe suggest a density for the
Universe that is not high enough to arrest its expansion
and cause it to slow and recollapse.

Another feature of the Big Bang with profound
observational consequences is the leftover radiation
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after the cessation of creation reactions. These photons
continue to degrade in energy as the Universe continues
to expand. This radiation “cools” from GeV gamma
rays to X rays, ultraviolet and visible light, infrared,
and finally microwave radiation. One of the crucial
experimental confirmations of the predictions of the
Big Bang theory has been the detection at microwave
(centimeter) wavelengths of an isotropic radiation field
with the spectrum of a Planckian emitter [Eq. (I1.9)] at
a temperature of about 2.7 K (see Fig. I1.3¢c). It seems
likely that, given any slight degree of anisotropy in the
expansion of the cloud of hydrogen and helium from
the fireball, instabilities will develop and propagate.
Regions of enhanced density would then eventually
give rise to the formation of galaxies and clusters of
galaxies. Up to the time of formation of well-defined
protogalaxies it is likely that the Universe was devoid
of stars and other high-density objects, containing only
degraded radiation and cooling hydrogen and helium
gas. The sole possible exception might be incredibly
dense black holes, composed of tiny portions of the
original fireball that never expanded far enough to
make what we regard as “normal” matter.

Had the nuclear and chemical evolution of the Uni-
verse been arrested at this stage, the entire scope of
chemistry would have been limited to the formation of
molecular hydrogen. Not only are the chemicals essen-
tial to the formation of planets and life absent, but also
the very elements essential to their existence have not
been formed. How did such a dull and unpromising
universe give rise to present complexity?

Galaxy and Star Formation

A relatively dense gas cloud may collapse if its own
gravitational potential energy is greater than its internal
thermal energy. This condition, known as Jeans’ criter-
ion, after its discoverer, the famous British astronomer
Sir James Jeans, is given by

GmM 3mkT
= 11.36
e 2 ( )
or, substituting
4
M= gm‘gp, (11.37)
9kT \/? .
= o(T/p)"? 1.
o> (o) = <(T/o) (1L.38)

where G is the universal constant of gravitation, M is the
mass of the cloud, r. is the critical unstable radius, and
p is the density of the cloud. In effect, a molecule in a
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cloud larger than r. will have a thermal velocity that is
too low for it to escape from the cloud. If the cloud is
able to lose energy by radiation, it may then collapse to
much higher densities.

As collapse continues, the density of the gas
increases and the minimum size of a gravitationally
unstable element of the gas also changes. In the most
favorable (and reasonably realistic) case, in which the
collapsing gas cloud is fairly transparent to infrared
radiation, the temperatures of the molecules in it will
be governed by exchange of energy with the outside
universe (which is changing very much more slowly than
the collapsing cloud). The collapse will then be nearly
isothermal until the density and opacity of the gas have
grown enormously.

The gravitational potential energy of the collapsing
cloud accelerates the component helium atoms and
hydrogen molecules inward. They collide and partition
their increased energy between translational (thermal)
motion and internal vibration and rotation of the hydro-
gen molecule. The energy required to excite vibration of
the hydrogen molecule corresponds to a temperature of
about 3000 K, whereas pure rotation can be excited by
collisions at temperatures near or above 300 K. As the
opacity grows, more and more of this energy is stored
internally in the cloud.

A molecule is most like a black body (a perfect
emitter) at those wavelengths at which it has strong
absorption bands (that is, where it is an excellent absor-
ber). Thus once collapse heats the gas to a modest tem-
perature of a few hundred kelvins, the gas will readily
become rotationally excited by collisions, and the rota-
tionally excited molecules will emit their excitation
energy in the far infrared. As we shall later see, hydrogen
gas must be very dense before its opacity becomes
important. This is why, during the early stages of
collapse of a hydrogen gas cloud, the cloud cannot retain
much of its collapse energy.

For an isothermal collapsing cloud of constant
mass M,

2Gm  2GM (rc)37

" ST T WT \R (I1.39)

where R is the radius of the parent cloud and m is the
mass of the smaller cloudlet formed by fragmentation of
the parent cloud of mass M[m/M = (r/R)3]. This leads to

the expression
3T \'?
> 3/2
fe = (2GM> R

where the quantity in parentheses is constant. Thus
reduction of the radius of the parent cloud by a factor
of 4 due to collapse (a density increase by a factor of

(11.40)
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43 = 64) leads to a decrease of r/ by a factor of 8, which
is only half the new radius. The large cloud can therefore
fragment into about 4 to 10 smaller cloudlets, each of
which will continue to collapse in the same manner until
the process is halted by star formation or by the buildup
of rotation speed caused by conservation of angular
momentum. This phenomenon of hierarchical collapse
can produce a large number of levels of structure of
many different sizes, ranging in the present case from
masses of thousands of times that of our Galaxy down,
through that of a small galaxy (10* g), eventually to star
clusters and individual stellar systems.

Small gas clouds with quite high densities and low
angular momenta will produce first-generation stars
with random masses, many of which will be much larger
than normal stable stars. We must pursue further the
evolution and classification of stars and stellar systems
in order to appreciate fully the significance and relevance
of these early stages in the evolution of the Universe.

Structure and Classification of Galaxies

The distribution of matter throughout the known
Universe is both sparse and nonuniform. Averaging out
all known or suspected galactic matter over the volume
of the known Universe (a sphere with a radius of
5Gpc = 5 x 10%pc) gives a mean density of 10730 g cm—3,
equivalent to one hydrogen atom per cubic meter. By
comparison, the density of matter within our own
Galaxy, the Milky Way, is approximately 1072* g cm—3,
some 10° times that of the Universe as a whole.

The characteristic distance scale of the Universe is
the Gpc (gigaparsec; 10°pc); typical nearest-neighbor
intergalactic distances are near 1Mpc (megaparsec);
typical galaxies have dimensions of a few kpc; the distance
between neighboring stars in a galaxy is about 1 pc; the
diameter of a planetary system is near 1 mpc (millipar-
sec); distances between neighboring planets are about
1 upc (microparsec; 10~%pc); the size of a planet is about
Inpc (nanoparsec; 10~°pc). Each step in this scale
represents a change by a factor of 10° in the volume, and
each step corresponds to an increase in density. The final
step brings us to planetary bodies with densities of about
lgem™3.

On the upper end of the mass scale, even beyond
galaxies, there is clustering of galaxies and even cluster-
ing of galactic clusters to form superclusters with dimen-
sions up to about 100 Mpc. Many thousands of clusters
are known, each typically containing hundreds to thou-
sands of galaxies. One prominent nearby cluster with
more than 1000 members is in the constellation of Coma
Berenices at a distance of 25Mpc. Our own Galaxy
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belongs to the Local Group, a small cluster of which
the Magellanic Clouds and the Andromeda Nebula are
also members. Millions of galaxies have been photo-
graphed, but we know that we can see out to distances
so great that only a tiny minority of galaxies are bright
enough to be visible at that distance.

Clustering of galaxies extends on down to groups of
a mere dozen or so individuals. “Chains” typically con-
taining five or six spiral galaxies connected by streams of
stars have been found many times.

Individual galaxies exhibit only a rather limited
range of overall morphologies. A “triangular” classifica-
tion scheme with three main branches suffices to type
most galaxies. Figure I1.6 displays sketches of spiral,
barred spiral, and elliptical galaxies. The two classes of
spiral galaxies are each subdivided according to how
tightly the spiral arms are wound, whereas elliptical
galaxies are classified according to the eccentricity of
their projected disks.

S Sb SBb SB

Figure I1.6  Classification of galaxies. Spirals are subdivided accord-
ing to whether a barlike nucleus is present. Both the barred spiral (SB)
and the spiral (S) branches of the diagram are ranked according to how
tightly the spiral arms are wound. The highly symmetrical gas- and
dust-free elliptical (E) galaxies form the third arm of the diagram.
Irregular galaxies, such as the severely distorted Magellanic Clouds,
are lumped in yet another category (I).
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Note that this classification scheme is of use princi-
pally for identification purposes: a spiral galaxy seen
edge-on cannot be categorized accurately, and the pro-
jected shapes of elliptical galaxies have no simple rela-
tionship to their three-dimensional morphologies.

The fundamental distinctions between elliptical and
spiral galaxies are, however, unmistakable. Elliptical
galaxies are highly symmetrical and almost always com-
pletely devoid of gas and dust. Spiral galaxies, on the
other hand, have dense gas and dust lanes spiraling out-
ward from their centers. The central region of each large
spiral galaxy is usually rather similar to an elliptical
galaxy, with a high degree of symmetry, no spiral lane
structure, and very little gas and dust. The very centers of
the cores of large galaxies often exhibit phenomenal
luminosities in the infrared and X-ray regions, frequently
accompanied by extremely violent eruptive phenomena
and “jets” of extremely hot and fast-moving gas.

Because galaxies frequently form compact clusters
or close pairs, it is often possible to measure the radial
component of their velocities by means of the Doppler
shifts of lines in their spectra and thus to deduce the total
mass of the system, and often the masses of the indivi-
dual galaxies as well. Spiral galaxies are usually found to
have masses near 10'' times that of the Sun (10!' M),
whereas elliptical galaxies are typically a few times less
massive on the average. Both classes, however, span
factors of about 100 in total mass.

The luminosities of most large spiral and elliptical
galaxies are between 10° and 10'° times that of the Sun
(10'°Ly). The average luminosity of galaxies in the
Coma group is about 0.5 x 10° L, whereas the average
mass is about 4 x 10'' M. In general, the mass:lumin-
osity (M:L) ratio for galaxies lies within a factor of 10 of
100:1; that is, average galactic material with a mass of
100 M, is required to produce the luminosity of our Sun.
Obviously, then, a very large proportion of the mass in a
typical galaxy must be either outside of stars or tied up
in stars that are enormously less luminous per unit mass
than our Sun. The search for this invisible but gravita-
tionally important “missing mass” continues.

The Milky Way, despite the poor perspective we have
on its global properties, still provides us with an inside
closeup view of many of the processes at work in what
appears to be a fairly typical spiral galaxy. The Milky
Way, with a mass of 2 x 10! M, has an estimated lumin-
osity of 10'°L, for a M:L ratio of 20. Our Galaxy is
mostly confined to a flattened, disk-shaped volume of
space some 30kpc in diameter and about 8 kpc thick at
the center. Away from the center, the disk is only about
4 kpc thick. In addition to the lenticular distribution of
stars, gas, and dust which contains the spiral structure,
there is the distinct system of stars in the galactic core, and
a second spherically symmetrical system of very compact
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dust- and gas-free globular clusters of stars. Each of these
clusters is itself spherically symmetrical and looks like a
tiny elliptical galaxy. The “bulges” in the galactic disk near
the rotation poles of the Galaxy are due to the central
system of non-spiral-arm stars.

The globular clusters associated with our Galaxy
typically contain several thousand to a million stars each
and occupy a volume of space extending out as far as
40 kpc from the galactic center. The main spiral arm
system extends out to about 15kpc, and the Sun is
located roughly 8 kpc from the center. The densities of
both the stellar and the globular cluster populations
increase rapidly toward the center. Thus the vast major-
ity of the stars in our Galaxy are located within 6 kpc of
the center, and fully a third of all the known globular
clusters are found within the 2% of the solid angle of the
sky closest to the direction of the galactic center, in the
constellation Sagittarius. That we are able to see so
many clusters in such a small region of the sky is parti-
cularly striking in view of the difficulty of observing the
central regions of our Galaxy through the intervening
lanes of obscuring gas and dust.

Interestingly, the M:L ratio of the star populations
in globular clusters is higher than that found for spiral-
arm star populations, even though interstellar gas and
dust are absent. This suggests an important difference
between these two major stellar environments.

The Milky Way would collapse under its own grav-
ity in about 10® years if it were not rotating. It is possible
to measure the speed of the Sun with respect to selected
other bodies by means of the Doppler shift and to
deduce from these measurements the approximate orbital
speed of the Sun about the galactic center. Measurement
of the relative velocities of other nearby stars (which are
also in orbit around the galactic center at about the same
mean distance) shows us that these stars have random
velocities of several kilometers per second. Further, the
Sun is found to be moving at a rather high speed relative
to the average of the nearby stars: the Solar System is
moving roughly toward the star Vega at about 20 km s

The speed of the Sun relative to the average of the
globular clusters is much higher, roughly 200 km s~!.
Since the distribution and motion of the globular clus-
ters are spherically symmetrical, they do not partake of
the orderly rotation of the disk population of stars. As
many are moving “forward” as are moving “backward,”
so their average speed is zero. The Sun’s speed relative to
them is thus a measure of the orbital speed of the Sun
about the galactic core. The direction of this latter
motion is in the direction of the star Deneb, which lies in
the galactic plane. The stars in the spiral arms of the
Galaxy, including all of the Sun’s nearest neighbors,
orbit in the same direction with roughly circular orbital
velocity, about 200 km s~'. The average velocity dispersion
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of these stars is about 10km s~!, corresponding to a
typical orbital eccentricity of order 10/200 ~ 0.05 and a
typical orbital inclination of about 10/200 radians ~ 3°.

Superimposed on this motion is a random or “ther-
mal” component of a few km s~!, which corresponds to
modest orbital eccentricities and inclinations. The orbits
of the globular clusters are “hot” in that they are as likely
to have retrograde as prograde orbits, and the eccentri-
cities of their orbits may approach unity. Not surpris-
ingly, these orbits also extend out quite far from the
galactic center. The spiral arm stars and gas clouds thus
pursue planet-like orbits, whereas globular clusters have
comet-like orbits. The Sun’s motion relative to nearby
stars, mentioned above, means that its “thermal” velo-
city is higher than average, about three or four times the
average thermal speed found for nearby stars. The Sun
takes about 200 million years to complete one revolution
about the galactic center; the Solar System has com-
pleted fewer than two dozen trips about the galactic core
since the origin of the Sun and planets.

Some of the fundamental structural features of the
Galaxy can be seen with the unaided eye on any clear,
moonless night. The plane of the lenticular star distribution
(the Milky Way) is well defined as a band of light girdling
the sky, brightest in the direction of the galactic center.
In several places the bright background of stars is obscured
by dark, dense gas and dust clouds that mark out the plane
of the nearby spiral arms. The location of the central plane
of the Galaxy is also marked out by the presence of num-
erous extremely luminous blue-white stars, which are found
quite close to this plane. These brilliant blue—white stars are
not present in globular clusters or elliptical galaxies. By
“brilliant” we of course refer to the intrinsic luminosities of
the stars, not simply their apparent brightness as seen from
Earth. The luminosity of a star may be given in absolute
(ergs™!) or relative terms, in units of the luminosity of the
Sun, L. The luminosity of the Sun is 4 x 1033 ergs~'.
The blue-white stars, which mark out the galactic plane,
have luminosities of 100 to 1000 L and even higher. These
stars make up only an infinitesimal proportion of the
population of the Galaxy, but their high luminosity makes
them visible over distances of several kpc. They are largely
responsible for the low M: L ratio of the spiral-arm popula-
tion of stars. The way in which these luminosities and other
intrinsic properties of stars can be determined is most
interesting, and deserves further comment.

Classification of Stars

Historically, stars were first classified solely on the
basis of their apparent brightness, ignoring their easily
observed color differences. However, we have seen that
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the spectral distribution of energy versus frequency
[Eq. (I1.9)] or wavelength

2hc? 1
By = 2\ <ehc//c)\T _ 1)

contains a maximum. Here B) is the radiation field
intensity in ergem~!s~! per centimeter of wavelength.
Differentiating with respect to wavelength, we find that
the maximum in B) occurs where dB)/d\ = 0 or

5(1 — e~he/kMnTy = k)\th’

(11.41)

(11.42)

where \p, is the wavelength at which B, is a maximum.
The roots of this equation are

he
= 4. 114
T (0,4.965114),

of which the first is trivial. For the other, we find
AnT = 2897 um K,

(11.43)

(11.44)

which is the Wien Displacement Law.
Note that By and B, are not even dimensionally the
same. B, 1S a maximum at

T/vm = 1.700 x 107" K Hz™! (I1.45)

or

A(vm) T = 5098 ym K. (11.46)

It is apparent from these considerations that the color of
a star (especially the wavelength at which the emitted
flux is a maximum) contains valuable information about
one important intrinsic property of a star, its surface
temperature. On the other hand, the apparent brightness
by itself tells us nothing about the intrinsic properties of
the star. However, if we had some means of measuring
the distances of stars, we could then use the apparent
brightness to calculate the absolute brightness (and thus
the luminosity) of each star.

The apparent brightness of a star is given by its
apparent visual magnitude, m,, on a magnitude scale
which is logarithmic in flux. The magnitude scale, which
was first established by naked-eye observations, reflects
the logarithmic response of the human eye to radiation
intensity. It was customary to describe the brightest
stars as “stars of the first magnitude.” Slightly fainter
stars were then called “second magnitude” stars and so
on, down to the limit of detection by the naked eye,
sixth magnitude. Thus the magnitude scale decreases to
negative numbers for the brightest objects. When a
quantitative magnitude scale was established, it was
made to conform as closely as possible with the old
naked-eye scale. Each step on the magnitude scale is
about a factor of 2.5 in flux, and five magnitudes is
exactly a factor of 100 in flux. A bright star such as
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Vega (m, = +1) therefore delivers to terrestrial obser-
vers a light flux 100 times as large as that coming from
the faintest naked-eye stars (m, = +6). The brightest
star seen in the night sky, Sirius, has an apparent visual
magnitude m, = —2.6.

The apparent visual magnitude is approximately
given by

my = —2.5log Fy — 10.7, (11.47)

where Fy is the total visual (0.4 to 0.8 um) flux reaching
the observer, in units of ergcm~2s~!. The Sun, which
provides 1.37 x 10®ergecm=2s~! to Earth, has a visual
magnitude of —2.5(log 1.3 x 10%) — 10.7 = —26.1.

The color, or spectral class, of a star can usually be
estimated by photometric comparison of images of the
star taken through three or more colored filters that
transmit only narrow spectral intervals of light. The
most commonly used filters for this purpose are ultra-
violet, blue, and the center of the visible region (yellow).
This is referred to as the UBV filter system. For more
precision, especially with cooler stars, additional filters
in the near infrared are added to the set.

On the basis of the UBV photometric classification
of stars a number of different color groups can be
distinguished. For historical reasons, these color
groups form a spectral sequence labeled with an inscru-
table sequence of apparently random letters. For the
spectral sequence running from violet through the visi-
ble region to red, the principal color classes are O, B, A,
F, G, K, and M, and the less common classes are R, N,
and S. There are endless mnemonics to assist in keeping
this sequence intact and in order: my favorite is “Oscar,
Bring A Fully Grown Kangaroo: My Recipe Needs
Some.” (Certain other spectral classes, such as C, are
often encountered in the astronomical literature but
rarely seen in space.) Thus O and B stars are very strong
ultraviolet emitters, blue or violet to the eye, with sur-
face temperatures in excess of 15,000 K. A and F stars,
with temperatures near 10,000 and 8000K, respec-
tively, may be described as white. Our Sun is a repre-
sentative of the cooler yellow G stars, which have
surface temperatures near 6000 K. K stars are orange
in color, and M stars, with temperatures below 4000 K,
are red.

Given only one further type of data about these
stars, their distances from us, it would be possible to
construct a two-dimensional (color—luminosity) classi-
fication system for stars in which intrinsic properties
alone are employed. In fact, as we have already seen,
several thousand stars are close enough to the Sun so
that the annual motion of the Earth around the Sun
causes a measurable displacement in the position
of these stars against the background of much more
distant stars. Thus, by the simple expedient of
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comparing photographic images of these stars and
their stellar backgrounds on pictures taken 6 months
apart, it is possible to calculate their distances. We
now can combine the two simplest measurements of
the star, its apparent magnitude and its parallax, to
determine the absolute magnitude of the star, M,. By
convention the absolute magnitude is defined as the
apparent magnitude the star would have if it were at
a distance of 10pc:

M, =m, + 5 — 5logd(pc)

" (11.48)
=my+5+5logp(")

The absolute magnitude is, like the color, an intrinsic
property of the star and is directly related to the star’s
luminosity by

M, =6—2.5log(L/Ls): (11.49)

therefore, in terms of directly measured properties (par-
allax and m,), the luminosity of a star is

log(L/Ly) = 0.4(1 —m,) —2logp("). (11.50)

If the several thousand stars with measured parallaxes
are used to construct a color vs magnitude diagram,
certain very interesting systematics appear at once. Such
a plot, known as the Hertzsprung—Russell (H-R) dia-
gram after its inventors (Ejnar Hertzsprung of Denmark
and Henry Norris Russell of Princeton University in the
United States), is given as Fig. 11.7.

The most prominent feature of the H-R diagram is
the diagonal strip of stars known as the Main Sequence
(MS). A large majority of all the stars near the Sun lie on
the Main Sequence, and those stars that are not in the
MS lie in very restricted regions of the H-R diagram.

Some stars, usually found enveloped in gas and
dust clouds, are too red for their luminosity, compared
with the MS. These stars, called T Tauri stars after
their prototype, lie parallel to but slightly above the
MS. A number of other very luminous stars are much
too red for their luminosities relative to the MS (or
much too luminous for their temperatures). Such stars
achieve their enormous luminosities by having very
large surface areas: the total luminosity is proportional
to the surface area as well as dependent on the tem-
perature. Such large stars are referred to as giants and
supergiants.

We have already seen that the Planck function for
a black body emitter, B), has a shape given by Eq.
(IT.41) and that the wavelength at which B, is a
maximum is dependent on temperature in accordance
with Eq. (I1.44). Now we need to know how the total
Iuminosity of a black body depends on its temperature,
that is, to evaluate the integral of B) over \. To forestall
the necessity of evaluating the integral directly, note
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Figure I1.7 The Hertzsprung—Russell diagram. The temperature (spectral class) and absolute
magnitude (luminosity) of each of the 10,000 apparent brightest stars seen from Earth are
compared. The large majority of the stars lie on the hydrogen-burning Main Sequence (MS).

from Fig. I1.8 that the product By - A is proportional to
the area under B). Thus

o 2 1 2
[ Byd o 2 ( )Am;Am—g (IL.51)

Jo A\ ehe/RAnT —

and
J Byd\ = oT*, (Ls2) B
0

where the proportionality constant, o= 5.65 x

10°ergem2s ' K™, is called the Stefan-Boltzmann
constant.

The luminosity of a star is simply its total radiated
power over its entire surface:

L =4nR0T*.

(I1.53) A

Thus from Egs. (I1.45) and (I1.49), the observed visual
magnitude (my), the parallax (p), and the color allow
calculation of the radius (R,). In this way we can calcu-

Figure I1.8 The total energy emitted from a Planckian source. Here
Am 1s the wavelength at which B, is a maximum.

late that the dimensions of supergiant stars are compar-
able to those of our entire Solar System. A group of
quite hot (blue) but intrinsically faint stars is also found.

By the logic applied above to the giants and supergiants,
it is clear that these underluminous stars must be ex-
tremely small compared with normal (MS) stars; in fact,
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some of these “white dwarfs” are smaller than the Earth.
Astronomers often talk of “red dwarfs” as if they con-
stitute a distinct class of stars; in fact, they are simply the
faint red end members of the Main Sequence.

Since it is common to find stars in multiple-star sys-
tems, it is often possible to measure the differences be-
tween the radial velocities of the components of such a
system and thence to determine the orbital velocities of the
stars about their common center of mass. Thus, in the
same manner that we deduced the masses of galaxies,
we may determine the masses of individual stars. In some
cases the stellar binary and multiple systems are close
enough to us and compact enough so that we may tele-
scopically observe the stars through one or more complete
orbits. Through such observations and careful parallax
and Doppler measurements it is possible to derive quite
accurate masses for the stars. Let us assume for the sake of
a brief illustration that we know the parallax (and thus the
distance) of a pair of stars that are in circular orbits about
their center of mass, the angular amplitude of their orbits
(and thus their radii), and their orbital period.

Figure I1.9 shows the definitions of the variables:
star 1 of mass M, and orbital velocity v, orbits at dis-
tance R; from the center of mass. The distance from MM,
to M, is R = R| + R,. Equating the gravitational force
between M| and M, to the centripetal force required to
maintain circular motion of each body around the center
of mass (CM), we have for body Mj:

GM\M, _M\Vi GM, Vi (I1.54)

R? R~ R R’

Figure I1.9  Orbits in a binary star system. CM denotes the center of
mass of the system. In a two-body system the orbits are of course
coplanar; we further assume for simplicity that both orbits are circular.
This is in fact the usual circumstance for close binary systems, because
tidal interactions between the stars tend to circularize their orbits.
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and for M>,
GM\M, MyV; GM\ V3 (11.55)
R R’ R R '
The orbital periods are
2T R, 27 R,
— = = P = P. 11.56
1 7, 2 7 1 ( )

Substituting for V; and V; in Egs. (I1.54) and (I1.55) and
adding

GM2 + GM] _ 47T2R% 47‘1’2R% (1157)
R2 " R® RP> RP?
or
G 47
w2 (M1 + M) =—5 (Ri + Ra), (I1.58)
By the definition of the center of mass,
M R
ﬁ; = R—?. (11.59)

Thus we have two simultaneous equations in two un-
knowns, M, and M>.

An observer on Earth will measure Doppler shifts
due to the radial components of the relative velocities V]
and 77}, which are equal to

Vi = Visini; V)= V,sini, (I1.60)
respectively. The angle 7 is the inclination of the polar axis of
the binary system to the line of sight from Earth. A system
viewed nearly pole-on may show no detectable radial velo-
cities. Recall from Eq. (IL.56) that V/V, = R;/R, and
hence, from Eq. (I1.59), V1/V, = M,/M,. The measured
Doppler shift is therefore proportional to M sin i.

If we now determine the masses of a number of
nearby Main Sequence stars whose absolute magni-
tudes and luminosities are known (that is, those stars
close enough for accurate parallax measurements), it
becomes possible to construct the so-called mass—
luminosity (M-L) diagram given in Fig. 11.10. The
strong correlation between mass and luminosity is evi-
dent. Main Sequence stars above a few tenths of a solar
mass follow a law of form

Lo M3, (I11.61)

and a smaller exponent applies for smaller stars, for
which we find that

Lo M. (11.62)

This correlation between luminosity and mass makes it
obvious that the Main Sequence is not an evolutionary
path followed by stars, but rather a track occupied by
stars of different masses. The highly luminous O and B
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Figure I1.10 The mass-luminosity relationship for Main Sequence
stars. The break occurs at spectral class K, where proton—proton chain
fusion (lower masses) gives way to the catalytic carbon cycle (higher
masses). White dwarfs lie below the MS trend line, whereas giants
generally lie quite close to the MS line. The natural dispersion of stars
of different ages and compositions about the trend line is roughly 1
mag. Note that, because the mass increases from left to right, the order
of spectral classes at the top is the reverse of that in the usual rendering
of the H-R diagram.

stars must be 10° times as massive as M-type red dwarfs.
The progression of spectral types along the MS is simply
a function of the mass of the star.

Of course this observation has indirect evolutionary
implications because it shows that very massive stars may
emit energy at 10'° times the rate of red dwarfs. Thus these
very luminous O and B stars must evolve much more
rapidly than faint stars and must on the average be younger
in absolute age (not degree of evolution) than other MS
stars. If we combine the H-R and M-L diagrams we may
more readily see the correlations among mass, radius,
luminosity, and spectral class. Such an overlay is pre-
sented in Fig. I1.11. The radii plotted in this figure are
calculated from Eqgs. (I1.42) and (I1.46) as described
above. The densities of stars can now be calculated.

It is interesting to note that the mean densities of red
supergiants may reach as low as 10° g cm™3, whereas
white dwarfs may be as dense as 10° g cm™3. Nonethe-
less, conditions near the centers of most MS stars are
remarkably similar.

It is important to understand exactly what selection
criteria have been exercised in the process of constructing
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Figure II.11 The H-R diagram with mass and radius data. Note
that white dwarfs are planet-sized bodies, whereas supergiants may
have radii of several AU (1AU = 213R.).

the H-R, M—L, and combination diagrams. First of all,
in order to attract the attention of terrestrial observers, a
star must be either quite close to the Sun or intrinsically
extremely luminous. Consider a faint star that is just
barely observable at a distance of 10pc; a star with 10°
times its luminosity would appear equally bright even if
at a distance of 10kpc! Thus faint stars must be very
close to the Sun to be included in the census, whereas
very luminous stars anywhere in the Galaxy may be
included.

A much fairer sample of the general population of
the Galaxy may be had by examining in detail a repre-
sentative small volume element of the Galaxy and count-
ing every star in it. By this process we can avoid
overestimating the importance of very rare classes of
stars that appear in all bright-star counts solely by rea-
son of their enormous luminosity.

The only method available to us for conducting
such a representative census is to choose a volume
element of space, centered on the Sun, sufficiently small
in radius so that even a very faint star of, say,
L =10"*L. would surely be observed and counted if
it were anywhere within this volume. It is easy to pic-
ture the possibility that an intrinsically faint star only
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10 pc away may be so unimposing that no one has ever
bothered to measure its parallax. We will attempt to
minimize this problem by initially selecting only stars
within 4 pc of the Sun.

Figure I1.12 is the H-R diagram for stars within 4 pc
of the Sun. Several classes of stars prominent in the
“bright star” H-R diagram are absent in this more
selective sample. Within 4 pc of the Sun, for example,
there are no giant or supergiant stars, no O- or B-class
stars, and only a few white dwarfs. On the other hand,
there is an enormous wealth of faint MS stars, particu-
larly red dwarfs.

Many years ago, Luyten attempted the difficult task
of cataloging all stars within 10 pc of the Sun, for the
purpose of developing a better statistical idea of the
mass and luminosity distributions of stars in the galactic
plane. Within this volume of space he was able to find
556 stars, with a total mass of 268 M and a total
luminosity of 235 L. Recent surveys report about 695
stars within 15pc, but incompleteness at the highest
absolute magnitudes is a problem. Gliese has also
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Figure I1.12  The H-R diagram for stars within 4 pc of the Sun. This
is intended to be a nearly complete census over a volume of space so
small that virtually every star in it will be detected and recognized.
Note the absence of giants and highly luminous MS stars and the great
abundance of M-class red dwarfs.
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compiled a catalog of all known stars out to a distance
of 25pc. Luyten’s finding of an M:L ratio of about 1
conflicts with the far larger value found for many ga-
laxies, generally close to 100:1. The mass density found
in visible stars found within 10 pc is 0.064 M, pc—3.

The “luminosity function” found for these stars,
shown in Fig. I1.13, is remarkably strongly peaked, and
highly luminous stars are found to be quite rare. Only
4% of the stars surveyed were more luminous than the
sun, but these few stars accounted for fully 90% of the
light.

Any stars as faint as 107*L, should have been found
by the survey, and in fact some stars even fainter than
that were found. Such stars are so faint that the census
surely missed many of them. It is therefore very probable
that the resulting luminosity function is incomplete on
the faint end. It should be recalled that such undetected
stars would contribute mass but almost no luminosity to
the totals, and their hypothetical presence would shift
the M:L ratio in the direction expected from observa-
tions of entire galaxies.
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Figure I1.13  Luyten’s luminosity function. The number of nearby
stars per magnitude interval peaks strongly near a photographic abso-
lute magnitude of +15.7. Stars of higher magnitudes are so faint that
the census is incomplete in that range; such stars, if 10 pc distant (the
range limit chosen for this survey), would probably not be recognized.
More recent mass estimates place the peak of Luyten’s function near
0.07 solar masses.
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According to Luyten’s census, the most probable
star type is an M-class dwarf with a (photographic)
absolute magnitude of +15.7 and L = 10~*L.,. Such a
star would have a mass of only 0.072 M., or about
75 times the mass of Jupiter. Less massive bodies, which
cannot sustain hydrogen fusion because of the low tem-
peratures and pressures in their cores, are termed brown
dwarfs. They maintain their feeble luminosity by slow
gravitational contraction, not hydrogen fusion. Finding
such faint, cool, low-mass bodies is observationally very
challenging, requiring searches at infrared wavelengths.
Even a nearby brown dwarf may be so faint that it is not
seen or not recognized.

It is possible, according to some infrared astrono-
mers, that the brown dwarfs may outnumber the visible
stars in our Galaxy. Even so, they cannot contribute an
appreciable fraction of the total mass of the Galaxy
because of their small individual masses. The detection,
properties, and life histories of brown dwarfs are dis-
cussed in Chapter XI.

Although accounting in detail for the total mass of
the Galaxy is subject to numerous difficulties, account-
ing for the sources of its luminosity is easy. When visible
light is considered, the 4% of the stars brighter than the
Sun account for roughly 90% of the total light. At ultra-
violet wavelengths the importance of the rare O and B
stars is even more overwhelming. Such stars not only are
more luminous than the rest of the MS, but also, because
of their high surface temperatures, emit most of their
enormous energy flux in the ultraviolet. Thus the UV
brightness of a galaxy or star cluster is a sensitive index
of the abundance of very brilliant O and B stars.

We now know something of the relative frequencies
of different star classes in the central plane of the Galaxy,
as evidenced by their abundance in the Sun’s stellar
neighborhood. It would be most interesting to construct
H-R diagrams for other samples of stars from elsewhere
in the Galaxy for purposes of comparison. Of course, one
piece of information we would need for such a study is
the distance of the stars in the sample, and it is plainly
futile to try to measure the parallaxes of other than very
nearby stars. This difficulty may be alleviated if we can
find a group of stars that we know are all at the same
distance from the Sun. This condition is met by globular
clusters, which are small in dimensions compared with
their distance from us. All we need is a technique for
determining the distance of the entire cluster, obviously
some technique other than parallax measurement.

Measurement of the distances of all but the nearest
star clusters depends on the existence of Cepheid vari-
ables. It will be recalled from our discussion of cosmic
distance scales that the pulsation periods of these stars
are a smooth, single-valued function of their luminosity.
Thus, if a star cluster is found to contain even a single
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Cepheid of known period, that is sufficient to tell us the
absolute magnitude of the variable star. Because we can
measure the apparent magnitude of the star, it is then
easy to calculate the distance of that star and the cluster
in which it resides. Even for clusters that do not contain
observed Cepheid variables the relative H-R diagram
(apparent visual magnitude vs color) can still be con-
structed with confidence.

When stars in globular clusters are studied in this
manner, a most startling difference between the H-R
diagrams of the cluster stars and galactic-plane stars is
found. The H-R diagram for a typical globular cluster is
shown in Fig. I1.14. The absence of observations of stars
with luminosities less than the Sun’s is simply attributa-
ble to distance: white dwarfs and lower-luminosity MS
stars are not bright enough to be observed at such a
distance. More striking than this, and far more signifi-
cant, are the virtual absence of any visible MS stars and
the abundance of giant and supergiant stars. The entire
high-luminosity end of the MS above spectral class F
is missing. These are precisely the stars that have the
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Figure I1.14 The H-R diagram for a distant globular cluster. The
diagram is composed so that it may be directly compared with Fig.
I1.12, the H-R diagram for nearby stars. Note the absence of the upper
MS and the unobservability (due to distance) of stars significantly less
luminous than the Sun. The giant and supergiant regions are well
populated.
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shortest lifetimes, and therefore the lowest ages, of all
MS stars. It is tempting to conclude that, in the dust-
and gas-free globular clusters, no new stars have been
formed for some time, whereas in the galactic plane the
high density of gas and dust is continuously spawning
new stars of all masses.

Because of the profound differences between the
local galactic-arm and the globular-cluster populations
of stars, it is usual to denote them by distinctive labels.
The population of stars characteristic of our Sun’s
immediate neighborhood is termed Population I,
whereas the assortment of stars found in globular clus-
ters (and in the galactic core and elliptical galaxies as
well) is termed Population II.

The explanation of the remarkable differences
between Population I and Population II does indeed
involve consideration of the differences between the star-
formation rates in these two different environments, but
also requires a considerable amount of theoretical work on
the evolutionary pathways of stars. It is impossible to give
more than a very brief summary of the theory of stellar
evolution here, but some qualitative appreciation of these
theories is very helpful in understanding the ancient history
of the matter that makes up our Solar System.

Stellar Evolution

The observational stimulus for much of the theoret-
ical interest in Pop II stars was the discovery that they
are remarkably deficient in the heavy elements com-
pared with Pop I stars. For example, a typical Pop II
star may contain a hundred times less of the metallic
elements than a “normal” Pop I star. Because theore-
tical studies of heat transport in the Sun showed that
the outer layers of stars are not convectively mixed with
material from the deep interior, it was considered likely
that the observed surface layer was a sample of the
primordial matter from which the stars originally
formed. In this interpretation, Pop II stars were made
of material very close in composition to the debris from
the primordial fireball, whereas Pop I stars were formed
from material substantially enriched in elements hea-
vier than helium.

These heavy elements are presumably formed by
nuclear reactions in stellar interiors; we may thus picture
Pop II stars as survivors from nearly the first generation
of stars formed in the history of the Universe. As such,
they are of unusual interest to theoreticians, who hope to
be able to calculate the evolutionary history of stars.
From the comparison of these calculated histories with
observations of real stars, it should be possible to estimate
the age of the oldest stars now found in the Universe.
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In the most general terms, a young Pop II star
contains hydrogen and helium, in proportions fixed by
the Big Bang, mixed completely uniformly throughout.
The entire course of future evolution of the star is a
function of the mass alone.

A new star is thought to have originated from col-
lapse of an extended gas cloud, late in the hierarchy of
fragmentation processes. These processes also gave rise to
galaxy clusters, galaxies, and star clusters. During the late
stages of collapse of a protostar, heat is produced in vast
amounts by liberation of the gravitational potential
energy of the cloud. A newly formed star has sources
of energy from both nuclear reactions and its own gravi-
tational collapse. Thus the star radiates with a higher
luminosity than an MS star of the same mass. After a
few million years this excess collapse energy has been lost,
and the star has achieved a steady state in which the rate
of production of energy by nuclear reactions is exactly
balanced by the rate of radiation of energy into space
from the emitting surface of the star, the photosphere.

The principal nuclear reactions producing energy in
a Pop II star involve the fusion of hydrogen to helium by
the proton—proton chain,

2(p+p—°D+e" + 1) (11.63)
20D +p—*He +7) (11.64)
He + *He — *He + 2p 4 2v (I1.65)
Net : dp — *He +2e" +2u,.  (I1.66)

The theoretical expression for the rate of energy produc-
tion by this process is

elerg g s71) = 0.28pX 2 (T6/13)*, (I1.67)

where p is the density (g cm™3), Xy is the weight fraction
of H in the burning zone (0.72), and T is the temp-
erature in millions of kelvins. Nuclear reactions are
obviously most rapid in the hottest, most dense point
inside the star, its exact center. Central temperatures of
about 107K are required in order to maintain energy
liberation rates near 1 erg g~'s™!, a value typical of stars
in the middle of the Main Sequence.

On the MS, hydrogen “burning” produces helium as
the main product. As hydrogen near the center of the star
is used up to make helium, a core of very pure helium is
formed, with hydrogen fusion continuing at the surface of
the core. Hydrogen is very rare within the core because the
temperature and density at all points within the core must
be at least as high as at the surface of the core, and hence
any H would be rapidly consumed by fusion reactions.
Because the density of helium is much higher than that of
the primordial hydrogen-rich mixture, the helium core is
stable and does not mix with the outer layers of the star.
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The star’s structure remains virtually unchanged
during the era of hydrogen burning, except that, as the
hydrogen fusion zone rises toward the surface of the star,
the surface temperature and luminosity increase slightly.
The evolution of a Main Sequence star involves about a
10 to 20% luminosity increase over the MS lifetime.

If the star is sufficiently massive, so that the density
and temperature at the center of the star can become
sufficiently high, then fusion of helium to make heavy
elements may occur.

Direct He fusion by the reaction

“He 4 “He — ®Be (11.68)

is an exceedingly inefficient way to make the heavy ele-
ments, because ®Be is a very unstable nuclide that decays
by

¥Be — “He + “He + ~ (11.69)

with an extremely short half-life of only 10~'®s. The only
feasible route to bridge the instability gap between
helium and carbon and to pass over the unstable (missing)
isotopes of lithium, beryllium, and boron at masses 5
and 8 involves a reaction that must occur during the
transitory existence of the ®Be nucleus,

$Be + “He — C + 1, (11.70)

or, essentially, the ternary collision of three alpha parti-
cles to make a '?C nucleus. This can occur only when the
density is so high that the collision frequency is very
large and when the temperature is so high that the alpha
particle has enough thermal kinetic energy to overcome
the electrostatic repulsion energy of the transitory Be
nucleus. Thus, at some well-defined time, helium burn-
ing begins in the center of the helium core. The tempera-
ture during helium burning must be near 7¢ = 100 in
order to overcome the Coulombic repulsion between the
alpha particles. Only stars with masses of at least 0.8 M,
can produce high enough temperatures for the initiation
of helium burning and entry into the red giant stage.
Once helium burning begins, it causes a drastic
change in the internal structure of the star. For a brief
period of time, the outer envelope of the star transports
the unaccustomed heat load by convection, heating, and
inflating the outer envelope of the star in the so-called
“helium flash.” Thereafter the star settles down to a
short but relatively stable existence as a helium-burning
star, lying on a diagonal line on the H-R diagram above
and to the right (red) side of the MS. Such stars make up
the group that we have so far referred to as giants. Note
that we previously rejected the idea that the MS was an
evolutionary path pursued by stars and described it
instead as the locus of stable hydrogen-burning stars
with different masses. Now we slightly expand this
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interpretation by applying it to the He-burning branch
of the H-R diagram as well.

As the helium-burning phase progresses, the star
builds up a core of carbon and heavier elements. The
helium-burning region stays at the surface of the carbon
core, maintaining a temperature of 7¢ = 100 as it rises
closer and closer to the surface. The outer envelope of
the star eventually becomes strongly heated, expands
enormously, and then, with its nuclear fuel exhausted,
collapses to a white dwarf. Stars with masses of 0.8 M
to about 9 M, pursue alpha-particle reactions to an
extent that increases with mass, developing extremely
tenuous atmospheres large enough to engulf an entire
planetary system (as occurs with supergiants near the
upper end of this mass range). Mass loss from these
atmospheres is facilitated by their very low surface grav-
ity. Such stars then exhaust their nuclear fuel and slide to
the left on the H-R diagram (roughly constant luminos-
ity with rapidly shrinking radius and rapidly rising sur-
face temperatures) until they reach and cross the Main
Sequence. These O-class highly evolved Wolf~Rayet
stars have spectra that are very different from those of
MS stars of the same color and luminosity. Some, with
high abundances of nitrogen and helium and little oxy-
gen, are called WN stars; others, rich in carbon and
oxygen but poor in nitrogen, are called WC stars.

We shall return in a more quantitative way to the
rates of the alpha-particle reactions in our detailed dis-
cussion of nucleosynthesis later in this chapter. For now
we concentrate on the structural and observational con-
sequences of evolutionary changes inside stars.

Figure I1.15 gives a brief summary of the evolution-
ary track of a star of one solar mass on the H-R diagram,
through the giant, supergiant, and white dwarf stages.
The close similarity of Fig. I1.15 to Fig. 11.14 suggests
that a Pop II star cluster is an ensemble with identical age
and random masses. Thus we need only postulate that the
stars in each globular cluster were all formed at the same
time in order to make sense of their present distribution
on the H-R diagram. We explain the absence of highly
luminous MS stars by stipulating that the cluster is old
enough so that these stars have evolved off the MS.

The highest-luminosity MS stars actually observed
in globular clusters are precisely those stars whose MS
lifetimes are equal to the age of the cluster. The absence
of gas and dust to produce new stars and the absence of
demonstrably young and overluminous (T Tauri) stars,
as well as the absence of O, B, and A MS stars, are in
accord with this hypothesis. Those stars observed in the
giant and supergiant branches of the diagram are slightly
more massive and slightly more highly evolved than the
most luminous stars remaining on the MS. We are seeing
what looks like an evolutionary sequence because the
lifetimes of stars are a function of mass; at any moment
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Figure II.15 Evolutionary track of a star with one solar mass. An
early nebular phase with a lifetime of 10° to 10° years collapses to form
a T Tauri-phase protostar with a luminosity slightly higher than that of
the present Sun. Within about 107 years this young star settles down
onto the MS, where it remains for about 10'" years of quiescent
hydrogen burning. It will experience a luminosity increase of about
50% over its MS lifetime. As the hydrogen supply in the deep interior is
exhausted, the star expands and becomes more luminous. Ignition of
helium burning causes a “helium flash,” after which the star settles
down for about 10% years on the “helium burning main sequence” as a
giant. At an advanced stage of helium burning, the star again flares up
as a Wolf—Rayet star, this time violently enough to expel much of the
hydrogen-bearing outer envelope in the form of a planetary nebula.
The remnant becomes a tiny, very hot white dwarf without a nuclear
energy source, which slowly cools for about 10'° years until it fades
into invisibility.

we see stars at all stages of evolution but with the same
age.

The complementary conclusion with respect to Pop 1
stars must be that, because of the presence of young
T Tauri stars and short-lived O and B stars, there must
be active present-day star formation in the gas- and dust-
rich spiral arms of the Galaxy. In round numbers, a star
of 5L spends 10° years on the MS, whereas a 100 L,
star spends only 5 x 107 years there. Thus, if we observe
a star with 100 L., it must be less than 5 x 107 years old.
In fact, MS stars of over 10* L, can be observed in our
Galaxy. Some of these stars were born since the time of
origin of the human species. At the opposite lifetime
extreme are the faint red dwarfs, which have such low
luminosities that some of them could burn for more than
10'2 years on the MS.

Using the results of the evolutionary studies on
globular clusters, it can be shown that the oldest stellar
assemblages so far observed are at least 10 Gyr and
perhaps 14 Gyr old. This is close to the 14 to 15Gyr
age of the Universe as estimated from the Hubble
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constant. It is unlikely that any significant star forma-
tion has occurred in these clusters since the first few
billion years of the history of the Universe.

This simplified discussion of stellar evolution,
although sufficient to explain the basic differences
between Pop I and Pop II stars, leaves untouched many
aspects of the problem, including the crucial question of
the pre-MS evolution of stars. Before attempting to
define more detailed early evolutionary models, we must
first examine in more detail the observational evidence
pertaining to young stars, star clusters, and their physi-
cal and chemical environments.

Star Clusters

It has already been remarked that O, B, and T Tauri
type stars are found only in gas- and dust-rich regions of
the Galaxy, and that these classes of stars are not stable
over long periods of time. Because the lifetimes of these
stars are very short compared to either the expansion age
of the Universe or the evolutionary age of globular
cluster stars, we ought to examine closely the available
data on such stars for clues to the physical conditions
attendant upon star formation.

One observation about O, B, and T Tauri stars
which requires comment is that they tend to form rather
well-defined clusters in the galactic plane. The so-called
“O associations” are rich in O and B stars and contain
up to about 100 stars, usually with a “nuclear cluster” of
30 or 40 stars. The stars in these clusters often are found
to form chains analogous to the chains of galaxies
remarked on earlier. O associations frequently have dia-
meters of 100 to 200 pc. Red supergiants of spectral
classes M and S also are found to form clusters centered
on O associations.

Clusters of T Tauri stars called “T associations” are
also well defined. It is possible that O associations
always contain T Tauri stars.

Because of the rotation of the Galaxy, it is difficult
to picture how associations with such low masses could
avoid being smeared out and dissolved by differential
rotation. In fact, measurements of the radial velocities
along the line of sight (by Doppler shift of spectral lines)
and tangential velocity (by direct observation of changes
in the position of the star against the background over
many years) confirm that these associations of young
stars are in rapid expansion, commonly with velocities
of 5t0 20km s~'. When the age of a stellar association is
calculated by dividing the radius of the cluster by the
expansion velocity, it is found that the youngest clusters
are most nearly spherically symmetrical, whereas clus-
ters over a few million years in age have become greatly
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elongated and diffused by differential galactic rotation.
The gravitational potential energy of the star cluster is
always found to be far less than the observed kinetic
energy of the components; hence the system is not
bound, and all “orbits” relative to the center of mass of
the cluster are hyperbolic. For these reasons, dissipation
of the young cluster and intermingling with the old
stellar environment take place on a time scale shorter
than a single rotation of the Galaxy.

The best example of an expanding young cluster
accessible to us is the nearby Orion Nebula. Among
the 578 known stars in this cluster, O, B, and T Tauri
stars; red supergiants; and dense gas—dust clouds are
prominent. The age of the Orion cluster is about
2.7 x 10° years, and the expansion is still very nearly
spherically symmetrical.

Another nearby group, the Scorpius—Centaurus
cluster, is about 70 x 10° years old and is very dispersed
and elongated. The velocity of expansion is unusually
low, only 0.7km s~'. A third nearby cluster, in Ursa
Major, is about 45 x 10° years old and also in an
advanced state of dispersal.

The young stars seen in our galactic neighborhood
are generally associated with rather well-defined expand-
ing clusters. It would be reasonable to presume that stars
as a rule originate in dense clusters that rapidly expand
and disperse; the origins of all Pop I stars may be inti-
mately bound up in such clusters. Thus the processes
occurring in dense gas and dust clouds are of great
importance for understanding the origin of all Pop I stars.

In systematically classifying stars by means of read-
ily observable properties, an interesting trend is found
when the widths of spectral lines are considered. After
correction for Doppler broadening due to the varying
surface temperatures of the stars, it is found that the
spectral lines of “early type” stars of spectral classes O,
B, and A are much broader than those of F stars,
whereas G, K, and M stars have consistently narrow
spectral lines. An obvious explanation as illustrated in
Fig. 11.16 is that this broadening is due to a Doppler
shift of light originating from widely separated points on
the surface of a rapidly rotating star.

For example, in the case of certain “peculiar” stars,
notably those of spectral class Ap (“peculiar A stars”),
sinusoidal variations appear in the radial velocities of
the stars as measured by locating the centers of the
spectral lines. These shifts are produced by the orbital
motion of the Ap star about the center of mass of a
multiple-star system, often containing an unseen low-
luminosity stellar companion.

The line widths, however, seem to show unambigu-
ously that the average rotation velocity of stars is a
function of spectral class and that blue young stars have
a much higher rotational velocity and angular momentum
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Figure I1.16  Rotational speeds of MS stars. Only G, K, and M stars
have succeeded in attaining rotational speeds below about 30kms™".

than older stars of redder spectral class. It is difficult to
propose a reason why G, K, and M stars should be
formed with lower angular momenta. Attempts to
explain these observations have largely fallen into three
categories. The first explanation has been that stars pos-
sess a mechanism for dissipating their angular momen-
tum and that O, B, and A stars do not live long enough
to be fully slowed down. An alternative explanation is
that the interiors of all stars rotate rapidly, but the sur-
face regions of cool, long-lived stars are uncoupled from
the rotation rate of the deep interior. Only a relatively
modest angular momentum loss is then needed to despin
the visible outer layers of the star.

Current models for the early histories of stars do in
fact predict a mechanism by which angular momentum
can be shed by the loss of a very small proportion of the
total mass as a sort of very intense solar wind, which
remains rigidly tied to the star’s rotation (by being
embedded in the star’s magnetic field) out to large astro-
centric distances. The angular momentum that must be
added to the solar wind to keep its angular velocity
constant is imparted by the magnetic field at the expense
of the angular momentum of the star itself. Particles
escaping from a magnetosphere of radius 100 R* and
corotating with the star have an angular momentum per
unit mass equal to

VR = wR> = 10°wR?, (IL.71)

10* times that of the surface regions of the star. Thus the
loss of a fraction of a percent of the star’s mass by such a
mechanism could virtually despin the star.
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Alternatively, we could note that the large majority
of the present angular momentum in the Solar System
resides in the orbital motions of the planets, not the
rotation of the Sun. It has been suggested that the pres-
ence of planets provides an angular momentum sink and
that slowly rotating stars are simply those stars that have
planetary systems. By this interpretation, G, K, and M
stars, which make up the overwhelming majority of the
stars in the Universe, are as a rule accompanied by
planetary systems, whereas the highly luminous “early
type” stars are not. Finally, it is possible that collapse of
protostellar gas and dust clouds with large angular
momenta produces more numerous and less massive
stars than do clouds of low angular momentum.

The prediction of the nearly universal distribution of
planets implicit in the second explanation of the angular
momentum distribution is of course of immense interest
and importance. It is appropriate to ask at this point
whether there is any observational evidence to support
this contention.

Direct optical detection of an extrasolar planet is
extremely difficult. We may see the problem by consider-
ing a hypothetical planet of Barnard’s star. Barnard’s
star has a parallax of 0.544” and thus a distance of
1.84pc, or 2.06 x 10° x 1.84 = 3.80 x 10° AU. The pro-
blem of detection of any planetary companion arises
from its faintness relative to its star. Let us imagine a
Jupiter-sized object with a visual albedo of 0.5 in orbit
at R=4.7 AU from Barnard’s star. The fraction of
the star’s light that hits the planet is r?/4R>, or
(1.3 x 10%%/4 x (4.7 x 1.5 x 10%)*> = 8.5 x 1071, of which
only half is reflected. Furthermore, only half of the
planet’s disk is illuminated when seen from Earth near
elongation. Thus the intensity of the planet is 2 x 10~!!
that of the star at visible wavelengths. This is equivalent
to a 26.7 magnitude difference. Since the absolute visual
magnitude of an M5 red dwarf is about 13.2, the appar-
ent magnitude of Barnard’s star is then (from Eq. 11.48)
13.2—-5+5log(1.84) or 9.5mag, and the planet is
36.2 mag, far beyond the detection limit of any plausible
Earth-based optical system.

Some perspective on the prevalence of multiple sys-
tems can be gleaned from data on the frequency of
pairings of stars of different masses. We have already
seen evidence from the luminosity function that objects
of mass 0.072 M, or less may be very common. Now we
ask whether small objects tend to form pairs with one
another, or whether they prefer to form pairs with much
more massive objects. In the former case, planet—Sun
systems might be rare.

Double and multiple stars are quite common. Visual
observations reveal several prominent double stars in the
evening sky. The most familiar examples of visual dou-
ble stars are Mizar—Alcor in Ursa Major (in the handle
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of the Big Dipper), and the systems of alpha and beta
Capricorni. Among the nearby stars roughly 50% are
found in stellar multiple systems and 50% as single stars.
In “O” associations Blaauw has found 60% single stars,
22% in double systems, and virtually all the remainder in
triple systems. Spectroscopic studies reveal that Polaris
is a quintuple star and that Castor is a sextuple star. This
high degree of pairing and clustering is not a natural
result of chance encounters between independent single
stars, since calculations show that statistical equilibrium
would result in only about 1 double star per 10° single
stars. The explanation must be sought in the processes
that give rise to young stars.

The mass ratios of stars in double systems have been
studied to see whether pairing is independent of mass. If
we define « as the ratio of the mass of the smaller star to
the mass of the larger (an index running from 0 to 1), the
frequency of double star systems as a function of « is
found to be roughly constant. Taking an M-class red
dwarf as an example of a typical star, it is roughly twice
as probable that this star will be a member of a double
star system as that it will be accompanied by one or
more large planets.

Stellar Origins

The Orion Nebula, a bright patch visible to the
unaided eye, is a nearby dense cloud of gas and dust within
which several new stars have appeared in recent history.
Brilliant young stars abound in and near the nebula, and
the nebula itself emits enormous fluxes of infrared radia-
tion and radio waves. All signs indicate rapid evolution
and star formation going on before our eyes.

The stars in the Orion Nebula depart systematically
from the Main Sequence. A Hertzsprung—Russell dia-
gram for the Orion Nebula given in Fig. 11.17 shows
that, although O and B stars in the Nebula lie quite
nicely on the MS, fainter stars appear systematically
too red for their luminosity (or too luminous for their
color). The same effect has been noted in another young
cluster, NGC2264. This reddening cannot be attributed
to light scattering in surrounding dense interstellar
clouds, because such an effect would redden the blue—
white MS stars more than the faint red ones.

It is evident that there must be some intrinsic prop-
erty of young low-mass stars that causes them to lie
above the MS in the H-R diagram. There are in fact
three factors that contribute to the extra luminosity of
newly formed stars. First, young stars are still settling
down, shrinking in radius as they approach the main
sequence. They are still larger than MS stars of the came
color and temperature, and therefore have a higher
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Figure 11.17 H-R diagram for the Orion Nebula and other dark-
cloud regions. The samples are so small that only a few stars of high
luminosity are seen; however, these stars make up a significant portion
of the total population, much more than in the Galaxy at large. These
samples always depart systematically from the MS for masses below
about one solar mass. The distance of these cloud regions from us puts
a luminosity cutoff on the red end of the T Tauri branch.

luminosity due to their larger surface area. Since they are
shrinking, there is also a second major source of radiant
energy from the conversion of gravitational potential
energy into heat. Third, heat is released by the fusion
of deuterium in the deep interior of the protostar. The
ignition temperature for the reaction

’H+'H - *He + 1. (I1.72)

occurs at temperatures that are too low for proton—pro-
ton fusion reactions. However, since the cosmic abun-
dance of deuterium is <2 x 1075 of the hydrogen
abundance, the deuterium fusion energy source can at
best be important for a brief period of time. A protostar
must have a mass of at least 13 Jupiter masses
(0.0126 M) to initiate deuterium burning. We recall that
the minimum mass for normal hydrogen burning is
0.072 M, which is therefore the threshold of the Main
Sequence. Bodies in the range 0.0126 to 0.072 M, which
experience transient deuterium burning but no hydrogen
burning, are too large to be mere planets, but too small to
be genuine stars. These, again, are the brown dwarfs.
The energy liberated during collapse of a sphere of
uniform density from infinity to radius R is given by

M poo 2
E:J J oM GM (IL73)

o dRAM = — =
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where M is the mass and G is the universal gravitational
constant. For the Sun this energy release is 4 x 10% erg.
Because the luminosity of the Sun once on the MS is
3.90 x 10*3 erg s~!, this collapse energy would suffice to
double the luminosity of the Sun for about 30 million
years. If released over a shorter period of time, the maxi-
mum luminosity would be increased proportionately.

Now consider collapse of a gas cloud to a stable MS
star of 100 M. The MS star has a luminosity that,
according to the mass—luminosity relationship, is
10033 =1 x 107 L. According to the H-R diagram,
this star has a surface temperature about four times that
of a GO star, and, because L « R>T*, the radius of the
star must be L%°/T? = 200 R, (= 1 AU). The collapse
energy of the star is GM?/R, or 50 times that of the Sun,
roughly 2 x 10¥ergs. Because the luminosity of the
100 M., MS star is 107 L, =4 x 10%erg s~!, we can
expect the collapse energy to contribute an appreciable
portion of the total luminosity of the star for only
2% 10%/4 x 10* = 5 x 10°s, which is 150 years. It is
thus enormously less probable that we should observe
an O class star lying appreciably off the MS than that a
G, K, or M star might be seen in such a state.

Because the lifetime of a young cluster is roughly
107 years and the new red dwarfs have enough collapse
energy to double their luminosities for at least 10® years,
it is not surprising that such superluminous stars are
indeed found in expanding clusters. It is also no surprise
that T Tauri stars are mostly red.

Dense gas and dust clouds like the Orion Nebula are
by no means rare or improbable phenomena. Even
naked-eye observation of the sky reveals many dark
interstellar clouds silhouetted against the diffuse back-
ground light of distant stars in the galactic plane. These
dark clouds, which are particularly prominent in the
constellation Cygnus, must be viewed as potential sites
for star formation.

Even after several billion years of star formation, the
central planes of spiral galaxies are rich in raw materials
for making new stars. Where did the dust come from?
Why has the raw material not been exhausted?

The southern Coalsack in the constellation Crux is
illustrative of these small, dense clouds. This cloud,
about 170pc distant from us, has a mass of about
14 M. The density of the dust component in the cloud
is about 4 x 1072% g cm 3. A radio-frequency search for
atomic hydrogen (at the 21-cm ortho—para spin transi-
tion) fails to show any H emission. Although this
observation might be explained by postulating the
absence of gas in the cloud or by requiring a very low
temperature for the atomic H, the most plausible expla-
nation is that the hydrogen is at low enough temperature
and high enough density so that it has mostly combined
to form molecular hydrogen.
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One of the more interesting nebulae, R Monocero-
tis, partakes of properties of both nebulae and stars.
R Mon is a strong emitter of infrared radiation with a
spectral distribution characteristic of a black body at
about 700K. It is embedded in the variable nebula
NGC2261. A comparison of the emission spectra of the
Sun, R Mon, and T Tauri is given in Fig. I11.18. Note the
great brightness of T Tauri stars in the UV. This radia-
tion must be emitted by the upper atmosphere of the
young star, presumably in a very violently agitated chro-
mosphere and corona. No clear evidence of radiation
emitted directly from a stellar photosphere can be found
in the spectrum of R Mon. It appears that R Mon could
be a very young, very luminous star still mantled by a
dense nebular shell. It is possible that R Mon might be a
more massive version of the primitive Solar Nebula from
which the Solar System formed 4.6 x 10° years ago.

Perhaps the most striking phenomenon documented
by observations of T Tauri stars is the presence of mas-
sive, expanding shells of gas about them. Mass loss rates
estimated from spectra of T Tauri stars are often above
10~7 M, per year. Over an estimated pre-MS lifetime of
about 10° years, mass losses as high as tens of percent of
the total mass of the star may be carried off in the form
of a very dense “stellar wind.” The extremely high UV
fluxes and very intense solar winds associated with
T Tauri stars can have profound effects on solid bodies
and especially on planets with atmospheres, if bodies
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Figure 11.18 IR emission from R Mon, T Tau, and the Sun. The
emission spectra are scaled to a peak flux of unity. No clear stellar
component is seen in the spectrum of the R Monocerotis variable
nebula. The Planck peak for R Mon places its temperature well below
1000 K, clearly so low that dust is the dominant source of opacity. All
three bodies display emission spectra that differ significantly from
black body emission; the Sun differs least over the wavelength region
covered here.
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large enough to have atmospheres can accumulate and
outgas before the T Tauri phase is over. The magnetic
flux carried by the solar wind, when dragged through
weakly conducting planetesimals, induces a voltage dif-
ference across the body, which in turn drives an electric
current. These induced currents, and other related phe-
nomena as well, can heat and melt the interiors of even
rather small bodies. This phenomenon, called solar wind
induction heating, may be very important for asteroid-
sized planetesimals. It is explored in Chapter VI in our
discussions of asteroid thermal evolution.

In the 1950s an interesting class of bodies was dis-
covered nearly simultaneously by George Herbig in the
United States and by the Mexican astronomer G. Haro.
These “Herbig-Haro” (HH) objects are exceptionally
dense, spheroidal interstellar clouds, always located near
T Tauri stars or other young stars. They have spectral
features attributable to both reflected light from nearby
young stars and shock-heating of gas in their envelopes.
Rather than actual forming stellar systems, these seem to
be merely fragments of dense molecular clouds that are
being strongly heated and irradiated by nearby super-
luminous young stars. Similarly compact, dense globules
are sometimes found in more open space, far from active
star-forming regions and without the atomic emission
lines that form so prominent a feature of the spectra of
HH objects. These isolated clouds are called Bok glo-
bules after their discoverer, the Dutch—American astron-
omer Bart J. Bok.

Dense interstellar gas and dust clouds with tempera-
tures of about 10 to 100 K have been found to contain
a stunning variety of gaseous molecules, most of them
organic compounds. A list of more than 120 such inter-
stellar molecules, complete through early 2002, is given
in Table I1.3. Most detections of interstellar molecules
are done by microwave spectroscopy of pure rotational
transitions. In the ultraviolet, strong evidence for much
more massive molecules, including the C{, ion and a
complex assortment of polycyclic aromatic hydrocar-
bons, has also been found. It is believed that these
molecules are produced by gas-phase ion—molecule reac-
tions and possibly also by surface-catalyzed reactions in
very dense clouds, where they are available for incor-
poration into new stellar systems. Whatever their source,
these molecules are widely, perhaps universally, distribu-
ted in interstellar space wherever the density is high and
the temperature low.

The interstellar medium (ISM), the repository of
material and energy ejected from giant stars, novae,
supernovae, planetary nebulae, and Wolf—Rayet stars,
is very complex in structure and dynamics. In modern
views of the interstellar medium, most of its volume is
dominated by an extremely hot, rarefied plasma derived
from stellar explosions, whereas most of the mass is



32

Table I1.3 Interstellar Molecules

Inorganic
Ha, Hi, OH, H,0, SiO, SiS, SiN, SiH4, SO, SO*, SO,, NS, HS,
H,S, NH, NH,, NH3, NO, N,O, N,, N;H', H', H;0", H,D™,
HNO, O;, HCI, PN, NaCl, AICI, NaCN, KCl, HF, AIF, MgCN,
MgNC

Carbon-bearing radicals and ions
CO, CO*, CO,, C,0, C30, CP, CS, CsS, C,, COS, Cs, Cs, Cy,
HCNH™, C5S, HCS™, SiC, SiCy(cyclo), SiCs, C4Si

Hydrocarbons
CH, CHQ, CH4, CzH, Csz, C2H4, CH3C2H, C3H, C3H(L'yt'[0),
C3H2, C3H2((,‘y(310), C4H, C4H2, C5H, C6H, C6H2, C7H, CgH, CH+,
CH;C4H, PAHs

Organic oxygen compounds: carboxylic acids, aldehydes, alcohols,
ketones, esters, and ethers
HCO, HCO™, HOC*, HOCO*, H,COH*, H,CO, CH3CHO,
NH,CHO, HCCCHO, HC,CHO, (C,H5),0, HCOOH, HCOOCH3;,
CH;COOH, CH3;0H, C,H4O(cyclo), (CH3),0, (CH3),CO(?),
C2H5OH

Organic nitrogen compounds: amines, amides, imines, nitriles, and
isocyanides
CN, HCN, HNC, HCNH, H,CNH, H,CNH,, HNC3, HC;NH™,
HCONH,, CH3;NH,, H,NCN, HCN, HCCN, C,CN, HC,CN,
CH,CN, CH;CN, CH;NC, HC,NC, CH,CHCN, HC,CN, C,CN,
CH;CH,CN, CH;C,CN, CH3C4CN, HCsCN, HC4CN, HC,CN,
HC4CN, HC(CN

HCNO compounds
HNCO, H,NCH,COOH

Thioorganics
HNCS, H,CS, CH3;SH, HCS™

concentrated in cool, dense interstellar clouds rich in
complex molecules. Figure I1.19 shows the five distinc-
tive types of interstellar material. The hottest “phase” in
the ISM, at temperatures of millions of degrees, is com-
posed of coronal gas emitted by stars, what we may
accurately call stellar winds and other hot gases ejected
directly by stellar explosions. These very hot, tenuous
“bubbles” occupy much of the volume of the Galaxy.
Most of the rest of the volume of the Galaxy is occupied
by the intercloud medium (ICM), with about 100 times
the density and 1/100th the temperature of the coronal
gas. HII regions are small spheroidal regions centered on
very hot stars that are potent emitters of UV radiation.
HII is astronomical terminology for ionized atomic
hydrogen. The spectacular but quantitatively negligible
HII regions are kept ionized and heated to temperatures
of about 10*K by absorption of UV from the central
star. Clouds of much cooler (30 to 100 K) neutral atomic
hydrogen, referred to by astronomers as HI regions, are
common and make up roughly half of the mass of the
ISM. Finally, the cold (usually less than 30K), dense
regions in which molecules abound, the Giant Molecular
Cloud (GMC) complexes, occupy very little volume, but
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Figure I1.19 Structure of the Interstellar Medium. The tempera-
tures and densities of the five “phases” of the ISM are shown. In order
of their total mass, the GMCs and HI regions are comparable and
larger than the ICM, which is much more massive than the coronal gas
component. In order of their volumes, the coronal bubbles and the
ICM are dominant and much larger than the HI regions, which are in
turn much larger than the GMCs. HII regions contribute negligibly to
the total mass and volume.

have very large mass. These clouds are the hotbeds of
chemical and dynamic activity leading to star formation.

The ISM is wracked by violent dynamical processes.
Cosmic rays can penetrate even into the dense GMCs,
ionizing the gas and depositing energy. At the very low
temperature of GMC interiors, typically about 10K,
these ions are extremely reactive, giving rise to complex
molecular species with isotopic compositions that reflect
equilibrium at temperatures close to absolute zero. Vast
enrichment of deuterium, by a factor of 100 to 1000 or
more, occurs in these clouds; DCN is sometimes nearly
as abundant as HCN and likewise for other complex
organic species. GMCs cool themselves by infrared
radiation. Because they are so cool, most of the elements
in them are condensed into dust grains, and both dust
and polyatomic molecules make very efficient infrared
emitters. Shock waves from stellar explosions occasion-
ally traverse the ISM, depositing energy and creating
brief excursions to high temperatures. Ultraviolet
absorption (mostly from early spectral class MS stars)
both drives chemistry and heats diffuse matter. And of
course each of the ISM “phases,” with its distinctive
temperature and density, exerts a pressure on neighbor-
ing phases that must be maintained in an approximate
steady state that preserves the distinctions among the
five phases.

Figure 11.20 is a pressure—density plot of the ISM
phases. HII regions, being a purely local dynamical
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Figure I1.20 Pressure—density—temperature relations for the ISM.
The relationships among the coronal, the ICM, the HI, and the GMC
components are shown. The line is the locus of solutions for tempera-
ture and pressure as a function of density for steady-state dynamic
balance of the energy sources and loss mechanisms in the ISM. Coronal
and HII regions are source phenomena, not steady-state solutions. The
stability of GMCs is due to a new factor that has negligible influence on
the ICM/HI pressure balance: gravity. See the text for further
explanation.

phenomenon, are omitted. The left-hand branch of the
figure is ionized gas, containing coronal gas and the
intercloud medium. The central branch (shown with
the dashed line) is cool enough to be neutral, and
atomic species dominate. In this regime, compression
to higher density makes the gas a better radiator, so
the pressure drops with increasing density. Such beha-
vior is unstable against spontaneous collapse, so this
branch of the curve is not populated. The right-hand
branch is atomic and molecular, with dust present
toward higher densities. Here HI regions and GMCs
are found. The ICM, fed by the coronal gas, is in
pressure balance with HI regions, with their embedded
GMCs. The dynamical balance between the ICM and
the HI regions helps maintain the complex multiphase
structure. In GMCs, densities are so high that gravity
becomes an important factor, leading to further col-
lapse moderated by the best rate at which the cloud
can radiate off its collapse energy. Generally, mass
flows through the diagram from left to right, shedding
energy as it cools. This evolution appears to be a one-
way street—but stars, once formed (by collapse of a
GMQ?), can evolve into mass-shedding giants, which
become Wolf—Rayet stars, which produce planetary
nebulae. Sufficiently massive stars may even explode.
These processes thus provide fresh hot gas, newly
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processed in stellar interiors, to reenter the diagram
from the left!

Outline of Star Formation

The Infrared Astronomy Satellite (IRAS) has found
several thousand dense, warm globules or disks in giant
molecular cloud (GMC) complexes where star formation
is known to be occurring. There is good reason to believe
that these bodies are in fact prestellar disks, detectable in
the infrared, but so heavily shrouded in dust as to pre-
vent any internal star, if present, from being seen from
outside. IRAS also has found that large numbers of
clearly visible stars, such as Vega, are girdled by
immense, cold disks of solid debris. As many as 6% of
the nearby stars have such massive dust disks.

Combining the various lines of evidence so far pre-
sented, we would picture the origin of stars and stellar
systems as taking place in this manner. First, dense gas
and dust clouds, which are common in spiral galaxies,
can collapse under the compressive forces of the hot
surrounding plasma, radiation pressure, and self-gravi-
tation. Supernova explosions are most likely to occur in
the immediate vicinity of star-forming regions, because
the entire lifetime of a massive star can be run through
during the lifetime of a typical cloud. The massive star
cannot live long enough to get away from the dense
cloud region before exploding! Thus supernova shock
waves may play a role in stellar formation.

Second, interstellar clouds collapse and fragment
while storing much of their potential energy as heat.
Third, collapse progresses at a rate limited by the ability
of the cloud to dissipate its energy and rotational angu-
lar momentum. Fourth, the center of the cloud reaches
the ignition point of nuclear reactions.

Fifth, the young, superluminous star lights up and
expels the surrounding remnants of the cloud which
have not accreted into massive, gravitationally bound
bodies. The star passes through a brief period of con-
vective overturn, during which relatively unstable
nuclides such as deuterium are burned and depleted
throughout the star. The upper atmosphere (chromo-
sphere and corona) of the star is hyperactive during this
period and emits an enormous UV flux and an intense
T Tauri phase solar wind.

Finally, the star settles down onto the Main
Sequence, where it continues stable hydrogen burning
for most of the lifetime of the star. Smaller or first-
generation stars will run mostly by the proton—proton
(pp) chain, whereas more massive and chemically com-
plex stars will, as we shall soon see, be able to use other
reaction networks to fuse hydrogen.
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The solid material left behind in orbit around the
young star is the raw material out of which terrestrial-
type planets will be made. Only nebulae with the com-
position of Pop I stars will contain enough of the heavy
elements to make rocky planets. Gravitational collapse
processes may be capable of forming Jovian-type gas
giant planets about either Pop II or Pop I stars.

One of the immediate consequences of theories of
stellar evolution is the conclusion that Pop I stars at
formation contain appreciable amounts of the elements
heavier than helium, whereas Pop II stars do not. The
source of the heavier elements has been sought in theo-
retical studies of the evolution of stellar interiors; how-
ever, it was not at once obvious how the elements
heavier than iron were formed or how they were dis-
persed and mixed into the interstellar medium in order
to become available for incorporation into second-
generation stars.

We have mentioned without explanation the ejec-
tion of processed stellar material by nova explosions.
Novae give off only a fraction of a percent of their mass
in each explosive episode, but may repeat the explosion
many times. Evidence from the study of novae is skimpy,
but they contribute only a small minority of the mass
ejected by stars. Nova explosions may be limited to
highly evolved close double stars with mass exchange
between them and hence shed little light on the evolution
of single stars.

We have also mentioned another class of astronom-
ical objects that does have obvious relevance to the
problem of the disruption of stars and the dissemination
of the heavy elements: a number of highly evolved, post-
red-giant, post-Wolf-Rayet stars have been observed to
be surrounded by extremely hot, tenuous envelopes of
gases receding from them at enormous velocities. These
shells of high-velocity gas are called planetary nebulae,
not because of any relationship to planets, but because
the blurred, disk-like telescopic appearance of these neb-
ulae has a superficial similarity to a planet. Planetary
nebulae form as a natural consequence of cooling and
collapse of former Wolf—Rayet stars, which are in turn
dying red giants undergoing collapse and mass loss.

About 150 planetary nebulae are known, all char-
acterized by a glowing extended disk and a diagnostic
emission spectrum. The nearest planetary nebula,
NGC7293 in Aquarius, is 12’ of arc in apparent diameter
and has a parallax of 0.050”. The famous Ring Nebula
in Lyra is 83" in diameter, and the Owl Nebula, 200".
As is typical of such nebulae, these objects have at their
centers very faint stars that are the only visible remnants
of the star whose explosion produced the nebula.
Although these central stars are very faint, the nebular
envelope glows with considerable brilliance under
excitation by ultraviolet radiation from the star. The
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central stars, although frequently very small, typically
have temperatures of 50,000 to 200,000 K, with peak
emission in the far ultraviolet and X-ray regions. This
emission keeps nebulae with radii of several thousand
AU in an ionized (HII) state.

In planetary nebulae, as with the other mass-shed-
ding stars discussed above, we find the very strong sug-
gestion that violent expulsion of matter from stars can
occur on a sufficiently large scale to replenish the inter-
stellar medium with stellar material. These nebulae are
observed to contain heavy elements in about the same
proportions that they are found in Pop I stars. The
crucial dilemma then becomes this: if the nuclear pro-
cesses that make the heavy elements are characteristic of
stellar cores and if stellar nova and supernova explosions
remove only the outer 0.1 to 30% or so of the stellar
mass, how do the heavy elements get out of highly
evolved stars?

We know that, in order to form a Pop I star with a
planetary system, the collapsing interstellar cloud from
which it forms must already contain these heavy ecle-
ments. Thus we can state as a necessary prerequisite
for the existence of Earthlike planets in a stellar system
the condition that at least one previous generation of
stars has exploded and fertilized space with its debris. It
is clear that, in order for us to understand the elemental
and isotopic composition of our own planet and solar
system, we must look in some detail at the processes of
formation of the heavy elements in stars and their dis-
persal into space.

Stellar Explosions and Nucleosynthesis

Aye, for 'twere absurd to think
That Nature in the Earth bred gold,
Perfect in the instant.

Ben Jonson
The Alchemist

It has already been remarked that the nuclear “burn-
ing” of deuterium to *He can occur at temperatures
lower than those needed to fuse hydrogen, by stars with
masses as low as about 0.0125M ;. We have also seen
that fusion of hydrogen to make *He is the dominant
method of energy production in stars. The simplest
mechanism for fusing hydrogen, the pp chain, requires
temperatures of several million degrees in order to pro-
ceed at a significant rate. Any hydrogen-rich body with a
mass greater than about 0.072M; can become a Main
Sequence star (the exact minimum mass depends very
slightly on the details of the composition). The rate of
energy production by the pp chain, given in Eq. (I1.67), is
proportional to the temperature raised to the 4.1 power.
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The second important mechanism for hydrogen
burning, the catalytic carbon cycle (CC), also called the
carbon-nitrogen-oxygen (CNO) cycle or the “carbon bi-
cycle,” requires the initial presence of small amounts of
CNO group elements in the raw material from which the
star formed. It competes successfully with the pp chain
at temperatures near and above Tg = 18 (18 million K).
The reactions involved are

2C+H - BN +1.95MeV  (11.74)

BN - BC+p"+1 +1.50MeV  (IL75)
BC+H—- "N +7.54MeV  (I1.76)
UN+H- "0 +7.35MeV  (I1.77)

PO - PN+8"+v. +1.73MeV  (IL78)
N +H — 2C+“He +4.96MeV  (I1.79)
N +H — %0 (11.80)
Y0+H - F (IL.81)

"F =10+ 8" + 1, (I1.82)
0 +H — "N + *He. (I1.83)

The reaction of >N with 'H follows the route of Reac-
tion (I1.79) about 99.9% of the time, so that the energetic
importance of the second reaction cycle is nil. The half-
lives of decay of the radioactive intermediates are 10 min
for >N, 2min for '°0, and 1.1 min for "F.

Both cycles result in the same net reaction,

4'H — *He + 28" + 2u, (11.84)

and both cycles in this “bicycle” restore the participating
heavy elements to their original states. For this reason, C,
N, and O act as true catalysts in the fusion of hydrogen.

The rate of energy production by the CC process is
limited by the rate of the reaction of C with H and is
approximately

e = 1.66pXuXc(Te/13)77, (11.85)

where X¢ is the mass fraction of carbon and the other
symbols are as before. Note the dependence of the reac-
tion rate on the 20.3 power of the temperature.

This enormously strong dependence of rate on tem-
perature means that the CC process will be negligible in
rate compared with the pp rate at Ty = 15, but strongly
dominant at Tg = 20. For Pop I stars, in which the
carbon atomic abundance is about 1072 of the hydrogen
abundance, the two processes produce comparable
amounts of energy for stars near 2My (T = 18).

One consequence of the strong dependence of the rate
of CC on temperature is that even the most brilliant MS
stars have core temperatures only 50% higher than sun-
like dwarf stars of modest luminosity. One might say that
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the cores of MS stars are thermostated by the carbon
cycle. This phenomenon is sketched out in Fig. 11.21.

Now that the crucial role of carbon in hydrogen
fusion has been spelled out, it is of great importance to
understand how carbon was first made. We have
already seen that the crucial step in the synthesis of
carbon (and the one which cuts off the course of Big Bang
nucleosynthesis) is fusion of the very unstable ®Be
nucleus with *He [Eq. (I1.70)]. Once '°C formation begins
in the center of the helium core of an evolving star,
helium fusion quickly becomes the dominant energy
source in the star. The outer envelope goes through
the helium flash, and the star departs from the Main
Sequence and becomes a giant.

This process of formation of carbon can occur even
in Pop II stars once they have evolved to the point where
a large helium core has accumulated. Indeed, even a pure
hydrogen protostar could follow this evolutionary
course if sufficiently massive. The rate of the ternary
fusion reaction that produces '*C is a very sensitive
function of both density and temperature, as we can
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Figure 11.21  Energy production rates and core temperatures of MS
stars. The very strong temperature dependence of the rate of the
catalytic carbon process (CC) effectively thermostats the core tempera-
ture of the star near (18 +2) x 10°K.
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easily show. Let us reconsider the reactions producing
and destroying the intermediate *Be:

“He + “He — ®Be (11.86)
¥Be — *He + *He + v (1, = 107'%5) (11.87)
$Be + *He — °C + . (11.88)
The rates of these reactions are
dXBe/dl = kg(,p(XHe)z (1189)
dXBe/dl = —AXpge (1190)
dXBe/dl = —kgg XBe XHe = —ch/dZ‘ (II91)

Virtually all loss of ®Be is by spontaneous decay. We can
therefore set these two rates approximately equal to each
other:

ksop(Xtie)* = —AXpe. (11.92)
Because
dXc/dt = ko XpeXtte, (11.93)
we get
dXc/dt < Xj. (11.94)

Any hydrogen within the core would be rapidly consumed
by fusion reactions, because the temperature and density
in the core are at least as high as they are at the surface of
the core. Further, we must take into account the high
Coulomb barrier for Reaction (I.91), which causes the
reaction to be very slow at temperatures below several
tens of millions of degrees. Because of the thermostating
effect of the CC process, a hydrogen-containing mixture
cannot be this hot. The structure of an evolved star will
therefore contain an outer hydrogen—helium envelope, a
helium core, and an inner core of carbon.

At slightly higher temperatures, near 7Ty = 100,
further addition of helium nuclei (alpha particles) can
occur. The series of products made by successive addi-
tions of alpha particles is

12C +*He — 0 + 4 (I1.95)
%0 4+ *He — *Ne + v (11.96)
Ne + ‘He — Mg + v (11.97)

and so on. Not only are the nuclides containing multi-
ples of the *He nucleus easy to make by this simple
mechanism, but these nuclides are also intrinsically quite
stable in the thermodynamic sense.

The most objective measure of stability is to be
found in extremely precise measurements of the masses
of the nuclides. The mass of any nucleus containing
Z protons and N neutrons is always less than the sum
of the masses of the constituent particles. The amount by
which the mass of the nucleus differs from the sum of the
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masses of its parts is called the mass defect. This mass
defect, multiplied by the square of the speed of light, is
the nuclear binding energy, which is precisely the amount
of energy emitted by the formation of this nucleus from
its constituent parts:

BE = —Amc*. (11.98)

If several nuclei with equal numbers of nucleons
[Z+ N = A (a constant)] are carefully weighed, these
isobars will be found to have slightly different masses.
The lightest of these is the most stable. It is generally
necessary, however, to compare the stability of nuclides
that have different atomic weights, that is, nonisobars. It
is then most convenient to compare the binding energies
per nucleon, BE/A, and use this quantity, in some
appropriate unit such as grams per nucleon or MeV
per nucleon, as our stability yardstick.

Figure 11.22 gives the BE/A vs A curve for nuclides
from hydrogen to silver. Several prominent features of the
graph bear mention. First, the most stable nuclides are the
iron-group elements. Second, alpha particle multiples (ex-
cept ®Be with its split personality) are unusually stable,
and each successive alpha-multiple nuclide is more stable
than the previous one. Third, stability decreases steadily
and smoothly beyond the atomic weight of iron.

If nuclear thermodynamic stability were all that
mattered, the Universe would consist mostly of iron,
with small amounts of nuclides like Si, traces of heavy
elements, and no hydrogen. Clearly the Universe is not
close to nuclear equilibrium!

BE/A (MeV/nucleon)

0 50 100
A (AMU)

Figure I1.22 Stability of the nuclides. The binding energies per
nucleon are graphed as a function of atomic weight. Note the promi-
nence of the alpha-particle multiples and the iron group. The BE/A
value for $Be is less than that for *He, so the decomposition of ® Be into
two alpha particles is spontaneous and very rapid.
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We now have sufficient knowledge to examine and
interpret the data on the abundances of the elements in
Pop I stars, and to see how well and how fully nature
meets our expectations. Table 11.4 gives the “cosmic”
abundances, which are largely derived from studies of
the composition of the atmosphere of the Sun and of
primitive meteorites, but generally similar to the compo-
sition of Pop I stars. Graphs of the abundances of the
nuclides with even and odd atomic numbers are given in
Fig. I1.23. The enormous abundances of the primitive
elements H and He are in contrast to the other light
elements. The very stable iron-group elements and the
alpha-process nuclides from helium burning also stand
out. Beyond carbon the sequence of abundant nuclides
runs '2C, %0, °Ne, 24Mg, 2831, 3%, °Ar, and *°Ca.
Beyond calcium the products of the alpha process are
too proton-rich to be stable, and they decay by positron
emission or electron capture. Thus the alpha process
continues:

0Ca 4 *He — “Ti (11.99
MTi - #Sce.c. (1 =47 years)
#Sc — MCa+e" (), =4h) (
#Ca + *He — ®Ti (I1.102
BTi + *He — “Cr (
32Cr + *He — **Fe. (

Table 1.4 Abundances of Selected Elements in the
Solar System after Grevesse and Anders (1988)

Element Abundance Element Abundance

H 27.9 x 10°

He 2.7 x 10° F 843
o 23.8 x 10° Cu 522
C 10.1 x 10° \% 293
N 3.1 x 100 Ge 119
Ne 3.4 % 10° Se 62
Mg 1.1 x 109 Li 57
Si 1.0 x 10° Kr 45
Fe 0.9 x 10° Ga 38
S 515 x 103 Sc 34
Ar 101 x 10° Sr 24
Al 85 x 10° B 21
Ca 61 x 10° Br 11.8
Na 57 x 103 Zr 11.0
Ni 49 x 10° Rb 7.1
Cr 14 x 103 As 6.6
P 10 x 10° Te 4.8
Mn 9.6 x 103 Xe 4.7
Cl 5.2 % 10 Y 4.6
K 3.8 %103 Ba 45
Ti 24 %10 Sn 3.8
Co 2.2 % 10 Pb 3.2
7Zn 1.3 x 103 Mo 2.6
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Figure 11.23 Abundances of the elements in the Sun. The abun-
dances are given on a logarithmic scale as the number of atoms of each
nuclide per 10° atoms of silicon. The even-Z-even-N alpha-process
nuclides are marked (0O). The lower curve is for odd-Z elements, and
the upper curve is for even-Z elements. The pairs of abundance peaks
at high A are discussed in the text. The even—odd nuclide ?Be clusters
with the other unstable isotopes of lithium and boron.

The rates of these reactions are roughly proportional to
the temperature to the 30th power! Near the equilibrium
stability maximum at *°Fe the importance of the alpha
process nuclides rapidly dwindles away.

Several aspects of the abundance data remain puz-
zling, however. What is the meaning of the pairs of
abundance peaks at large atomic weights, far above the
iron-group peak? By what mechanism are the equili-
brium (e-process) nuclides formed?

One very useful representation of stability data that
helps us answer the first of these questions is to plot the
locations of all the stable nuclides on a graph of Z
(atomic number) vs N (neutron number). Such a graph
is sketched in Fig. I1.24. Detailed correlation of the
abundances of individual nuclides with the neutron
number and atomic number reveal that the abnormally
abundant heavy elements beyond iron have certain fea-
tures in common: the neutron number or the atomic
number (or both) is found to be 50, 82, or 126. For the
lighter elements, values of Z or N equal to 2, 8, 20, and
28 are found to define the most abundant nuclides. Thus
we find large amounts of *He (Z = N =2), 0 (Z =
N =8),%Ca (Z =N =20),Ca (Z =20, N = 28), and
%Ni (Z = N = 28). The last is actually a radionuclide,
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Figure 11.24 Atomic number—neutron number plot of the stable nuclides. The zone within
which all stable nuclides occur is outlined. The solid line within this envelope is a smoothed
representation of the approximate center of the “energy valley.” The modes of decay of nuclides
lying outside the stability zone are indicated. The inset shows the direction of each decay mode

on the Z vs N plot.

and it rapidly decays to produce the most stable nuclide
of all:

(I1.105)
(11.106)

Ni —*Co (e.c.; ti» =5 days)
%Co — *Fe (e.c.;typ = 77 days).

The numbers 2, 8, 20, 28, 50, 82, and 126 are conven-
tionally referred to as “magic numbers” because of their
profound and unexpected effect on elemental abun-
dances. The explanation of this phenomenon lies, how-
ever, not in magic, but in the fact that the energy levels
of nucleons in a nucleus, like those of electrons in atoms
and molecules, are discrete and finite in number. Closed
shells of neutrons or protons of unusual stability can be
formed in the same manner that filled electronic shells of
atoms are generated by the Aufbau principle.

When a closed shell of protons is present, all the
nuclides with that atomic number are enhanced in stabi-
lity; we would then expect all the isotopes of this element
to be more stable and more abundant than their isobars.
As an example, consider atomic number 50, the element
tin. Tin has 10 stable isotopes, more than any other
element. Similarly, the two neutron numbers that have
the largest number of stable nuclides are N = 50 and 82.

Closer inspection of the isotopic abundance data
reveals that a substantial majority of the stable nuclides

contain both an even number of protons and an even
number of neutrons. Thus elements with even atomic
numbers are generally significantly more abundant than
their odd-Z neighbors.

This also means that stable isotopes have a strong
tendency to have even atomic weights. Odd-neutron,
odd-proton nuclides are rarely stable. Thus not only
are odd-Z elements relatively less abundant, but also
their stable nuclides virtually all have odd atomic
weights. The only naturally occurring odd—odd nuclides
(both N and Z odd) are D, °Li, '°B, "N, “°K, Vv,
1381 a, 170Lu, and '*°Ta. Of these, D, Li, and B are noted
for their small binding energies and instability within
stars. Several other odd—odd nuclides are unstable
against beta decay or electron capture:

YK — PAr+e + Z(tp = 1.3 x 10° years) (I1.107)
WK — YAr +e + 1, (I1.108)
WK — YPArec. (11.109)
MV — OCr+e” + (tip = 6 x 10" years) (IL.110)
Oy — i ecc. (IL.111)

P¥a — PCe+ e + Te(t1, = 1.1 x 10" years)(11.112)

( )

138a — P¥Ba ec. 11.113
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"Lu — °HF + e + (11, = 2.2 x 10" years) (11.114)
80Ta — "OW e + 7(t, = 8h) (I1.115)
180Tq — BOHf e.c. (I1.116)

One might be justified in regarding '“N as a unique
nuclide. In fact, nitrogen is the only element whose most
abundant naturally occurring isotope is odd—odd.

The existence of these stable closed nuclear shells
allows us to understand qualitatively why the elemental
abundances should exhibit peaks at masses well beyond
the iron group. But why are these peaks located exactly
where they are, and why are these peaks double? Phrased
differently, why should a particular neutron magic num-
ber produce two abundance peaks, neither of which has
exactly the magic neutron number?

Our initial approach to this problem is to search for
any general mechanism for producing these heavy, neu-
tron-rich nuclides. Let us suppose that there is available
a limited neutron flux, produced by certain as yet
unspecified nuclear reactions. Because the iron-group
and heavier nuclides have much higher neutron capture
cross-sections (probabilities) than the CNONe group
(often about 10 or more times as large for thermal
neutron capture), most neutrons that do not decay will
be captured by heavy elements. If the neutron flux is low,
a given nuclide may wait 10° to 10> years between suc-
cessive capture events. Thus unstable isotopes produced
by this “neutron activation” process may be present in
stars in which a neutron source is present.

These neutron-rich nuclides will tend to decay by beta
emission to more stable isobars. Any radioactive product
with a half-life less than the mean time between neutron
addition events will decay to the isobar with the next higher
atomic number, and further neutron addition will continue
on that element. Any radioactive product with a half-life
longer than the neutron addition time scale will simply add
another neutron and will continue doing so until a nuclide
with a half-life less than the neutron addition time scale is
formed. Each successive n-addition product is farther from
the original stable nuclide and less stable, and each has a
shorter lifetime than the previous product.

About 50 years ago the element technetium (Tc), with
Z = 43, was discovered for the first time in nature in the
spectra of S-type stars (and, by a strange coincidence,
made and discovered almost simultancously in the labora-
tory by Charles Coryell). The Canadian astrophysicist
A. G. W. Cameron pointed out that the longest-lived
isotope of Tc, with a half-life of only 2.6 x 10° years, must
be produced in the outer envelopes of these stars by a slow
neutron-addition process.

Figure I1.25 shows how the products from slow
neutron addition (the s-process) evolve with time on a
Z vs N diagram. Assuming a neutron addition time scale
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of 10* years, isotopes with ever higher atomic weight will
be built up from each of the parent nuclides on the
stability line until products with half-lives of about
10* years are made. These nuclides liec on a line which
is very roughly parallel to and only slightly to the right
(high-N) side of the stability line. Then beta decay pro-
motes each of these radionuclides to the next higher
atomic number, and the process continues.

Whenever a neutron addition event succeeds in fill-
ing a neutron shell, the resulting “magic” nuclide will be
an abnormally stable and abnormally abundant radio-
nuclide with a half-life of at least 10° years. That abnor-
mally stable nuclide will lie at the intersection of the
neutron magic number isotone and the s-process trajec-
tory, somewhat to the right of the stability line. There-
fore, if the s-process should terminate, these unusually
abundant products would decay back onto the stability
line to form an isobar with a slightly higher Z and a
slightly lower N. The resulting stable s-process products
display an abundance maximum slightly displaced from
the neutron magic number toward lower N.

If we now imagine another neutron addition process
working on a different time scale, another set of heavy
nuclides would be produced with different offsets of the
most abundant nuclides from the neutron magic numbers.
A mixture of the products from these two processes
would display double abundance peaks, with the peaks
both offset downward in N by differing amounts. The
faster the process, the farther the intersection of the
evolutionary trajectory and the magic isotone will be
from the stability line. The locations of these abundance
peaks tell us the time scale of the neutron addition
process.

But where do the neutrons needed for the s-process
come from? Theory supplies an answer. At the end of
hydrogen burning, the most abundant of the CNONe-
group nuclides is '*N, and during the subsequent course
of helium burning in the red giant phase, the reactions

“N +‘He — ®F + 4
BF - B0 +ef +4

(I1.117)
(IL.118)

lead to a supply of '*0. Destruction of '®0 can occur by:

B0 4+ *He — ?'Ne +n (I1.119)
80 + *He — ®Ne + v (I1.120)
2Ne + “He — Mg +n (IL.121)
2Ne + “He — Mg+~ (I1.122)
Mg + *He — etc. (I11.123)

At high temperatures >>Mg can also “burn” by

Mg+ *He — Si+n (11.124)
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Figure I1.25 Slow and rapid neutron addition processes. The slow (s) neutron addition process
is taken to have a time scale of 10* years, whereas the rapid (r) process occurs on a time scale of
0.1s. The diagonal dashed lines indicate the loci of beta emitters with half-lives of 10* years and
0.1s, respectively. The evolutionary trajectories for a general stable starting nuclide in both s and r
environments are shown up to encounter with a neutron magic number, with subsequent decay
back to the stability line. The nuclides with magic neutron numbers are more abundant than the
others, and hence their decay products are enhanced in abundance. The existence of a closed
neutron shell causes the neutron capture cross-section to be abnormally small.

which provides a large neutron source late in helium
burning for all stars massive enough to reach 79 = 0.2
in their cores.

For stars which have exhausted *He in their cores (and
which therefore have masses greater than 0.8 M), core
temperatures can reach 79 = 0.8 — 1.1. Then another nu-
cleosynthetic process, called carbon burning, becomes pos-
sible:

2C +12C — Ne + “He (11.125)
PNa +p (I1.126)
PMg + n (very slow) (I1.127)

The protons, alpha particles, and neutrons liberated
by carbon burning are all very reactive at such high tem-
peratures. Hydrogen fuses at once via reactions such as

PC4+p—-BN+~y (I1.128)
BN - BCtet +v (I1.129)
BC +%He — %0 +n. (I1.130)

Such high-temperature proton addition processes are
called the p-process. This process alone supplies a large

number of neutrons to participate in s-process nucleo-
synthesis. The only important products of carbon burn-
ing are *°Ne, »’Na, and **Mg, which are produced with
the same relative abundances observed in solar system
material.

A faster neutron addition process (called the rapid
process, or r-process) will, as we have seen, follow a
trajectory farther to the N-rich side of the stability line.
In order to produce the second, higher-Z component of
each of the abundance peaks, an r-process contribution
with a time scale of 0.1 to 1's would be required!

The abundance data summarized in Fig. 11.23 are
compatible with the idea that the heavy elements were
formed in two very different types of neutron-rich envir-
onment and then mixed in roughly equal proportions at
or before the time of origin of the Solar System. There is
no evidence for a continuum of different time scales for
neutron addition, but rather for one operating on a time
scale of 10° or 10* years and the other on a scale of about
1s. The latter, because of its extremely short time scale,
must be characteristic of explosive nucleosynthesis.

Theoretical studies of nuclear reactions during stel-
lar explosions have been most fruitful. It is now possible
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to sketch out with some confidence the nucleosynthetic
mechanisms that gave rise to the present abundances of
the elements. The key to understanding explosive
nucleosynthesis lies in isolating the classes of nuclear
reactions that are involved in triggering violently
unstable burning in stellar interiors.

Perhaps the first suggested mechanism which could
explain such an instability was the discovery of the vio-
lent temperature excursions and structural rearrange-
ments that took place at the beginning of helium
burning (the helium flash). In such a core, the density
is so high that the electrons are forced to spin-pair. Once
the temperature increase caused by the initiation of
helium burning has begun, the core warms and dilates,
and the degeneracy of the electron gas is lifted. The
resultant increase in electron pressure helps to dilate
the core further, until the rate of energy generation by
helium burning (which is proportional to the cube of the
density) drops into a stable steady-state balance with the
transport of heat out of the outer envelope of the star.
These stable helium-burning stars are the “giant” stars.

A much more serious instability is believed to occur
in the interiors of very highly evolved red giant stars that
have very high core temperatures. In their cores, the
pressures and temperatures are so large that nuclear
equilibrium has largely been attained. Reactions have
progressed through hydrogen and helium burning, the
alpha process, and carbon burning, until the innermost
core of the star is largely composed of iron-group ele-
ments. At slightly higher pressures, it becomes possible
to pack the nucleons more closely by arranging them
into the densest nuclide of all, “He, plus assorted free
neutrons and neutrinos.

At about the same time, temperatures are so high
(near Ty =2) that photon—photon interactions can
synthesize electron—positron pairs with attendant pro-
duction of neutrinos. Both processes result in the loss
of vast floods of energetic neutrinos from the very center
of the star. The penetrating power of the neutrinos is so
great that the energy is lost from the star with almost
perfect efficiency. The core suddenly cools, electron
degeneracy greatly increases, the pressure further drops,
the core further collapses, and the entire process runs
away. The entire remainder of the star then collapses
inward in free fall, because the core pressure is no longer
adequate to support the overlying layers.

At the surface of each shell of the star, wherever
nuclear burning reactions are taking place, the collapse
process causes an almost instantaneous heat pulse due to
the conversion of the gravitational potential energy into
compression heating. The temperature surge in the fall-
ing material may be a factor of 2 or more. Because the
rates of many of the nuclear reactions are proportional
to the 20th to the 30th power of temperature, all the
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nuclear reactions in the star run away at once. Cata-
strophic changes in the composition of the star occur on
a time scale of about a second, with the liberation of vast
amounts of energy. As all the burning shells detonate,
the inner layers are crushed into the degenerate core
while the outer layers are hurled out into space at a
few percent of the speed of light.

Such an explosion, which ejects a significant percen-
tage of the mass of a highly evolved star into the inter-
stellar medium at very high speeds, is called a supernova.
Such an exploding star briefly shines with a luminosity
that may be greater than that of an entire galaxy. The
minimum mass required for a star to evolve into a super-
nova is about 9 M., so its MS luminosity was about
935 = 2200 L. The largest possible MS star is surely
less than 100 M., with the limit probably close to
60 M, with a luminosity of over 10° L. This, then, is
the range of presupernova stars.

Theoretical studies of the explosive burning processes
that occur within the various compositional shells of a
highly evolved star have successfully reproduced almost
every feature of the observed abundances of the elements.
A number of astrophysicists have examined the complex
reaction networks attendant upon heating a carbon shell to
temperatures well above the normal temperature of stable
burning, near Ty = 2 at a density of 10° gcm ™3 or more.

The initial reactions include

2C+"12C—*»Na+p
— 0Ne + 4He,

(IL131)
(I1.132)

as well as endothermic reactions driven by the absorp-
tion of the energy of the heat pulse, such as

2C 4+ 2C - PMg +n. (I1.133)

For slow, stable isothermal carbon burning (at 7y near
1), the neutrons are eventually captured by *>Mg, so that
the net result is the production of only *°Ne, **Na, and
**Mg in insignificant amounts.

When carbon is burned explosively (at Ty = 2),
however, the enormous energy released by the reactions
explodes the carbon shell on a time scale of 0.1s, and the
rapid expansion cools and quenches the reaction inter-
mediates long before complete burning can occur. Reac-
tions of the large fluxes of energetic protons, alpha
particles, and neutrons with heavier nuclei are also
quenched at an intermediate stage. Arnett and Clayton
have shown that explosive burning of roughly equal
amounts of '2C and '°O (the dominant products of He
burning) with a trace of '*O produces a very satisfactory
match of the observed 2°Ne, **Na, 24Mg, 25Mg, 26Mg,
2TAL, 2Si, *°Si, and *'P abundances. Explosive oxygen
burning supplies the isotopes 28gi, 328, s, 38, 35y,
3¢, *°Ar, *¥Ar, K, ¥4Ca, 'K, **Ca, and *°Ti.
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The predicted abundances of the neutron-rich ele-
ments are sensitive to the assumed abundance of '*0,
which is a product of helium burning in the presence of
14N, which in turn is a final product of processing of C, N,
and O during the final stages of hydrogen burning. Thus
the CNONe group abundances in the young star during
its hydrogen-burning phase leave a characteristic mark on
the products of explosive carbon and oxygen burning at a
far later stage of its history. The observed abundances of
the n-rich isotopes 365, AL, YOK . 40Ca, *¥Ca, >°Ti, *Ni,
7n, °Zn, and °Ge suggest that the original CNONe
group abundances in the young star were characteristic of
Pop I stars. Hence the immediate supernova progenitor of
the Sun was itself at least a second-generation star, and the
Sun is at least a third-generation star.

As '2C and '°0 are depleted in explosive carbon and
oxygen burning the dominant process becomes silicon
burning. This process, even more complicated than its
predecessors, is almost solely responsible for the synth-
esis of the ejected iron-group nuclides.

Silicon burning is initiated by the thermal gamma
radiation from the initial temperature pulse. The thermal
gamma rays photodisintegrate **Si to make alpha parti-
cles, which are very reactive in this hot a medium. They
react immediately with 2*Si:

ASi 4 ‘He — 8 (I1.134)
328 4+ “He — *°Ar (I1.135)
Ar +*He — “Ca (I1.136)
“Ca + *He — *Ti. (I1.137)
Reactions such as
“Ti4*He — YV +p (I1.138)
2Ca +*He — *Ti+n (I1.139)

provide protons and neutrons for further equilibration
with the alpha-multiple nuclei. The reactions of these
small particles with heavy nuclei are enormously more
rapid than direct reactions between heavy nuclei because of
their much smaller Coulomb barrier. But each of the
alpha-multiple nuclei is more easily photodisintegrated
than *Si itself. Thus both forward and backward pro-
cesses are kinetically feasible, and a “quasiequilibrium”
can be established.

In effect, then, explosive silicon burning can
approach the product distribution of the idealization
called the equilibrium (e) process. Several authors have
investigated explosive silicon burning in great detail. They
have shown that burning at 79 = 4.5 for no more than 1
second produces excellent agreement with observed ele-
mental abundances up to 4 = 59.

There still remains the question of how nuclides
much heavier than these are produced in stellar
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explosions. A clue to the nature of this process is the
observation that the heavy nuclides are all neutron-rich
and that the rapid neutron addition (r) process is essen-
tial in explaining many features of their abundance pat-
tern. All we need do now is discover a sufficiently
powerful neutron source that can operate on the time
scale of the supernova explosion.

So far our attention has been focused on explosive
carbon, oxygen, and silicon burning. Let us now con-
sider the effects of a strong heat pulse, induced by col-
lapse of the stellar core, on the outer hydrogen- and
helium-burning shells of a star.

In the hydrogen-burning region of a Pop I star a
temperature excursion to 7 = 100 would permit the rapid
burning of the ubiquitous traces of '°C, '°0, and **Ne by

2C+p— BN (11.140)
%0 +p—F (I1.141)
Ne + p — ?'Na, etc., (I1.142)

with the release of about 2MeV per proton, or about
10'7ergg~!, for a kinetic energy equivalent to expansion
at 4000kms~!. Because the radius of the explosion
envelope is initially 10% to 10° km, the characteristic time
scale for the explosion must be around 10s. Thus the
radioactive nuclides produced by proton addition will
decay within the duration of the explosion only if their
decay half-lives are very short.

Among the prominent p-process nuclides,
PN — BC+e+7 (11, = 10min) (11.143)

will not decay appreciably in the time available,

"F - "0 +e+v (f1, =1.1min) (I1.144)
will undergo significant decay, and
*'Na — *'Ne+e+v (f1, = 23s) (I1.145)

will be substantially reduced by decay. It happens that
2INe is very reactive at these high temperatures and will
react within about 1 s after its formation by

2Ne + *He — **Mg + n, (11.146)

thus generating about one neutron for every four *°Ne
nuclei present before the explosion. The neutron capture
cross-sections of the iron-group elements are so high
that they will absorb neutrons instantaneously until a
beta-active isotope with a half-life of about 0.1 s or less is
produced. Then beta decay and neutron addition will
continue as indicated in Fig. I1.24. The production of
transuranium isotopes such as 2**Cf by this r-process
path is entirely possible within the time scale of the
explosion. Table II.5 summarizes our present under-
standing of the sources of certain selected nuclides.
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Table IL.5 Nucleosynthetic Sources of Selected Nuclides after Cameron (1982)

Nuclide Abundance® Sources® Nuclide Abundance® Sources®
'H 3.18 x 1010 BB K 0.49 O, Si
2H(D) 5.2 x 10° BB Ca 6.99 x 10* 0, Si
‘He 3.7 x 10° BB 4Fe 4.83 x 10* Si, e
“He 221 x 10° BB, pp, CC SFe 7.61 x 10° Si, e
"Li 458 p 8Fe 2740 e
°Be 0.8 spallation B As 6.6 S, T
g 281.3 P 80Se 33.5 s
2c 1.17 x 107 a(He) Br 6.82 LS
N 3.63 x 10° pp, CC SIBr 6.68 I, s
150 2.14 x 107 a(He) 82K r 5.41 s
20Ne 3.06 x 10° a(C) 84K r 26.6 s

2 Na 6.0 x 10* C 130xe 0.229 s
2TAL 8.5 x 10° C 132Xe 1.40 I, s
8gj 9.22 x 10° 0 197 Au 0.202 r

3ip 9600 ) 206pp 0.753 s

29 4.75 x 10° 0, Si 207pp 0.824 s
3Cl 4310 0, Si 208pp 2.34 s
BAr 9.87 x 104 0, Si 85y 0.0063 r
YK 3910 0, Si B8y 0.0199 r

2 Abundances relative to 10® atoms of silicon. BB denotes the Big Bang, pp is the proton—proton chain, CC is
thecarbon cycle, pis the proton-addition process, « is the alpha process, e is the equilibrium process, and s and
rare slow and rapid neutron addition, respectively. C, O and Si denote explosive burning of these elements.

It is fascinating to look back over the modes of origin
of the elements in stars with the composition of our own
planet in mind. We may picture, as in Fig. 11.26, the slow
burning of hydrogen in a typical star extending over 10° or
10'* years. This Main Sequence stage is followed by a
briefer interlude about 10® years in duration, during which
the principal heat source in the star is helium burning and
the ensuing alpha process. Then comes about 10* years of
the s-process in parallel with the changeover to a roughly
10"-year period of carbon, oxygen, and silicon burning.
Then there is a brief (10° years?) period of stable e-process
nucleosynthesis, which builds up an iron-group core.

The composition of the material of the star at this
phase of its history has only a faint resemblance to the
familiar cosmic abundances, and the various fusion pro-
ducts of these reaction sequences (pp; CC; He burning;
alpha process; C, O, and Si burning; e process) are
physically separated from each other in the interior of
the star. Then some instability inherent in the evolution
of massive stars, such as the core collapse scenario men-
tioned above, causes the star to blow itself apart in a few
seconds and to reprocess all the nuclides in its envelope.

The light from the explosion may for a few days
outshine the rest of the Galaxy in which the star resides
(Fig. 11.27). Some substantial portion of the total mass
of the star is accelerated to relativistic velocities by the
explosion and injected into the interstellar medium. This
material then mixes with cold interstellar matter, which
ultimately collapses again through a dense GMC stage
to form a cluster of next-generation stars. One of the

stars made in such a way is our own Sun. The most basic
compositional properties of the Earth were shaped in a
few seconds of furious thermonuclear explosion, the
radioactive debris of which is the clock by which we
measure geological time.

Nuclear Cosmochronology

Certain heavy nuclides (mostly with 4 > 56) pro-
duced by explosive nucleosynthesis are radioactive, with
very long half-lives. If a naturally occurring radionuclide
has a long enough half-life so that its abundance is still
measurable, has a short enough half-life so that it can be
determined experimentally, and decays to an isotope
that is not already very much more abundant than itself,
then the decay of that isotope can be used as a clock for
measuring geological spans of time.

Consider, for example, the decay of '®’Re by beta
emission:

Re — "0s +e+7 (11, =5 x 10" years). (I1.147)

Ancient solar-system materials containing rhenium and
osmium, such as most classes of meteorites, especially
those that have not been subjected to melting or other
forms of chemical fractionation since they first con-
densed as solids, can be used for rhenium—osmium dat-
ing. From model calculations of s-process and r-process
nucleosynthesis in which the abundances of over 100
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Figure 11.26  Evolutionary histories of solar-composition (Population T)
bodies. This diagram should serve as a reminder of many of the phe-
nomena discussed in this chapter, but omits much interesting detail. The
most massive stable star must be at least 50 solar masses, and surely less
than 200 solar masses. Larger stars would have internal radiation pres-
sures so high that the outer envelope would be blown off. More massive
stars may exist transiently, but cannot reside on the MS.

other nuclides are also fit, estimates can be made of the
original isotopic composition and abundance of both Re
and Os. From the study of this system, it can be shown
that about 11 x 10° years has elapsed since the cessation
of major nucleosynthesis of present solar-system materi-
al by the s-process. Roughly 15% of the mass of the
heavy elements in the Solar System has passed through
r-process events since that time.

Another, more familiar, example is dating by the
beta decay of ®’Rb:

Rb — ¥Sr+e+7 (11, =752 x 10" years). (I1.148)

Because of the great difference in geochemical behavior
between Rb™ and Sr**, the interpretation of rubidium—
strontium ages is slightly more complex than for the
rhenium—osmium system. Figure I1.28 shows how the
8Qr abundance would evolve with time for four
different minerals, A—D, with different initial elemental
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Figure 11.27 Lightcurve of a supernova. After about 30 days the
light decays exponentially. The luminosity of a fireball would drop
more rapidly than this exponential, and a heat source (presumably a
radionuclide) in the ejecta would explain the observed lightcurve. The
most plausible nuclide (if this is indeed the source of the energy) would
be 23°Cf.

abundance ratios of Rb and Sr, but with identical initial
rubidium and strontium isotopic compositions. Mineral A,
with the least Rb content, will therefore show little 87Sr
production, whereas mineral D, rich in rubidium (and
hence 37Rb), will show a large ¥’Sr increase at time 7.
The line 7, which links minerals of different composi-
tions but equal ages, is called an isochron. Any isochron
extrapolated to Rb/Sr =0 (the case of no radiogenic
contribution of ¥’Sr from 3’Rb decay) gives the primor-
dial 7Sr abundance. The slope of the isochron increases
steadily with the elapsed time since the formation of the
elements.

The interpretation of such measurements on primi-
tive samples (those which have undergone no chemical
fractionation since the minerals came into existence) is
therefore rather easy. Complications are introduced if
melting and differentiation processes took place at some
intermediate time.

Point E’ in Fig. 11.28 shows the composition of a
melt formed at ¢/ by complete melting of A, B, C, and
D, with resulting complete isotopic homogenization.
Figure I1.28b shows the consequences of recrystallizing
this melt and allowing the newly recrystallized minerals
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Figure I1.28 Rubidium-strontium dating. An ancient magmatic
event Ey, with the 87Sr/%Sr and Rb/Sr ratios given in a, resulted in
the crystallization of four different minerals, A-D, with different ele-
mental compositions but essentially identical isotopic compositions.
After time 7 the decay of 8Rb in each mineral has enhanced the ¥7Sr
abundance in proportion to total Rb content. At time 7 the isotopic
compositions of the minerals will be A’-D’, all lying on a straight line
(the isochron) passing through the initial strontium isotope ratio.
Remelting of the whole rock in event E’ at time 7’ gives a homogeneous
magma of composition E’. Recrystallization of E’ into minerals A-D
and subsequent radioactive decay of 8’Rb are pictured in b. Note that
the new isochron at time ¢” intersects the Rb/Sr = 0 axis at a new
intercept, the location of which fixes E'. E’ in turn gives the whole rock
age ' if the original strontium isotopic composition is known.

to remain without further disturbance until time ¢”.
Note that the isotopic homogenization caused by melt-
ing event E resets the Rb—Sr clock so that the slope of
the isochron thereafter reflects the time elapsed since 7/,
not the original formation time. However, information
about the total elapsed time since condensation is pre-
served, because the new isochron intersects the zero-
rubidium line at a new location. If we have an accurate
theoretical estimate of the initial 37Sr:3Sr ratio from
nucleosynthesis models, a meteorite that is almost
totally devoid of rubidium, or a meteorite that
has never been subjected to melting and isotopic
homogenization, then we can date the time since the
end of nucleosynthesis and the time since initial con-
densation of the primitive solids.

Study of the Rb/Sr system again shows that the
elements making up most of the Solar System are about
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11 x 10° years old, whereas the Rb- and Sr-bearing
minerals in most primitive meteorites first condensed
about 4.5 x 10° years ago.

Another very important decay system is

YK - YCatetv (11.149)
S OAr v (I1.150)
— VAr+et 4. (IL.151)

The production of 4°Ca is useless as a radioactive decay
clock because *°Ca is a very common alpha-process
nuclide whose abundance is not measurably changed
by “K decay. The other decay product, “°Ar, is a gas
that can accumulate only in relatively cool mineral
grains. Moderate heating will cause complete loss of
the radiogenic argon from the grain by diffusion. The
“Ar gas-retention ages of the large majority of all
meteorites cluster closely around 4.6 x 10° years, and
none are found to be appreciably older.

Several additional dating methods are made possible
by the decay of the lanthanide elements thorium and
uranium, which can be synthesized only in supernova
explosions. Decay can occur by spontaneous fission or
by alpha emission. For the present, it will suffice for us to
consider the alpha decay mode.

It can be seen from Fig. I1.23 that alpha decay of a
heavy nuclide causes it to depart from the stability line
into the beta-emission instability zone. Thus the emis-
sion of a series of alpha particles by a heavy nuclide will
be accompanied by interspersed beta emission events as
well. Decay of the isotopes of uranium and thorium by
such alpha and beta decay chains continues until a stable
nuclide is produced, in these cases, isotopes of lead:

22Th — 2®ph + 6 *He + e + v

(t1/» = 8.8 x 10 years) (I1.152)
U - 2Pb + 7 “He + e + v

(ti/» = 1.8 x 10 years) (I1.153)
U — 2Pb + 8 *He + e + v

(tip=1.0x10"years).  (I11.154)

The U and Th contents can be determined by very
sensitive radiochemical techniques, and the trapped
“He content is measured by melting the sample in a
vacuum and analyzing the released gases with a mass
spectrometer.

It has been found that most meteorites have *He
gas-retention ages that are nicely concordant with the
YAr gas-retention ages at about 4.6 x 10° years. Some
meteorites that show optical evidence of severe mechan-
ical shock damage have concordant but smaller gas-
retention ages, and the few meteorites that do not show



46

concordance are always depleted in *He relative to “°Ar.
This is exactly what would be expected to result from
diffusive gas loss at moderate temperatures, because
helium diffuses much more rapidly than argon. In sam-
ples from which gas loss has occurred, the most effective
dating technique may be to examine the relative abun-
dances of the lead isotopes by solid-source mass spec-
trometry.

Several other dating techniques involving very long-
lived radioactive parents are discussed in Chapter VIII.

Finally we come to a somewhat more subtle dating
technique that is of great interest for other purposes.
The radioisotope '*° decays by beta emission with a
half-life of 1.7 x 107 years:

P - 1PXe e+ v (I1.155)

Iodine may be retained by certain condensing solids,
such as sulfides. However, if the time elapsed between the
last r-process production of radioiodine and the condensa-
tion of mineral grains was more than a few half-lives long,
the iodine would have decayed to xenon. Because xenon
does not condense to form minerals, the amount of radio-
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genic '**Xe trapped in the grains can be used as a measure
of the time gap between the end of nucleosynthesis and the
formation of solid presolar grains.

This time interval is found to be 150 to 250 million
years for a variety of meteorite types. Interestingly,
radiogenic '**Xe is still being released in tiny traces from
Earth’s interior.

Using all of the presently available information on
the Hubble constant, stellar evolution, and nucleosynth-
esis, we can sketch out the general history of the evolu-
tion of solar system matter shown in Fig. 11.29. An
essential element of this scheme is the principle of recy-
cling of matter with a resulting increase in the chemical
complexity of the Universe. The role of supernova
explosions in this recycling process is brought out sche-
matically in Fig. 11.30. That figure also hints at the
compositional classes of planets which might be formed
as companions of first-, second-, and later-generation
stars.

We now have defined the broad astronomical con-
text within which the Solar System formed, evolved, and
exists today. We have seen that Solar System material is
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the culmination of several rounds of cyclic processing
involving interstellar gas, collapsing nebulae, hierarchi-
cal sequences of nuclear reactions in stellar interiors,
cataclysmic disruption of highly evolved massive stars,
and fecundation of the interstellar medium by mixing of
cold gases with radioactive and chemically complex
supernova debris. Although the direct yield of heavy
elements is small, these recycling processes act to build
up concentrations of both the rock-forming elements
and the radioactive heat sources that power the evolu-
tion of Earth-like planets.

Universe has no pollution.
All the chemistries of the Universe are essential
To its comprehensive self regulation.

Buckminster Fuller

Exercises

Distance Scales in the Universe

II.1 An amateur astronomer with a small telescope sees
a star that is spectrally identical to the Sun, but 10"
times fainter than the Sun. She has no equipment

for measuring parallaxes, but wishes to estimate the
parallax of the star. How might she do it?

The Big Bang

I1.2 High-energy photons are easy to detect from an
observatory in space, but infrared photons require
more specialized equipment such as cooled
detectors. An astronomer wishes to measure the
total energy output of a star with a temperature
of 10,000 K with an error (due to “missed” photons
of long wavelength) of less than 1% of the total
incident flux. According to the Planck function,
to how long a wavelength must he observe in order
to ensure that he covers at least 99% of the flux?
Note: this problem is to be solved by numerical
integration on a computer. Attach your printout.

I1.3 A gas in equilibrium with a Planckian radiation
field is so hot that photons with the most probable
energy are capable of creating electron—positron
pairs. What is the temperature of the gas?

I1.4 A gasin equilibrium with a Planckian radiation field
is hot enough so that only one photon in a million
has enough energy to make an electron. Compare
the rate of pair production to that in Problem II.3.
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1.5 A nuclear explosion in space produces 10% free
neutrons. After 1 day, how many of the neutrons
have not yet decayed?

I1.6 Estimate the temperature at which the most-
probable photon energy is just sufficient to
destroy a D nucleus by photodisintegration.

II.7 How much energy is produced by the nuclear
reaction *H + "B — 2C? Give the answer in
MeV per event, grams per gram, and kW hr per
tonne. Note: the metric tonne is 1000 kg, or 1 Mg.

Galaxy and Star Formation

I1.8 The derivation of the Jeans criterion assumes
dramatically oversimplified initial conditions.
Give a qualitative discussion of how the gas
behavior might be altered if the gas is dusty and
opaque rather than very transparent, as was
assumed in the derivation.

I1.9 The M:L ratio of an assemblage of stars is strongly
influenced by the kinds of stars found in it.
Compare the M:L ratios of a galaxy that consists
of B-type Main Sequence stars and a galaxy that
contains only M-type Main Sequence stars.
Consult Figs. I1.7 and II.10 for data.

Classification of Stars

I1.10 Traditional naked-eye astronomers established a
brightness scale for stars and other heavenly
bodies, in which the brightest stars were said to
be “stars of the first magnitude,” those discernibly
fainter were “stars of the second magnitude,” and
so on, down to the limits of visibility to the naked
eye, which were “stars of the sixth magnitude.”

Modern physiologists have found that the human

response to many stimuli is logarithmic, not

linear, and that the first-magnitude stars were
about a factor of 100 times as bright as the
sixth-magnitude stars. “Bright” here refers to the
flux of visible light from the star in erg cm 2s~!
as received by the observer. Therefore each
magnitude step in the scale represents a ratio
in light flux of about a factor of 100'°.

Astronomical magnitudes are now expressed in

terms of a scale in which each magnitude is

exactly a factor of 100", or 2.512. ..

a. A telescope’s field of view contains both Venus,
which is at that time at magnitude —1.0, and a
faint distant field star of magnitude +24. What
is the intensity of the light flux from Venus
relative to that from the star?

b. A red dwarf star orbits about a red giant star
that emits 620,000,000 times as much visible
light. What is the magnitude difference
between these two stars?

II. Astronomical Perspective

II.11 A star with an apparent visual magnitude of 9.6
has a parallax of 0.6 arc seconds (0.6"). What is its
visual luminosity?

I1.12 Two stars of the same spectral class and mass
follow circular orbits about their mutual center
of gravity. The diameter of their orbits is 4.3 and
their parallax is 0.2”. How far are they from the
center of mass (barycenter) of their binary
system?

I1.13 A star with an effective temperature of 10,000 K
has a luminosity of 10*° erg s~'.

a. What is its radius?
b. What spectral and taxonomic class would you
assign it to?

I1.14 As early as the 1950s, Luyten showed that within
10 pc of the Sun there is a total stellar mass of 268
Suns and a total luminosity of 235 Suns.

a. Are we justified from these data in concluding
that the “typical” star is very much like our
Sun? Explain your answer.

b. Why is the concept of an “average star”
misleading?

Stellar Evolution

I1.15 The O-type and M-type MS stars differ enormously
in mass, luminosity, color (temperature), and Main
Sequence lifetime, but all operate by fusing
hydrogen and giving off light. Suppose a typical
MS star uses up (fuses) 50% of its hydrogen fuel
to helium over its MS lifetime. What fraction of that
star’s original mass is radiated off as light?

Star Clusters

I1.16 Rapidly rotating stars with exceptionally strong
magnetic fields are especially good at trapping
charged particles and transferring angular
momentum to escaping particles out to very great
distances. Suppose a star with a radius of
800,000 km and a rotation period of 25 hours is
able to force ions to corotate with the star out to a
distance of 1000R,. How fast would the corotating
ions be traveling at that distance?

Stellar Origins

II.17 An M-class MS star with a 0.1 solar mass, a
luminosity of 10~% Suns, and a 0.1 solar radius
was formed by collapse of an interstellar cloud.
How long could it maintain its MS luminosity
during its formation phase using only its
gravitational potential energy as a source?

Stellar Explosions and Nucleosynthesis
I1.18 Equation (I1.84) shows that the CC process
generates positrons. These positrons must
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annihilate upon collision with electrons, giving an
additional source of energy. What fraction of the
total energy output from the CC cycle is
contributed by these annihilation reactions?

11.19 What fraction of the radioisotope 'V present at

the time of the origin of the Solar System 4.6 x 10°
years ago has decayed since then?

I1.20 Natural nuclear explosions (supernovas) can

I1.21

achieve relativistic expansion velocities. Suppose
that a rocket engine could be built that draws its
power from the fusion of *He and D. Using the
data in Table I1.2, and making the simplifying (and
overly generous) assumption that all the fusion
energy release appears as kinetic energy of the
products (*He and H), what would the exhaust
velocity of the rocket be?

Suppose a mineral containing uranium, but

negligible primordial lead, was crystallized

4.6 x 10° years ago.

a. Using the data in Table II.5 and Eq. (I1.153)
and (I1.154), calculate what the isotopic
composition of uranium was at that time. (The
data in Table I1.5 refer to “modern” uranium
and lead.)
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b. Use a simple computer program to model the
concentrations of 2°°Pb and 2°’Pb vs time. Plot
the 297Pb/?%°Pb ratio as a function of time and
explain how it, along with the 2Pb/?*°Pb and
208pb/297Pb ratios, can be used to provide three
independent determinations of the age of the
mineral sample.

c. When 2%®Pb is used in dating, what further
information is required beyond that given above?

Nuclear Cosmochronology
I11.22 Consider the decay of the radioisotope $’Rb to

87Sr in the presence of both primordial ®’Sr and
primordial %°Sr. Show how the isotopic composi-
tion of strontium evolves with time by deriving the
equation (*’Sr/%Sr), = (¥’Sr/*Sr), + (*’Rb/*Sr)
(eM—1).

I1.23 Consider two coexisting minerals, A and B, that have

very different chemical composition but identical
initial isotopic composition, in the same rock. The
decay equations are (*'Sr/*Sr),, , = (¥’Sr/*Sr), o +
(*’Rb/%Sr) 5 o(eM — 1) and (*7Sr/*Sr)g , =
(*7Sr/*Sr)g ¢ + (*"Rb/*Sr)p o(e* — 1). Solve this
pair of equations explicitly for the age of the rock, ¢.



III. General Description of the

Solar System

Introduction

Before addressing the full range of problems pre-
sented by our current knowledge of the Solar System it
is important that we share some basic body of informa-
tion on its members. This is particularly important
because a great proportion of the “common knowledge”
of the Solar System current only a few years ago is now
known to be incorrect. We therefore will review in quite
condensed form the basic data on the motions and gross
physical properties of Solar System bodies, making
extensive use of tables and graphs to make comparisons
easier. It should be obvious that only a tiny minority of
our present factual knowledge of the Solar System can
or should be presented in this chapter; this is rather like
the map in the front of a road map atlas that shows how
the following detail maps fit together.

The Sun
The Sun, which makes up about 99.9% of the mass

of our planetary system, is a typical stable Main
Sequence dwarf star of spectral class G2. It pursues
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an orbit about the center of the Galaxy with a
radius of roughly 8kpc and a period of about 200
million years.

The Sun rotates approximately every 26 days
around an axis inclined 7° 10.5" to the axis of the
ecliptic (which is defined by the plane of the Earth’s
orbit). The rotation period varies with latitude: the
shortest period, attained at the equator, is equal to
24.65 days. Spectroscopic velocity determinations
indicate a rotation period approaching 34 days near
the poles.

Dark features are discernible on the Sun’s disk
through even the smallest telescopes. These dark spots
appear periodically in large numbers, at first at latitudes
near +30° and later toward the equator. These sunspots,
which are commonly larger than Earth, are actually only
slightly cooler than the surrounding gases. Sunspot out-
breaks occur in cycles whose mean period is about 11
years. During eclipses of the disk of the Sun by the
Moon, it can be seen that violent fountaining of gas
streamers is associated with sunspot activity. These
flares commonly span hundreds of thousands of kilo-
meters and often develop velocities high enough to
escape from the Sun.



The Sun

The mass of the Sun is 1.99 x 10°? g and its radius is
6.960 x 10'° cm, giving a mean density of 1.41 g cm™>.
The surface gravity of the Sun is 27.9 Earth gravities,
272m s~2. The escape velocity from its surface is
618 km s~

The luminosity of the Sun is 3.90 x 103 erg s~
From Eq. (I1.53), we can calculate the effective tempera-
ture of the Sun’s luminous surface (the photosphere) to
be 5800 K.

The flux of solar radiation at the Earth’s orbit,
called the “solar constant,” is usually given in somewhat
awkward units as 1.940 cal cm > min~! or 1370 W m~2,
equal to 1.37 x 10°erg cm™2s~!. The surface tempera-
tures of Solar System bodies, particularly those devoid
of atmospheres, are determined by the amount of solar
energy which they absorb, and hence accurate knowl-
edge of the solar constant and its possible changes with
time is of value.

Figure III.1 presents a low-resolution approxima-
tion of the emission spectrum of the Sun. The spectrum
can be approximated as Planckian emission only over
limited wavelength intervals. A simple black body
interpretation of the solar spectrum is further confounded
by the observation that the whole-disk spectrum of the
Sun is discernibly different from the spectrum of the
center of the disk. These effects occur because there is a
vertical temperature gradient in the Sun’s atmosphere,

! T
2.0 ( ]
2 ': |__ 6,000K black body
o N
—
= |__ Sun
= 1.5
g W\ [ atEarth's surface
"0
<4
§ 1.0 \ A
S ‘
0
N
<
m
0.5 \
visible IR v

N

0 1.0 2.0 3.0
Mpm)

Figure III.1 Intensity of solar radiation at Earth’s orbit and at sea
level. The Sun’s emission spectrum contains countless sharp atomic
absorption features too narrow to appear at this resolution. Absorp-
tion by Earth’s atmosphere shortward of 300 nm (0.3 pm) is largely due
to ozone. Absorption in the infrared is dominated by water vapor and
carbon dioxide. Note the deviation of the solar spectrum from black
body emission.
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and the opacity of the gas is a function of both wave-
length and temperature. Thus different wavelengths of
observed light originate at different depths in the
photosphere.

At some wavelengths, such as the middle infrared,
the opacity is so great that we can see only a higher, thin
layer of quite uniform temperature over the entire disk.
At visible wavelengths the radiation originates at greater
depth, and attenuation by the intervening atmosphere
causes the edge of the disk to look cooler than the center.
This effect is called “limb darkening.” Curiously, obser-
vations in the ultraviolet show limb brightening, which
shows that, at the altitudes observed in the UV, the
temperature is increasing upward!

In addition to the limb darkening and limb bright-
ening effects observed at UV, visible, and infrared
wavelengths, there are easily observable permanent fea-
tures of the solar spectrum that bear witness to the
existence of a vertical temperature gradient: the solar
spectrum, when viewed at moderate to high resolution,
is found to be interrupted by countless narrow, dark
absorption lines, called Fraunhofer lines after their
discoverer. These lines are due to the presence of a layer
of gas, somewhat cooler than the luminous photos-
phere, interposed in the line of sight. Observations of
the edge of the solar disk during eclipses confirm that
this layer, the chromosphere, is an integral part of the
solar atmosphere.

Furthermore, eclipse observations reveal the pre-
sence of an extensive, highly rarefied corona that
extends out at least several solar radii and whose size
is directly related to the intensity of sunspot activity.
For many years the temperature and composition of
the corona were wholly unknown; however, it is now
well established that the very peculiar emission lines
observed in the corona are due to the familiar elements
in extraordinarily highly excited states. The effective
temperature of the corona deduced from the observed
degree of electronic excitation and ionization must be
at least 10 K.

Both Earth-based observations of the streaming of
comet tails and direct spacecraft observations in inter-
planetary space have revealed that a stream of protons,
electrons, and heavier ions with velocities of a few hun-
dred kilometers per second is constantly being emitted in
all directions by the Sun. This flow of material, called the
solar wind, emanates from the solar corona and forms an
extension of it, extending out far beyond the orbits of the
planets.

During intense sunspot activity the Sun emits pro-
tons and other charged particles with energies up to
several hundred MeV. These particles are termed solar
cosmic rays. The Sun also emits radio waves at all times,
with loud bursts of radio noise often correlated with
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optically observed sunspot-related flare activity. An intro-
duction to solar physics will be presented in Chapter 1V.

Orbits of the Planets

People give ear to an upstart
astronomer who tries to show that
the Earth revolves, not the Sun and
the Moon. This fool wishes to
reverse the entire science of
astronomy. . ..

Martin Luther

The literature on the dynamics of planetary motion
is vast, fascinating, and of great historical importance in
the evolution of the physical sciences. As early as the
third century BC, the Greek philosopher Aristarchus
maintained that the Sun was the center of the Solar
System. But the Aristotelian synthesis that dominated
medieval times, with its acceptance of the geocentric
universe of Claudius Ptolemaeus, rejected motion of
the Earth about the Sun on the grounds that no appar-
ent motion of other stars could be detected, such as one
would expect if we were viewing them from a moving
planet.

The Polish astronomer Nikolas Kopernik (1473—
1543), usually known by his Latinized name of Copernicus,
revived the heliocentric theory of the Solar System. The
observational and experimental sciences had long
languished under medieval complacency and blind
acceptance of Aristotle’s dogmas, but Copernicus’ revo-
lutionary theory encouraged serious new observational
work. Observations by the Danish astronomer Tyghe
(Tycho) Brahe (1546-1601) and theory developed by
the Johannes Kepler (1571-1630) of Germany provided
a strong quantitative basis for the Copernican system.
Kepler first formalized and organized the vast body of
naked-eye observations of the planets into a precisely
stated set of laws of motion, providing a firm descriptive
basis for the Copernican heliocentric system. In the
following two centuries the problems of dynamical
astronomy stimulated much of the life work of Laplace,
Bessel, Gauss, Lagrange, and Poincaré, provided the
arena for the grandest successes of Newtonian physics,
and more than any other single influence contributed to
the mechanistic, deterministic world view of the 18th and
19th centuries.

The philosophical ideas of the framers of the Ameri-
can Declaration of Independence and Constitution were
very strongly influenced by this view, as was the philo-
sophical school of logical positivism. Marxist dialectic is
axiomatically based on a mechanistic world view in
which certain forms of social change are regarded as
(that is, postulated without proof to be) inevitable

[1I. General Description of the Solar System

manifestations of natural law. These mechanistic ideas,
seen in their purest and most elegant form in Newtonian
mechanics, still retain their beauty even in the eyes of a
generation of physicists instructed in relativity and
quantum mechanics and steeped in statistical concepts
of causality.

Still, for nearly a century dynamics was regarded
as a museum piece. It is only recently that developments
in astronautics and radio and radar technology have
reopened this field in both theoretical and experimental
directions. Every chapter of this book bears testimony to
the fruitful application of these ideas, both old and new,
to a great range of Solar System phenomena. Because of
the artificiality of excising all such discussions from their
context and lumping them all together to make a very
large (and decidedly heterogeneous) chapter on dy-
namics, we shall instead present here only a brief and
skeletal outline of the classical theory of orbits. All
special applications will appear in their appropriate con-
text elsewhere in the book.

The laws of planetary motion as laid out by Johannes
Kepler are:

I. Each planet executes a planar elliptical orbit
about the Sun, with the Sun at one focus of the
ellipse.

II. The area swept out by the radius vector from the
Sun to the planet per unit time is a constant.

III. The square of the orbital period divided by the
cube of the mean distance from the Sun is the same for
all the planets.

The idea of elliptical orbits, especially for the case
of Mars, allowed great improvements in simplicity of
description compared to earlier systems. The observa-
tions of the motions of Mars by Tycho Brahe were
good enough to permit description by a simple elliptical
orbit, but not good enough to reveal the complicated
perturbations of the orbit of Mars by the other
planets.

The English physicist Sir Isaac Newton (1643-1727)
argued that the gravitational force exerted by the Sun on
each planet must be directed toward the center of the
Sun, and hence the acceleration produced by this force
must be directed along —r. He formulated for the first
time a universal law of gravitation,

= wm
F=m r=——5r (1I1.1)
where F is the gravitational force, m is the mass of the
planet, r is the Sun-to-planet radius vector as shown in
Fig. I11.2, and each superscript dot represents a deriva-
tive with respect to time. The magnitude of the vector

radius is written as r, u is a constant for the Solar System
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C center of eclipse
F2 empty focus

a semimajor axis
e eccentricity

f true anomaly

X line of apsides

Figure II1.2 Nomenclature for elliptical orbits. The line of apsides passes through the perihelion
and aphelion points, as well as both foci and the center of the ellipse. Note the definitions of the true
anomaly (f) and the eccentric anomaly (F) in the diagram.

(obviously proportional to the mass of the Sun), and 7 is
the unit vector in the direction of r:

r=rr. (111.2)

Strictly speaking, the mass m in the m7r term of
Eq. (IT1.1) is the inertial mass of the planet, whereas m
in the other term is the gravitational mass. The equiva-
lence of these two masses, which will simply be assumed
by us hereafter, has been tested experimentally since the
time of Newton (who found agreement to one part in
10%) to highly sophisticated modern experiments, in
which agreement to one part in 10'> has been found.

All gravitational forces are conservative, being
related to the gravitational potential (V') by

F:—VV:—V(%M>
V x F=0.

(111.3)
(111.4)

Because the gravitational acceleration and r are aligned
together [Eq. (II1.1)],

(I11.5)

But, because
(111.6)
and both terms on the right are zero, we conclude that

7 X7 = constant = h, (111.7)

where £ is the angular momentum vector per unit mass,
which is clearly conserved.

Now, if we let 8 be the unit vector perpendicular to r
in the orbital plane, we have

P X T =7 x (rff + if) (I11.8)
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This cross-product gives us

0 = h, (I11.9)
which, since 2d#)/2 is the area element in polar coordin-
ates, is a statement of Kepler’s equal area law.
The total energy per unit mass is just the sum of the
kinetic and potential energies:
| PN 2
E=3(r)—ur
For closed (elliptical) orbits, E < 0.
Now, if we write the cross-product of the gravita-
tional acceleration with the (constant) angular momen-
tum vector,

(I11.10)

?xﬁ:%(?xﬁ) (LIL11)
— LY (x 7, (I11.12)
r
using Eqs. (III.1) and (II1.7). Then,
N - M — AR N L
rxh:—r—3[(r ryr—(r-r)r] (TI1.13)
B =
==l — 7] (111.14)
A
d|r di
Integrating,
¥ oxh = pli+ e, (I1L.17)

where the constant of integration, ?, is called the eccen-
tricity vector.
If we now form the product

r-[?x h) = plr+ r- e, (II1.18)
then
plr 7€l =[F x 7] h =i (I11.19)
Thus, from Eqgs. (I11.19) and (I11.2),
2
po_in (I11.20)
(14+7-e)
From the geometrical properties of ellipses,
1— 2

al=¢) ___»p (111.21)

" T 1 ecosf 1tecosf’
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where p, the semilatus rectum, and f, the true anomaly,
are defined as in Fig. I11.2.
By our present definitions,

F-e =ecosf; (111.22)
hence, from Eqgs. (I11.20) and (I11.21),

up = . (I11.23)
Now let us form the cross-product of Z with both sides
of Eq. (I11.17),

hox (7 x h) = ph x (F+€) (I11.24)

Pr = phlf + efo),

where f is now the unit vector normal to the radius
vector in the plane of the orbit and fg is f evaluated at
a true anomaly of zero (see Fig. II1.3a). )

It can be seen that Eq. (II1.25) resolves 7 into
two components, one of which (the term in fy) is
stationary and the other of which rotates on the X-Y
plane. This behavior is illustrated in the hodograph in
Fig. II1.3b.

(111.25)

a. /N t )
N

wht

=)

eph ?(0)

Figure II1.3 Hodograph for elliptical motion. See the text for
explanation.
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The total kinetic energy per unit mass can, with the
help of Fig. II1.3, be resolved into components due to
motion in the X and Y directions:

27 7 = (Psing)
P=T. T = ( hsmf) (I11.26)
B, ei?
+ (ZCOSf +7)
- M—z(l +2ecosf + ) (111.27)
=5 ‘ . .

Here we solve Eq. (II1.21) for e cos f, substitute, and
simplify to get
2
I 2a
sz—hz (1 82)|: 1:|

r

(I11.28)

From Eqgs. (II1.21) and (II1.23), we can see that

(1 - 62) = hz/a/’l'v

2 1
V:uP—ﬁ.
rooa
This is called the velocity equation or the vis viva

equation.
The total energy from Eq. (II1.10) is then

(I11.29)

whence

(I11.30)

E :%v2 —u/r=—u/2a
for bound elliptical orbits. Thus the total energy per unit
mass possessed by any body in orbit around the Sun
depends only on the semimajor axis of its orbit.

On the other hand, we have seen from Eq. (II1.23)
that the orbital angular momentum depends only on the
semilatus rectum,

(I11.31)

" = pp = pa(l — é2). (I11.32)

Note that, for circular orbits, » = a and e = 0; hence
Eq. (ITL.31) collapses to vere = (1/r)"* and Eq. (I11.32)
becomes 4> = pr.

The full description of the shape of a planetary orbit
requires only knowledge of two geometrical constants, a
and e. To describe the orientation of the orbit in three-
dimensional space we additionally require an angle that
specifies the direction of the line of apsides projected on
a reference plane (the invariant plane), an angle that
gives the inclination of the orbit relative to this plane,
and an angle to describe the orientation of the line of
intersection of the orbital plane and the reference plane.
This line, called the line of nodes, passes through the Sun
and through the two points at which the planet crosses
the reference plane, the ascending and descending nodes
(see Fig. I11.4). Finally, we must specify the location of
the planet in its orbit at a particular time. These six

55

reference
f . direction
invariant plane

(vernal
\, equinox)

Sun

inclination
ascending node
descending node
perihelion
longitude of AN
longitude of Pe

sowgyTe

DN kS

N 7

Figure 1I1.4 Elliptical orbits in three dimensions. The axis of the
invariant plane is the direction of the total orbital angular momentum
vector of the planetary system. The line of nodes passes through the
center of the Sun and through the two points (nodes), where the orbital
path crosses the invariant plane. Some reference direction must be
chosen to define the orientation of orbits in three dimensions: the
direction of the vernal equinox. The longitude of perihelion is mea-
sured from that point.

parameters fully describe the orbit and are equivalent
to giving the coordinates of the body in six-dimensional
phase space (x, y, z, X, , 2).

The orbital parameters for the nine known planets
of the Solar System are summarized in Table III.1 and
depicted graphically in Fig. II1.5. There is an apparent
regularity in the spacing of the orbits of the planets out
to Uranus: the semimajor axes of the orbits (in AU)
follow the rule

a=04+03x2" (111.33)

where n = —00,0,1,2---5. The value of a=2.8AU
found for n =3 corresponds not to the orbit of any
planet, but rather to the approximate center of the aster-
oid belt. Thus, even if some rationale could be invented
for the strange appearance of —oo in the list of allowable
values of n, there would still remain the fact of the
absence of a planet at n = 3.

The formula given above, known as the Titius—Bode
Law, is far from exact, as can be seen by comparison
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Table III.1 Orbits of the Planets

[1I. General Description of the Solar System

Planet a (AU) e i P Q (1]
Mercury 0.3871 0.20563 7.0044 87.9686 days 48.12 77.18
Venus 0.7233 0.00678 3.3945 224700  days 76.52 131.00
Earth 1.0000 0.01670 0.000 365.257 days — 102.6
Mars 1.5237 0.0934 1.8499 1.88089 years 49.42 335.7
Jupiter 5.2042 0.0479 1.3056 11.8620 years 100.30 15.0
Saturn 9.5751 0.052 2.4859 29.45772 years 113.50 95.4
Uranus 19.31 0.050 0.7727 84.013  years 73.99 176.0
Neptune 30.2 0.0040 1.7725 164.79 years 131.55 30
Pluto 39.91 0.2566 17.135 248.4 years 110.1 223.4

with the observational data. Furthermore, despite per-
sistent efforts of generations of scientists to discover a
physical basis for this “law,” no fully satisfactory explan-
ation has ever been proposed. Nevertheless, so strong
has been the fascination of this supposed regularity of
nature that it was for many years popular to describe the
asteroids as debris left over from the explosion of
a hypothetical planet that once orbited where Bode’s
Law said it should. Our discussion of asteroids and
meteorites in Chapter VI will provide ample evidence
for the rejection of this conjecture. For now, however,

Uranus
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B ||t
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Y N o~ N
K <
| 200 30 40
H Heliocentric Distance, AU~
A
Jupiter
9y
E R 1
0 1 2 3 5

Figure II1.5 Orbits of the planets. The eccentricity of Pluto’s orbit,
which sometimes brings it inside Neptune’s orbit, is indicated in a.
b shows the orbits of the inner planets to scale with the asteroid belt
and Jupiter’s orbit. The detailed distribution of the asteroids in semi-
major axis is shown in Fig. II1.9.

it is sufficient to remark that the total mass of material in
the asteroid belt is orders of magnitude too small to
account for the mass of a planet.

Historically, after the discovery of Uranus by the
English astronomer Sir William Herschel in 1781, which
apparently confirmed Bode’s Law, it was generally
assumed that another planet might exist beyond the
orbit of Uranus at the n = 7 position in Bode’s formula,
at a = 38.8 AU. When observations of the motions of
Uranus subsequently revealed perturbations by a sub-
stantial mass outside Uranus’s orbit, J. C. Adams of
England and U. J. J. Leverrier of France independently
calculated the position and mass of this undiscovered
planet, using the assumption that it obeyed Bode’s Law.
When telescopes were turned to the predicted position
the planet known to us as Neptune was quickly discov-
ered. Neptune had, in effect, been discovered by mathe-
maticians who did not know how to use a telescope.

The impact of this tour de force of Newtonian phy-
sics was considerable even far outside the astronomical
fraternity. It was therefore most unsettling when it was
found that Neptune was far closer to the Sun than
allowable by Bode’s Law and that its mass was far less
than that derived before its discovery. With the discovery
of Pluto by the American astronomer Clyde Tombaugh
in 1930, it became clear that Bode’s Law was only poorly
enforced. Nonetheless, research papers dealing with the
possible physical significance of the Law still appear
regularly, usually replete with ingenious alibis for the
miscreants.

The orbits of the planets are, as can be seen in Table
II1.1, quite nearly circular. Three planets have orbital
eccentricities of significant magnitude: Mercury, Mars,
and Pluto. The case of Pluto is particularly noteworthy,
because its perihelion distance lies well inside Neptune’s
orbit. Thus, for a small fraction of each orbit of Pluto
(20 out of 248 years), including the years 1979-1999,
Neptune is the most distant known planet from the Sun.

The orbital inclination of Pluto is also unique
among the planets and is instrumental in preventing
collisions between Pluto and Neptune. Possibly the
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effects which have “regularized” the orbits of the other
planets did not act on Pluto. We will pay particular
attention to the unique problems presented by Pluto at
the end of Chapter VI. The orbital periods of Jupiter,
Saturn, Uranus, and Neptune also display interesting
near-commensurabilities.

Changes in Orbital Motion

The basic theory of orbital motion outlined earlier is
appropriate for use when the gravitational force is
exerted by a mass point or a perfectly homogeneous,
spherically symmetrical mass. It also does not, in this
form, take into account other forces, such as additional
gravitating bodies, rocket propulsion, atmospheric drag,
and collisions. Usually such disturbing forces are weak
or brief enough that their effects can be treated as small
changes (perturbations) on the preexisting orbit. Disturb-
ances that are very brief (dt << P), called impulsive
perturbations, deflect the body into a new orbit essen-
tially at one point, which is clearly the intersection point
of the old orbit and the perturbed orbit.

It is mathematically convenient to resolve the per-
turbing forces into three orthogonal components defined
with respect to the orbital plane of the body. The first of
these is radial (in the direction of the radius vector r), the
second is transverse (at right angles to the radius vector
in the orbital plane, i.e., in the direction of ©), and the
third is normal (orthogonal to the orbital plane, and
hence to both the radial and transverse directions). For
a body in circular orbit, the transverse direction is
identical to the direction of the velocity vector.

Real physical bodies differ in several respects from
the mathematical ideal described. First, bodies large
enough to have gravitational fields that are meaningful
on the scale of a planetary or satellite system are suffi-
ciently massive to generate high internal pressures. These
high pressures lead to self-compression of the interiors of
these bodies, even those that are compositionally
uniform. Second, planetary and stellar bodies usually
are differentiated into compositionally distinct layers:
stars build up cores of fusion products composed of
elements heavier than hydrogen, and planets separate
into compositionally distinct layers according to density.
Third, planets too small to have undergone melting and
density-dependent differentiation will also depart from a
spherical symmetry in complex ways because they are
too cold and rigid to relax to spherical or spheroidal
shapes. Fourth, any large body that rotates rapidly
(i.e., its rotation period is not very much larger than
the circular orbital speed at its surface) will have a
diminished effective gravitational acceleration near its
equator. This causes a distension of the equatorial
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regions, perceived as a visible oblateness of the planet’s
disk. This geometrical or optical ellipticity, or oblate-
ness, f, is related to the equatorial radius « and the polar
radius ¢ by

f=(a-0)/a

The gravitational field of a planet can be represented
in a very general way by a spherical harmonic expansion
of the potential (the potential energy per unit mass; see
Appendix V). The first term in the expansion vanishes if
the center of the coordinate system is taken to be the
center of mass. The second term, resulting from the
oblateness of the planet, is

V(r)=—=(GM/r)[1 — (a/r)J2Pz(cos ©)],

(111.34)

(111.35)

where P, (cos ©O) is one of the associated Legendre poly-
nomials, which are tabulated and described in advanced
calculus texts. For our purposes, it is sufficient to know
that

P; (cos©) = (1/2)[3cos* —1]. (I11.36)

Here J; is defined in terms of the moments of inertia of
the body about its three orthogonal axes. The principal
axis is naturally defined as the rotation axis. Because of
the oblateness caused by rotation, the moment of inertia
of the planet about this axis, called C, is larger than any
other. The other two axes of inertia, B and A, are orthog-
onal to the spin axis, and therefore lie in the equatorial
plane. If the planet 1is spherically symmetrical,
C = B = A. This is usually a good approximation for a
nonrotating planet, for which J, = 0. If the planet is
reasonably fluid and rotating, the 4 and B moments of
inertia will be the same (C > B = A). This body is then
an oblate spheroid. If the planet is distorted by proxi-
mity to another body, such as the Moon in Earth’s
gravity field, then the axis along the direction of orbital
motion and that in the radial (Earth to Moon) direction
will not necessarily be the same. Such a body is a triaxial
ellipsoid with its three moments of inertia ranked
C > B > A. Students of spherical geometry may wonder
about the other possible ellipsoid, the cigar-shaped pro-
late spheroid (C = B > A), but in nature they do not
rotate around their long axes. J; is defined so as to be
useful in measuring the departure of oblate spheroids
from spherical symmetry; that is, the degree to which C
differs from A4:

J = (C— A)/Md?

eq

(111.37)

where a,, is the equatorial radius of the body.

The gravitational perturbation exerted on the Moon
by Earth’s equatorial bulge causes a slow precession of
the Moon’s orbit. Measurement of this precession rate
using very long-term observations of the Moon’s orbit
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(drawing heavily on ancient eclipse observations) gives
us an experimentally derived value for J,. High-preci-
sion tracking of artificial Earth satellites deep within
Earth’s gravity well also gives independent determin-
ations of J,.

The effect of these perturbations is to change the
orientation of the orbit slowly. Both the argument of
perihelion, w, and the longitude of the ascending node,
Q, drift as the orbit precesses. These torques also affect
the mean motion n = 27/ P:

dw 3

5
~__Z 2y | Zsin2i —
7 2Jz(n/p ){Zsm i 2} (I11.38)
dQ 3 > .
E = —§J2(l/l/p )COSl, (III39)
dn 3 5
(1— IO)E = *512("/17 )
x (1—¢e*)'? Bsinzi— 1], (111.40)

where p =a(l —e*) and 1, is the time of perihelion
passage.

Note that J, is a dimensionless measure of the
departure of the moment of inertia about the principal
axis from that of a sphere, whereas the oblateness is a
dimensionless measure of the departure of the geometri-
cal figure from that of a sphere. Both numbers increase
with rotation rate, but the two should not be confused
with each other. The fractional difference between the
maximum and minimum moments of inertia is

H=(C-A)/C (I11.41)

The effect of the gravity of Sun and Moon on Earth’s
equatorial bulge results in a torque that causes the
rapidly rotating Earth to precess slowly, like a top. The
observed precession rate tells us the magnitude of H.

Note that

J/H =[(C — A)/Ma’|x

[C/(C - A)] = C/Md*. (111.42)
This ratio, called the moment of inertia factor, has a
value of 0.4 for a homogeneous sphere. The relationship

between oblateness f and J, is further explored in
Appendix V.

Properties of the Planets

Table I11.2 presents the rotation periods, axial or-
ientations, and precession periods of the planets. Partic-
ularly noteworthy are the very long rotation period of
Mercury, the slow retrograde rotation of Venus, the near

[1I. General Description of the Solar System

Table III.2 Rotation of the Planets

North pole
Rotation Axial Precession
Planet period inclination  RA dec period

Mercury 58.646 days 0.0 281.0 61.4
Venus —243.01 days 177.3 272.8 67.2
Earth 23h56m4.1s 23.45 — 90.0 26,000 years
Mars 24h37m22.6s 25.19 317.6 52.82 50,000 years
Jupiter ~ 9h50m30s 3.12 268.03 64.49
Saturn 10h14m 26.73 39.8 83.45
Uranus  14h42m 97.86 257.18 —15.08
Neptune 18h24m 29.56 295.18  40.61
Pluto 6.3867 days 122.5 305 S

equality of the rotation periods of Mars and Earth, the
very similar rotation periods of the Jovian planets, and
the odd axial inclination of Uranus. Because of this
orientation, Uranus presents the meteorologically inter-
esting prospect of a rapidly rotating planet that is some-
times heated at the equator, but also intermittently
heated at one or the other pole by some 40 years of
continuous sunlight. In 1986, almost coincident with
the arrival of the Voyager 2 planetary probe at Uranus,
the planet was oriented with one pole pointing almost
directly at the Sun.

The physical dimensions of the planets are given in
Table II1.3. The extremely large and rapidly rotating
Jovian planets all have accelerations due to rotation that
are a significant fraction of their equatorial gravitational
accelerations, which act to reduce their effective equator-
ial gravitational accelerations. It must be noted that the
error limits for the radii of the planets are quite varied;
Earth’s radius is of course best known, and those planets
that have been tracked by radar for a number of years
(Mercury, Venus, and Mars) also have very well-known
radii. Spacecraft occultations have provided great
improvements in the measurement of the radii of all the
Jovian planets, and stellar occultations had earlier per-
mitted very useful measurements of Neptune and Uranus.

Table II1.3 contains the most recent measurements
of the masses and densities of the planets. Those planets
that have been flown by or orbited by spacecraft (from
Mercury out to Neptune) have very well-determined
masses. Indeed, for each of these bodies the product
Gm is more accurately known than G itself. Thus the
limiting factor in determining their masses is the uncer-
tainty in the value of G. The mass of Pluto can best be
determined from the orbital motions of its satellite.
The most recent refinement of the mass of Neptune
came from analyzing the data from the 1989 Voyager
II spacecraft flyby through its system. Pluto will remain
for many years to come the least well-known of the
planets.
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Table III.3 Dimensions, Masses, and Densities of the Planets

Equatorial radius Mass Density Density Geometric

Planet (km) Oblateness (1027 g) (gem3) P=0 albedo
Mercury 2,439 0 0.33022 5.43 5.30 0.160
Venus 6,051 0 4.8690 5.24 4.00 0.65
Earth 6,378 0.003353 5.9742 5.515 4.05 0.367
Mars 3,396 0.005 0.64191 3.93 3.74 0.150
Jupiter 70,850 0.061 1898.8 1.36 0.1 0.52
Saturn 60,330 0.09 568.41 0.71 0.1 0.47
Uranus 25,400 0.03 86.967 1.30 0.3 0.50
Neptune 24,300 0.03 102.85 1.8 0.3 0.41
Pluto 1,150 0 0.0129 2.03 2.0 0.6

Even casual inspection of the nine planetary density
values given will reveal a fundamental distinction of
great significance for our understanding of the Solar
System: the four small inner planets all have densities
characteristic of rocky material, whereas the four large
Jovian planets and tiny Pluto all have densities near
1 gem™3. Such a low density is diagnostic of a very low
average atomic weight and a very high content of light,
volatile elements such as hydrogen and helium.

Mercury, Venus, Earth, and Mars are thus often
called the terrestrial planets, as distinct from Jupiter,
Saturn, Uranus, and Neptune, which are called the Jovian
planets. Sometimes enigmatic Pluto is lumped with the
Jovian planets to form a class called the outer planets. In
terms of its intrinsic properties, however, Pluto has more
obvious affinities with the satellites of the Jovian planets
than with the Jovian planets themselves.

Despite the clear dichotomization between the
terrestrial and Jovian planets by application of mass
and density criteria, it would be a serious error to regard
the membership of these classes as at all homogeneous.
The observed density variations are unquestionably real.
These observed densities are compounded from two
effects: the intrinsic zero-pressure density of the bulk
planetary material and the mass-dependent effects of
compression by the very high pressures prevalent in the
deep planetary interiors. Approximate correction for the
latter effect has been attempted in the sixth column in
Table II1.3. These zero-pressure densities should ref-
lect directly the average chemical composition of each
planet.

It is also valuable to provide a brief summary of the
basic descriptive data on the general appearance of the
planets as compiled by many generations of astronomers
and one generation of planetary scientists (see Fig. I11.6).
The major salient features display an almost shocking
variety of conditions.

Mercury is a hot, dense, rocky planet devoid of
detectable atmosphere.

Venus is red-hot, similar in size to Earth, with a
dense and perpetually cloudy CO,-rich atmosphere that
presents a nearly featureless face to the Universe.

Earth is distinguished by a water-rich surface whose
conditions span the triple point of water. It is shrouded
by a moderately dense nitrogen—oxygen atmosphere. Its
complex decoration of water clouds is ever changing,
and large areas of greenish coloration vary seasonally.

Mars is a small reddish planet that, like Earth, has
polar caps and marked seasonal variations. It is lightly
coated with a cold, tenuous carbon dioxide atmosphere.

Beyond the asteroid belt we find Jupiter, an enor-
mous hydrogen-rich planet marked with varicolored and
unpredictable cloud bands parallel to the equator,
bearing in its atmosphere a red blotch the size of Earth.

Saturn, in other respects merely a faded and colder
copy of Jupiter, is circled by a thin, brilliant system of
rings of small particles, making it perhaps the most
stunning of the planets in visual appearance.

Uranus and Neptune, so far from the Sun that
visual observations are extremely difficult, are green-
tinted gas balls bearing no more than the faintest trace
of the cloud bands seen on Jupiter and Saturn. Uranus,
like Jupiter, has a very tenuous ring system. Neptune has
at least three partial rings.

Little cold Pluto is so unfavorably situated for
observation (and for spacecraft visitation) that its
6-day cycle of brightness variation and its low-resolution
reflection spectrum have until quite recently been our
only clues to the nature of its surface.

Mass and Angular Momentum Distribution

In surveying the general properties of the Solar Sys-
tem, we have seen that certain commodities, such as total
mass, gas abundances, and angular momentum, seem to
be distributed very inequitably. We of course note that



Figure I11.6  Visual appearance of the planets. a is a mosaic of Mariner 10 views taken during departure from Mercury, b is
a Pioneer Venus UV image of the Venus cloud tops (the planet is featureless at visible wavelengths), and ¢ is an Apollo
photograph of Earth. d is a Viking 1 orbiter image of the Olympus Mons on Mars, and e compares the Voyager 1 and 2
approach images of Jupiter, Saturn, Uranus, and Neptune, all to the same scale. There are no high-quality images of Pluto, the
only planet not yet visited by spacecraft from Earth.
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Figure 111.6

the Sun accounts for 99.9% of the mass of the entire
Solar System. We also see, however, that the Sun, like
most G-, K-, and M-class MS stars, is a slow rotator.
How much angular momentum is carried by the rotation
of the Sun compared, say, with the orbital motions of
the planets? The orbital angular momentum is

hory, = mvr = 2mmr? /P, (I11.43)
where P is the period of the orbit and v is the orbital
velocity. The spin angular momentum of a nonhomoge-
neous nonspherical rotating body is much more difficult

Continued

to evaluate exactly; however, it is easy to make an
approximate estimate of the spin angular momentum.
The mass of a body is 47pR3/3, where R is the radius and
p is the mean density. The rotation velocity is 27 R/P,
and the average mass element of the body is about 0.6 R
from the rotation axis (or about 0.72 R for a uniform
sphere). Replacing R by 0.6 R everywhere gives the spin
angular momentum as approximately

hspin = mvr = (4mp/3)(27/ P)(0.6R)’ (111.44)

= 1.90R’/P (I11.45)
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[1I. General Description of the Solar System

Figure 111.6  Continued

for a body with a moderate degree of central condensa-
tion of mass. We calculate by this approximation
a rotational angular momentum of 2 x 10¥ g cm?s~!
for the Sun. (Detailed modeling of the density in-
crease in the deep interior provides a best-guess value
of 1.7 x 10¥ g cm?s7 1)

These calculated angular momenta are displayed in
Fig. I11.7. Note that the Sun, despite its enormous mass,
accounts for only 0.5% of the total angular momentum
of the Solar System! This total angular momentum, if
deposited in the Sun, would cause it to rotate as rapidly
as the early spectral class MS stars.

Jupiter’s orbital motion carries about half the total
angular momentum of the Solar System, and the Jovian
planets together make up 99.27% of the total. This
extreme inequity in the distribution of angular momen-

tum is one of the most striking overall properties of our
planetary system and must be accounted for in any
satisfactory model for the origin of the planets and the
Sun.

The spin angular momenta of the planets are also of
interest. In Fig. II1.8 we have given the spin angular
momentum density vs mass for a wide range of Solar
System bodies:

hepin/m = 27(0.6R)*/ P. (111.46)

The maximum possible rotation speed is given
approximately by setting the gravitational acceleration
equal to the centripetal acceleration required to maintain
circular motion:

GM/R* =v*/R. (111.47)



Satellites

63

Figure I11.6

This approximation does not consider the distortion of
the body from spherical symmetry by rapid rotation.

In Fig. II1.8 the Earth—-Moon system is plotted as
well as the Earth by itself, and the Pluto—Charon system
is similarly treated. Note that all the terrestrial planets lie
far from the instability line, as does the Sun, whereas the
Earth—-Moon system and the Jovian planets lie fairly
closely on a straight line parallel with and slightly below
the instability limit. Pluto, because of its small mass, falls
off the figure.

Continued

Satellites

Since Galileo Galilei first turned his telescope on the
planets in the early 17th century, it has been clear that a
number of other sizeable bodies can be found in the
Solar System. In fact, the largest satellites of Earth,
Jupiter, Saturn, and Neptune are all of planetary dimen-
sions. Modern observational techniques, culminating
with the Voyager missions to the Jovian planets, have
provided great amounts of new and tantalizing data on
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Figure I11.6  Continued
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Figure III.7 Orbital angular momenta of the planets. Note the
overwhelming importance of the Jovian planets.



Satellites

this fascinating class of bodies, showing them to be nearly
as diverse in their properties as the planets themselves.
The orbital parameters of most of the known nat-
ural satellites are given in Table I11.4, and their dimen-
sions, masses, and densities are to be found in Table
I11.5. We shall briefly discuss the basic natures of these
bodies in the order of their heliocentric distance, paying
particular attention to trends and oddities in the data.

Table II1.4 Orbits of the Satellites

65

We note first of all that Mercury and Venus have no
known satellites. Mercury’s proximity to the glare of the
Sun hinders all attempts at observing it. Venus, more
favorably situated for observation, almost certainly
cannot have a satellite as large as 10km in diameter.
Theoretical studies of the stability of satellite orbits
around Mercury and Venus conclude that the solar tidal
forces are so strong that such satellites, if ever present,

Semimajor axis Period
Planet Satellite (103 km) Rp) (days) Eccentricity” Inclination®
Earth Moon 384.4 60.3 27.322 0.0549 5.15
Mars  MI Phobos 9.378 2.76 0.319 0.015 1.02
MIIL Deimos 23.459 6.91 1.263 0.00052 1.82
Jupiter JXVI Metis 127.96 1.7922 0.2948 <0.004 0?
IXV Adrastea 128.98 1.8065 0.2983 0? 0?
v Amalthea 181.3 2.539 0.4981 0.003 0.40
v Thebe 221.9 3.108 0.6745 0.015 0.8
JI Io 421.6 5.905 1.769 <.0041 0.04
JII Europa 670.9 9.397 3.551 <0.01 0.470
JIIT Ganymede 1,070 14.99 7.155 <.0015 0.281
v Callisto 1,883 26.37 16.689 0.007 0.281
2000 J1 7,507 105.1 129.71 0.204 464
JX111 Leda 11,094 155.4 238.72 0.148 26¢
JVI Himalia 11,480 160.8 250.57 0.158 28¢
JX Lysithea 11,720 164.2 259.22 0.107 29¢
JVIL Elara 11,737 164.4 259.65 0.207 28¢
2000 J11 12,557 175.9 289 0.25 28.2¢
2000 J10 20,174 282.5 588(R 0.14 1664
2000 J3 20,210 283.1 584(R) 0.22 150¢
2000 J7 21,010 294.3 621(R) 0.22 1494
IX11 Ananke 21,200 296.9 631(R) 0.169 147¢
2000 JS 21,336 298.8 632(R) 0.24 1494
2000 J9 22,304 312.4 683(R) 0.26 1659
IXI Carme 22,600 316.5 692(R) 0.207 1634
2000 J4 22,972 321.7 712(R) 0.28 1659
2000 J6 23,074 323.2 720(R) 0.26 165¢
JVIII Pasiphae 23,500 329.1 735(R) 0.378 1489
2000 J8 23,618 330.8 741(R) 0.41 1534
JIX Sinope 23,700 331.9 758(R) 0.275 1534
2000 J2 23,746 332.6 752(R) 0.24 1659
1999 J1 24,235 339.4 763(R) 0.125 1434
Saturn  SXVIII Pan 135.6 2.220 0.576 0? 0?
SXV Atlas 137.64 2.281 0.602 0? 0?
SXVI Prometheus 139.35 2.310 0.613 0.0024 0?
SXVII Pandora 141.70 2.349 0.629 0.00422 0?
SXI Epimetheus 151.472 2.510 0.694 0.009 0.34
SX Janus 151.472 2.511 0.695 0.007 0.14
SI Mimas 185.52 3.075 0.942 0.0202 1.53
S1I Enceladus 238.02 3.945 1.370 (0.0045) 0.02
Nl Tethys 294.66 4.884 1.888 0.0000 1.09
SXIIT Telesto 294.66 4.884 1.888 0? 0?
SXIV Calypso 294.66 4.884 1.888 0? 0?
SIV Dione 377.40 6.256 2.737 (0.0022) 0.02
SXII Helene 377.40 6.256 2.737 0.005 0.2
SV Rhea 527.04 8.736 4.518 >0.001 0.35
SVI Titan 1,221.8 20.25 15.945 0.0292 0.33

(Continued)
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Table I11.4 (Continued)

[1I. General Description of the Solar System

Semimajor axis Period
Planet Satellite (103 km) Rp) (days) Eccentricity” Inclination®
SVII Hyperion 1,481.1 24.55 21.277 (0.1042) 0.43
SVIII Tapetus 3,561.3 59.03 79.331 0.0283 7.52
2000 S5 11,339 185.6 449 0.33 46.2¢
2000 S6 11,465 187.7 453 0.32 46.6°
SIX Phoebe 12,944 214.5 550.5(R) 0.163 174.8¢
2000 S2 15,172 248.4 687 0.36 4524
2000 S8 15,676 256.6 730(R) 0.27 153.0¢
2000 S3 17,251 282.4 825 0.27 45.5¢
2000 S10 17,452 285.7 858 0.47 34.74
2000 S11 17,874 292.6 888 0.38 33.19
2000 S4 18,231 298.5 924 0.54 33.54
2000 S9 18,486 302.6 939(R) 0.22 167.4¢
2000 S12 19,747 3233 1037(R) 0.12 175.0¢
2000 S7 20,144 329.8 1067(R) 0.45 175.9¢
2000 S1 23,076 377.8 1311(R) 0.34 1734
Uranus UVI Cordelia 49.7 1.90 0.33 0? 0?
uvil Ophelia 53.8 2.05 0.38 0? 0?
UVIII Bianca 59.2 2.26 0.43 0? 0?
UIX Cressida 61.8 2.36 0.46 0? 0?
Ux Desdemona 62.7 2.39 0.48 0? 0?
UXI Juliet 64.6 2.47 0.49 0? 0?
UXII Portia 66.1 2.52 0.51 0? 0?
UXIIT Rosalind 69.9 2.67 0.56 0? 0?
UXIV Belinda 75.3 2.87 0.62 0? 0?
1986U10 76.42 291 0.43 0.0012 0+0.3
UXxv Puck 86.0 3.28 0.76 0? 0?
uv Miranda 129.783 4.95 1.413 0.0027? 4.22
Ul Ariel 191.239 7.30 2.520 0.0034? 0.31
vl Umbriel 265.969 10.15 4.144 0.0050? 0.36
UIIL Titania 435.844 16.64 8.706 0.0022? 0.14
Uulv Oberon 582.596 22.24 13.463 0.0008? 0.10
UXVI Caliban 7,187 274.4 579(R) 0.082 139.7¢
UXX Stephano 7,960 303.9 676(R) 0.146 141.5¢
UXVII Sycorax 12,240 429.1 1289(R) 0.509 152.7¢
UXVIII Prospero 16,150 616.5 1953(R) 0.327 146.3¢
UXIX Setebos 18,250 696.7 2345(R) 0.494 148.8¢
Neptune NIII Naiad 48.0 1.975 0.296 0.00 0.00
NIV Thalassa 50.0 2.058 0.312 0.00 4.5
NV Despina 52.2 2.148 0.333 0.00 0.00
NVI Galatea 62.0 2.551 0.429 0.00 0.00
NVII Larissa 73.6 3.029 0.554 0.00 0.00
NVIII Proteus 117.6 4.839 1.121 0.00 0.00
NI Triton 354.3 14.0 5.877(R) <0.0005 159.0
NII Nereid 5513.5 219 360.16 0.75 27.6¢
Pluto PI Charon 19.1 16.7 6.387 0? 94.3

4R denotes a retrograde orbit.
®These bodies have forced eccentricities due to interactions with other satellites.

“In degrees, relative to the orbital plane of the planet.
9 Orbits of distant satellites are strongly perturbed by the Sun.

would not have survived over the age of the Solar
System.

Earth’s moon has an appearance strikingly similar to
Mercury, but a density some 40% lower than Mercury’s.
It is also enormously more conveniently situated for

observation and has been the object of dozens
of spacecraft missions in the Soviet Luna, Zond, and
Lunokhod programs and the American Pioneer,
Ranger, Surveyor, Lunar Orbiter, and manned Apollo
programs. About a half ton of lunar surface material
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Table III.5 Physical Properties of Satellites
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Planet Satellite Mass (102 kg) Radius (km) Density (10° kgm™3) Surface Composition
Earth Moon 734.9 1738 3.34 Rocks
Mars MI Phobos 1.26 x 107* 11# 2.2 Carbonaceous
MII Deimos 1.8 x 1073 6.3% 1.7 Carbonaceous
Asteroids®
Jupiter JXVI Metis - 20 - Rock?
IXV Adrastea- 10* - Rock?
JvV Amalthea - 97% - Rock with sulfur
JIvV Thebe - 50 — Rock?
JI Io 894 1815 3.57 Rock with sulfur
JII Europa 480 1569 2.97 Ice over rock
JIIL Ganymede 1482.3 2631 1.94 Water ice
JIV Callisto 1076.6 2400 1.86 Dirty water ice
2000 J1 - - 8 - Carbonaceous?
JXIIT Leda - 8 - Carbonaceous?
JVI Himalia - 90 - Carbonaceous?
JX Lysithea - 20 - Carbonaceous?
JVII Elara - 40 - Carbonaceous?
2000 J11 - 2 - Carbonaceous?
2000 J10 - 2 - Carbonaceous?
2000 J3 - 3 - Carbonaceous?
2000 J7 - 4 - Carbonaceous?
JXII Ananke - 15 - Carbonaceous?
2000 J5 - 2 - Carbonaceous?
2000 J9 - 3 - Carbonaceous?
JXI Carme - 22 - Carbonaceous?
2000 J4 - 2 - Carbonaceous?
2000 J6 - 2 - Carbonaceous?
JVIII Pasiphae 35 - Carbonaceous?
2000 J8 - 3 - Carbonaceous?
JIX Sinope - 20 - Carbonaceous?
2000 J2 - 4 - Carbonaceous?
1999 J1 - 5 - Carbonaceous?
Saturn SXVIIL Pan - 15? - Water ice?
SXV Atlas - 16* - Water ice?
SX Janus - 93% - Water ice?
ST Mimas 0.38 201 1.137 Water ice?
NI Enceladus 0.8 251 1.2 Water ice?
SHI Tethys 7.6 524 1.26 Water ice?
SXIII Telesto - 11 - Water ice?
SXIV Calypso - 12* - Water ice?
SIV Dione 10.5 559 1.44 Water ice?
SXII Helene - 16* - Water ice?
NY% Rhea 249 764 1.33 Water ice?
SVI Titan 1345.7 2575 1.882 Ices (atmosphere)
Svil Hyperion - 132¢ - Dirty water ice
SVIIT Iapetus 18.8 718 1.21 Ice/carbonaceous?
2000 S5 - 9 - Ice/carbonaceous?
2000 S6 - 7 - Ice/carbonaceous?
SIX Phoebe - 110% - Ice and carbonaceous
2000 S2 - 12 - Ice/carbonaceous?
2000 S8 - 4 - Ice/carbonaceous?
2000 S3 - 22 - Ice/carbonaceous?
2000 S10 - 5 - Ice/carbonaceous?
2000 S11 - 15 - Ice/carbonaceous?
2000 S4 - 10 - Ice/carbonaceous?
2000 S9 - 4 - Ice/carbonaceous?
2000 S12 - 4 - Ice/carbonaceous?
2000 S7 - 4 - Ice/carbonaceous?
2000 S1 - 10 - Ice/carbonaceous?

(Continued)
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Table IIL.5 (Continued)

[1I. General Description of the Solar System

Planet Satellite Mass (102 kg) Radius (km) Density (10° kg m~3) Surface Composition
Uranus UVI Cordelia - 20 - Water ice?
UvIl Ophelia - 25 - Water ice?
UVIII Bianca - 25 - Water ice?
UIX Cressida - 30 - Water ice?
UX Desdemona - 30 - Water ice?
UXI Juliet - 40 - Water ice?
UXII Portia - 40 - Water ice?
UXIII Rosalind - 30 - Water ice?
UXIV Belinda - 30 - Water ice?
1986 U10 - 15 - Water ice?
UXxv Puck - 85 - Water ice?
uv Miranda 0.7 242 1.3 Dirty water ice
Ul Ariel 13 580 1.6 Dirty water ice
UIIL Umbriel 13 595 1.4 Dirty water ice
UIII Titania 35 805 1.6 Dirty water ice
ulv Oberon 29 775 1.5 Dirty water ice
UXVI Caliban - 10 - Dirty ices?
UXX Stephano - 10 - Dirty ices?
UXVII Sycorax - 10 - Dirty ices?
UXVIIL Prospero - 10 - Dirty ices?
UXIX Setebos - 10 - Dirty ices?
Neptune  NIII Naiad 20
NIV Thalassa 20
NV Despina 20
NVI Galatea 20
NVII Larissa 20
NVIII Proteus 20
NI Triton 214.2 1355 2.05 Ices
NII Nereid - 300 - Ices
Pluto PI Charon - 640 1.84 Methane ice

#Mean radii are given for satellites that are markedly non-spherical. Most other radii less than 100 km are inferred from the brightness of an

unresolved object.

°® A number of asteroids have or appear to have satellites. The best documented include the Belt asteroids (243) Ida (satellite named Dactyl), (22)
Kalliope, (45) Eugenia, (87) Sylvia, (90) Antiope, (107) Camilla, (762) Pulkova, and (3749) Balam. The Jupiter L5 Trojan asteroid (617) Patroclus
has a companion of nearly the same size. The NEA 1998 ST, is a radar binary. All are probably rocky bodies. There have been other recent reports
of companions to 2001 QT,97, 2001 SLy, and 2002 BM3¢. Also Kuiper belt and plutino objects 2001 QW33,, 1999 TCj3, (26308) 1998 SM 45, 1998

WWi,, and 2000 CF 5.

has been returned to Earth; far more is now known
about the Moon than about all the other natural satellites
combined.

Relative to its primary, the Moon is an unusually
massive satellite. It has over 1% of Earth’s mass and is
surpassed in this respect only by Pluto’s satellite Charon.
It has a dry, barren, atmosphereless surface that has
been heavily cratered by impacts of asteroids and comets
and that bears mute evidence of extensive episodic melt-
ing during the first billion years of its existence. The
heavily cratered highlands are dominantly composed of
anorthosite, a rock consisting almost entirely of calcic
feldspar (anorthite). The darker, younger plains in
the large mare basins are flooded with any of several
varieties of basaltic lava.

The lunar orbit is mildly eccentric and inclined about
5.2° relative to the ecliptic (18.2° to 28.6° relative to
Earth’s equator). The Moon raises tides in Earth’s

oceans, and frictional dissipation of energy by tidal
motions exerts a retarding torque on Earth’s rotation
and an accelerating torque on the Moon’s orbital motion.
The time scale for evolution of the Moon’s orbit is shorter
than the age of the Solar System; the evolutionary history
of the lunar orbit is a fascinating topic. The density of the
Moon is very much less than that of Earth, suggesting
either different modes or different places of origin.

Mars has two known satellites, Phobos and Deimos,
both irregular angular lumps of dark, heavily cratered rocky
material, with dimensions on the order of 10-20km. It is
interesting that the orbital periods of these satellites bracket
the rotation period of Mars, and hence, as seen from the
surface of Mars, they cross the sky in opposite directions.
These satellites have been closely studied by the Mariner 9
and Viking 1 and 2 Mars orbiters and were the target of the
ill-fated Soviet Phobos missions. Their orbital evolution is
also of interest and will be discussed in Chapter X.
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Jupiter has four enormous satellites (Io, Europa,
Ganymede, and Callisto), called the Galilean satellites
after their discoverer. Three families of smaller satellites
are present. One family lies far below the orbits of the
Galilean satellites, close to Jupiter’s faint ring. A second
family lies far outside the Galilean region, in highly
inclined and eccentric orbits. The third family occupies
a cluster of very distant, highly inclined retrograde orbits
(their orbital angular momentum vector lies in their
southern celestial hemisphere) that are so susceptible to
solar perturbations that the orbits constantly change.

The densities of the Galilean satellites decrease with
distance from Jupiter and range so low that Ganymede and
Callisto at least must be mostly composed of ices, not rocks.
Ice is known to be present on the surfaces of three of these
bodies, and the other, Io, displays violent volcanic activity
and sulfur magmatism of truly Hadean proportions.

Saturn’s largest satellite, Titan, shares with Ganymede
the distinction of being larger than the planet Mercury.
Titan has a substantial methane-bearing nitrogen atmo-
sphere with a surface pressure higher than that on Mars
or Earth. The density of Titan is suggestive of a composition
rich in ices, possibly very similar in ice:rock ratio to Gany-
mede. lapetus, much smaller than Titan, is divided into two
hemispheres that differ in brightness by about a factor of 7.
A number of other smaller satellites, some of which parti-
cipate in an astounding variety of different kinds of orbital
resonances and interactions, are also present. Finally, there
is the very complex and equally beautiful ring system.

Uranus has five moderate-sized satellites about which
little is known, plus a system of small satellites and several
very dark and narrow rings which orbit close to the planet.
Neptune has two long-known satellites, one of which is so
large that it is more easily observable than any of the
satellites of Uranus, and six small satellites discovered by
Voyager II in 1989. The large satellite, Triton, has the
distinction of being the only large satellite of any planet
to be found in a retrograde orbit. Pluto has one satellite,
appropriately named Charon, which has permitted the first
credible determination of the mass and density of Pluto.

In addition to nine planets and about three dozen
known satellites with dimensions greater than 10 km, the
Solar System contains countless smaller bodies of several
fundamentally different classes. Of these, one group, the
asteroids, contains virtually all the known bodies in
heliocentric orbit.

Asteroids

In a wide belt between the orbits of Mars and Jupiter
there are many thousands of small rocky bodies, most of
them in orbits of modest eccentricity and inclination.
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The orbital elements of these belt asteroids are far from
uniformly distributed over the space available. There are
many very sharply defined maxima and minima in
the distribution of orbital semimajor axes, with many of
the minima corresponding closely to resonances of the
orbital period of Jupiter. The distribution of asteroid
orbits is shown in Fig. I11.9.

Careful statistical analysis of the distributions of the
orbital parameters of the asteroids reveals that many
asteroids are members of “families” with closely similar
orbits, each possibly derived from the fragmentation of a
single precursor by collision with a high-speed interloper
such as a comet or eccentric asteroid.

In addition to these dynamically related families,
there are several other classes of orbits of interest. One
such class orbits in splendid isolation near 4.1 AU; they
are named the Hilda asteroids after their largest mem-
ber. Two other groups of small, dark asteroids circle the
Sun on the orbit of Jupiter, each group close to the
apices of the equilateral triangles of which the Sun-—
Jupiter line is the base. These groups are referred to as
the Trojans and the Greeks, although the discerning
classicist would detect that some of the individuals are
clearly in the wrong camp.

A number of other small asteroids also lie outside
the confines of the Belt in the other direction. Some
actually cross the orbit of Mars and the other terrestrial
planets. The Amor asteroids approach within 1.3 AU of
the Sun, but do not cross Earth’s orbit because their
perihelia lie outside Earth’s aphelion distance of
O =a(l +¢)=1.016 AU. Fewer yet cross the orbit of
Earth (Apollo asteroids), and some of these even cross
the orbit of Venus. Only about 1% of the Apollos and
Atens reach Mercury’s aphelion distance of 0.467 AU.
A few (the Atens) have orbital periods less than 1 Earth
year. These three groups (Amors, Apollos, and Atens,
collectively known as the near-Earth asteroids) cannot
persist in such orbits for longer than a few tens of
millions of years without colliding with one of the ter-
restrial planets. They and the comets are responsible for
the cratering history of the inner planets.

Since the early 1990s it has become clear that there
are large numbers of asteroidal bodies in low-inclination
orbits near and beyond Pluto’s orbit. Many of these,
such as the type example 2060 Chiron and 1992 AD,
are in eccentric orbits that cross the orbits of one or more
of the giant planets. These bodies, termed Centaurs, are
especially vulnerable to strong gravitational perturba-
tions. They may be ejected from the Solar System as a
result of a close planetary encounter, or even, like Chiron
itself, be diverted from time to time into highly eccentric
orbits that pass through the terrestrial planet region.

A related but distinct population of asteroidal
bodies forms an extended flattened disk around and
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Figure I11.9  Orbital semimajor axes of the asteroids.

beyond the orbit of Pluto, reaching out at least to 50 AU
from the Sun. These bodies, which range in size up
to several hundred kilometers in radius, constitute the
Kuiper belt. Pluto may reasonably be considered as the
largest known Kuiper belt object.

The orbital parameters of a few selected large or other-
wise interesting asteroids are given in Table II1.6. Note
that describing these bodies as asteroidal in appearance does
not rule out the possibility that they have cometary com-
position, but lack cometary appearance simply because
they are so cold that evaporation of ices is negligible.

Most asteroids are so small and distant that, when
seen through a telescope, they look like points of light;
this starlike appearance engenders their name (aster-oid).
It is therefore difficult to determine the intrinsic properties
of these bodies. The masses of only a few very large
asteroids which happen to interact gravitationally with
smaller neighbors can be determined. Photometric or
spectroscopic information is available on more than 600
of the largest and brightest asteroids, and several different
spectral classes of bodies, each with its own distinctive
distribution of orbital distances, are well known. The
intensity of the light from most asteroids varies periodi-
cally with a period of several hours, due to the rotation of
bodies of jagged and irregular shape. Many small bodies,
including Belt asteroids, near-Earth asteroids, and Kuiper
belt bodies, have been found to have satellites. Because of

the difficulty of observing most of these bodies, and espe-
cially the difficulty of detecting small, close companions
of distant asteroids, the actual frequency of multiplicity
among these populations is poorly constrained; nonethe-

Table III.6  Orbital Elements of Selected Asteroids

Inclination Period

Asteroid a (AU) Eccentricity ©) (days)
1 Ceres 2.7675 0.0783 10.605 1681.6
2 Pallas 2.7737 0.2326 34.794 1687.2
3 Juno 2.6686 0.2573 13.002 1592.3
4 Vesta 2.3612 0.0892 7.143 1325.2
10 Hygiea 3.1355 0.1196 3.836 2027.9
31 Euphrosyne 3.1462 0.2274 26.343 2038.3
65 Cybele 3.4363 0.1075 3.549 2326.6
153 Hilda 3.9754 0.1536 7.845 2895.1
279 Thule 4.2609 0.0323 2.339 3212.5
324 Bamberga 2.6815 0.3404 11.139 1603.8
434 Hungaria 1.9441 0.0738 22.510 990.1
511 Davida 3.1806 0.1744 15.908 2071.8
617 Patroclus 5.2338 0.1388 22.091 4373.4
887 Alinda 2.5017 0.5535 9.189 1445.2
944 Hidalgo 5.8608 0.6565 42.404 5182.3
1566 Icarus 1.0778 0.8265 22.938 408.7
1662 Appollo 1.4697 0.5599 6.360 650.8
2060 Chiron 13.6955 0.3786 6.923 18512.2
2100 Ra-Shalom 0.8320 0.4365 15.755 277.2
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less, it would not be surprising to find that over 10% of
the known large asteroids have smaller companions.

Direct measurement of asteroid sizes from Earth is
extremely difficult for all but a few of the very largest
asteroids. Direct imaging of large bodies such as 1 Ceres
by the Hubble Space Telescope is possible; indeed, HST
has revealed considerable albedo variation over the sur-
face of Ceres, including large circular dark features sug-
gestive of major impact basins. Indirect techniques based
on simultaneous measurement of the visual and infrared
brightness of optically unresolved bodies have provided
good size estimates for hundreds of asteroids (see Chap-
ter VIII). Polarimetry also provides an independent
estimate of the albedos and sizes of many asteroids.
A few near-Earth asteroids have been mapped by radar,
which provides detailed information on their size and
shape. Many NEAs are strikingly nonspherical in shape.

Mass and density data on the asteroids are sparser than
size data. Several of the largest asteroids participate in near-
resonances with smaller asteroids, permitting determination
of the mass of the larger partner from its perturbations on
the smaller. The masses of those asteroids found to have
orbiting companions can also be calculated from Kepler’s
laws of motion. Photometric study of mutual eclipses of
orbiting asteroid—satellite pairs have also begun to yield size
and mass data. Finally, a few asteroids (Mathilde, Ida,
Eros) have been visited by the Galileo and Near-Earth
Asteroid Rendezvous (NEAR) spacecraft. The combina-
tion of spacecraft tracking data and imaging of the asteroids
permits calculation of the densities of these asteroids with
enough precision to warrant comparison with the densities
of meteorites determined in the laboratory.

The size distributions of the NEA and Belt popula-
tions of asteroids are well determined, albeit in a comple-
mentary way (most known NEAs are so small that they
would not be detectable in the Belt). Also, photometric
data on the recently discovered Centaur and Kuiper belt
populations have begun to reveal the size distribution of
their larger and brighter members. It seems clear that the
mass of the Belt and NEA populations is dominated by
the largest one or two members. The mass of Ceres is
larger than the combined masses of all the other Belt
asteroids. The total masses of the other populations of
asteroids (Trojans, Centaurs, Kuiper belt) are not as well
constrained, but it is likely that the Kuiper belt contains
at least a few Pluto masses, and possibly much more.

Comets

One of the most spectacular phenomena in the Solar
System is the apparition of a bright comet. Throughout
history the sudden appearance and rapid development of
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bright comets have inspired prophecies of doom and
engendered civil disorder during the days or weeks that
they are visible in the sky.

Comets fall into two general orbital classifica-
tions. First, there are many comets with orbital peri-
ods less than 100 years, with orbital eccentricities less
than about 0.9° and prograde orbits of inclinations of
10° or 20°. These are called the short-period comets.
By a somewhat sloppy habit, they are often called the
“periodic” comets. Their names are preceded by the
letter P/, followed by the name of the discoverer, as
in P/Bradfield. The orbits of some of these bodies
differ little from those of known near-Earth asteroids,
and indeed the boundary between these classes is
determined only by the presence of a coma or tail,
not by orbital parameters.

There is a second family of comets with typical
orbital periods of millions of years, orbital eccentricities
of order 0.9999 and higher, and with orbital inclinations
randomly distributed between prograde and retrograde
orientations, with their lines of apsides nearly randomly
distributed over the celestial sphere. These “long-period”
comets, designated by the letter C/, such as C/2001 T3,
are of course known from only a single perihelion
passage. Their orbital speeds near perihelion are so close
to the local escape velocity from the Sun that their
orbital paths are often approximated as parabolas, even
though (as we shall see in Chapter VII) they almost
certainly enter the inner Solar System on bound elliptical
orbits.

Comets become extremely brilliant when they
approach the Sun to within the radius of the orbit of
Mars. The extensive gaseous head and long streaming
tails of gas and dust develop by evaporation of volatile
material from a small solid nucleus, which is usually no
more than a few kilometers in radius. The largest and
most active comets may grow tails well over 100 million
kilometers long and be bright enough to be visible in the
daytime. Data on the orbits of a number of comets are
collected in Table II1.7, and photographs of several
interesting comets appear in Fig. I111.10.

The masses and densities of cometary nuclei are
unfortunately not known, because no comet has ever
been observed to perturb the motion of any other Solar
System body. In addition, hardly any comet nuclei
are large enough for diameter estimates to be made.
Usually only the apparent magnitude of the nucleus
can be measured, but the nucleus can only be discerned
when it is close to Earth and hence also near
perihelion, where the brightness of the head seriously
hinders measurement of the nuclear magnitude. The
largest and brightest nucleus ever observed is no larger
than about 100km in diameter, very small compared
with planets.
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Table III.7 Orbital Elements of Selected Comets

a Period
Comet (AU) Eccentricity  Inclination (years)
Encke 2.219 0.8463 11.93 3.31
Grigg-Skjellerup 2.959 0.6657 21.14 5.09
Tempel 2 3.036 0.5444 12.43 5.29
Tempel 1 3.116 0.5197 10.54 5.50
Wirtanen 3.117 0.6521 11.67 5.50
Pons—Winnecke 3.433 0.6347 22.31 6.36
d’Arrest 3.441 0.6248 19.43 6.38
Schwassmannn— 3.443 0.3984 3.76 6.39
Wachmann 2
Kopff 3.461 0.5445 4.72 6.44
Giacobini—Zinner 3.516 0.7076 31.88 6.59
Gunn 3.597 0.3164 10.38 6.82
Arend—Rigaux 3.604 0.5987 17.84 6.84
Brooks 2 3.622 0.4907 5.55 6.89
Holmes 3.687 0.4118 19.19 7.08
Faye 3.779 0.5783 9.09 7.34
Harrington— 3.845 0.5421 10.25 7.54
Abell
Arend 4.005 0.5364 19.93 8.02
Wolf 4.072 0.4068 27.51 8.21
Whipple 4.163 0.2606 9.94 8.49
Vaisala 1 4910 0.6334 11.61 10.9
Neujmin 3 4919 0.5813 3.94 10.9
Klemola 4.931 0.6405 10.96 10.9
Van Biesbroeck 5.368 0.5527 6.62 12.4
Wild 1 5.602 0.6471 19.90 13.3
Tuttle 5.674 0.8241 54.69 13.5
du Toit 6.004 0.7879 18.69 14.7
Schwassmann— 6.042 0.0447 9.37 14.9
Wachmann 1
Neujmin 1 6.921 0.7756 14.17 18.2
Oterma 7.228 0.2430 1.94 194
Crommelin 9.102 0.9192 29.10 27.4
Tempel-Tuttle 10.337 0.9056 162.48 33.2
Brorsen—Metcalf 17.075 0.9720 19.33 70.6
Halley 17.854 0.9673 162.23 76.0
Typical long-
period comet 10,000 0.9999 any 1,000,000

The photochemistry and plasma physics of comet
tails are interesting and complex. Abundant spectro-
scopic evidence on the composition of the vapors
evaporated from the nucleus attests to the prevalence
of both silicaceous dust and mixed ices in the fresh
comet, prior to alteration by the Sun. The only comet
to be studied at close range is P/Halley, which was
visited by an armada of Soviet, European, and Japanese
spacecraft in 1986.

Almost all comets visible to the unaided eye, such as
the famous P/Halley, cross the orbits of one or more of
the terrestrial planets. The evolution of such orbits,
under the disturbing effects of planetary perturbations
and nongravitational forces due to gas jetting, and the
consequences of collisions between comets and planets
are both active areas of research.

[1I. General Description of the Solar System
Meteors

The bright, fast-moving streaks of light often seen in
the night sky are called meteors. They are caused by the
entry of small solid particles of cometary or asteroidal
debris, called meteoroids, into Earth’s upper atmosphere
at such high speeds that they flash into incandescent
vapor in a fraction of a second.. Most of the meteoroids
that produce meteor displays on Earth are members of
quite well-defined “swarms” that pursue highly eccentric
orbits around the Sun and encounter Earth at fixed
points on Earth’s orbit (fixed dates) at predictable inter-
vals, appearing to radiate from a particular point in the
sky called the radiant point. Encounters of Earth with
these swarms produce correlated displays of many
meteors, collectively called meteor showers. Meteor
showers are commonly named after the constellation
from which they appear to radiate, as in the Leonid,
Perseid, and Lyrid showers. In extreme cases, the display
may be so intense as to merit the name meteor storm

Meteoroids arise from both the evaporation of
ices in dust-bearing comets and in collisions on nearby
asteroids. Indeed, several prominent meteor swarms
are known to be pursuing the orbits once occupied by
recently deceased comets or by near-Earth asteroids.
Figure III.11 is a time exposure of a brilliant meteor
storm in November 1966 in which some observers estim-
ated 100,000 visible meteors in the space of about an
hour. A less spectacular reprise of this Leonid shower
occurred in November 2001. A number of the best-
established and most easily observed meteor showers
are listed in Table I11.8.

Meteorites

Meteorites are defined as solid macroscopic bodies
that survive entry into Earth’s atmosphere. They are not
associated in any way with shower meteors and are so
rare that they are not often observed to enter the atmos-
phere. Although an observer can see several meteors per
hour on almost any clear, dark night, meteorites of
recoverable size fall at an average rate of little more than
one per year for each million square kilometers of
Earth’s surface.

The approximately 10,000 known meteorites are
quite varied in their properties, ranging from huge crys-
tals of iron—nickel alloy weighing tens of tons down to
10-mg lumps of clayey material rich in organic matter.
Most meteorites are predominantly composed of sili-
cates, sulfides, and metal. Because, aside from the sam-
ples returned from the Moon, meteorites are the only
samples of extraterrestrial matter available for study in
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Figure II1.10  Visual appearance of comets. Comet P/Halley (in the inset on the left) as photographed by the Spacewatch telescope of
the University of Arizona in 1986. Comet Ikeya-Seki, in the main picture, photographed by Dennis Milon in Tucson, Arizona, in 1965.

The tails of both comets are well developed.

terrestrial laboratories, they play a major role in our
ideas about the chemical composition of Solar System
material. Also, because most meteorites are much older
than the oldest known lunar and terrestrial rocks, they
take on great importance in relation to questions of
origin.

Meteorites are also a (rather biased) sample of the
solid fragmented asteroidal matter that pervades the
inner Solar System and that accounts for much of the
cratering on the Moon and the other terrestrial planets.
That Earth is not immune to such influences is borne
out by the photograph of Meteor Crater, Arizona
(Fig. 111.12), which most certainly was not produced by
a mere meteor. Dozens of large terrestrial meteorite
craters are now known, several of them accompanied
by substantial masses of meteorite fragments.

Some meteorites have the texture of a low-tempera-
ture mixture of solids, never severely heated or melted,
with ages of about 4.6 billion years (Gyr). These meteor-
ites usually contain small glassy beads of silicates, called
chondrules after the Greek word for droplet or seed. The
meteorites that contain chondrules are called chondrites.
Other meteorites show textures and compositions
diagnostic of melting, density-dependent geochemical
differentiation, and subsequent cooling. These range in

composition from the stony achondrites, through the
stony-irons, to the dense, metal-rich irons. Of these, the
oldest and chemically most primitive are the chondrites.

Cosmic Dust

Every year thousands of tons of dust of extraterres-
trial origin fall to the surface of the Earth. The large
majority of this dust is produced by aerodynamic abla-
tion of relatively rare large meteors and meteorites, but
some of it is dust of meteoric origin that has survived
atmospheric entry (micrometeorites). Cosmic dust may
be found in deep sea sediments, the polar icecaps, or still
suspended in the stratosphere, whence it may be col-
lected by balloon-, airplane-, or rocket-borne filtering
apparatus.

Cosmic Rays

As we mentioned in our brief discussion of the Sun,
particles (mostly protons) with energies up to several
hundred MeV are emitted by the Sun during periods of
intense flare activity. These particles are termed solar
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Figure III.11 Two bright meteors. They were photographed by Donald Pearson during the historic
Leonid shower of November 17, 1966, from atop Kitt Peak in Arizona. Photo courtesy of Dennis Milon.

cosmic rays. There is, in addition to this solar source, a
steady background of high-energy radiation plainly not
of solar origin, which is called galactic cosmic radiation.
Galactic cosmic rays with energies up to 10*' eV have
been detected, but energies near 10 GeV are more typical.
The low-energy galactic cosmic ray flux can be modulated
by fluctuations in the density and energy of the solar
wind, but the weak magnetic fields in interplanetary space
are unable to deflect the more energetic particles.
Cosmic rays irradiate all atmospheres and exposed sur-
faces in the Solar System. Their effects, especially production

of radioactive nuclides, can be used to measure the time
spent by meteorites in interplanetary space. The archaeolo-
gical tool of radiocarbon dating owes its existence to the
production of '*C in the Earth’s atmosphere by cosmic rays.

Planetary Science in the Space Age

A very large proportion of human knowledge of the
planets, satellites, and other Solar System bodies comes
directly from spacecraft exploration of the Solar System.
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Table III.8 Prominent Meteor Showers

Radiant
Name Dates Source RA dec (°)
Quadrantids 1-4 Jan ? 15h20m  +52
Lyrids 19-23 Apr Comet 1861 1 18hd4m  +33
Aquarids 1-6 May Halley 22h16m -2
Delta Aquarids 26-31 Jul ? 22h36m  —11
Perseids 10-14 Aug ? 3h8m  +58
Giacobinids 9 Oct Giacobini—Zinner 17h40m  +55
Orionids 18-23 Oct ? 6h8m  +15
Taurids 31 Oct-6 Nov Encke 3h40m  +15
Leonids 14-18 Nov ? 10hOm 422
Geminids 10-13 Dec 3200 Phaeton 7h32m  +32

The first rockets capable of launching payloads out of
Earth’s gravity well were developed from the earliest
Soviet and American intercontinental ballistic missiles
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in the 1950s. Flyby missions have visited every planet
except Pluto, plus two asteroids, one comet, and
numerous moons of Earth, Mars, Jupiter, Saturn,
and Uranus. Atmospheric entry probes have been sent
into the atmosphere of Mars, and survivable landers
have been placed on the Moon, Venus, and Mars.
Manned missions briefly reached as far as the Moon
in the late 1960s and early 1970s as part of the Apollo
program, during which 12 American astronauts
landed on the Moon and returned safely to Earth.
Japan and the European Space Agency have begun
to launch lunar and planetary probes, and China has
the technical capability to do so. Eight lunar missions
were attempted in the 1950s, and 79 lunar and plane-
tary missions were launched in the 1960s; 52, in the
1970s; 17, in the 1980s; and 4, in the 1990s. Many
individual (successful) missions are mentioned in this
book. A table of all known lunar and planetary
launch attempts is given in Appendix I1I.

Figure II1.12 Meteor Crater, Arizona. This mile-wide crater east of Flagstaff, Arizona, was caused by the multimegaton
impact of a small (roughly 60 m in diameter) iron asteroid. It most certainly was not caused by a meteor!
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Summary

This brief introductory chapter is intended to famil-
iarize readers who may have had little astronomical
background with the basic layout of the Solar System
and the nature of the bodies which compose it. The
quantitative material summarized in the figures and tables
will be of very general use throughout the remainder of
the book. The subject areas introduced in this chapter will
be treated in detail in the subsequent chapters, in which
the general perspective and interrelationships we have just
surveyed will be assumed to be familiar.

Exercises

The Sun

III.1 The escape velocity from the photospheric “surface”
of the Sunis 618 kms™'. At what temperature would
a gas of hydrogen atoms have a mean thermal speed
equal to the Sun’s surface escape velocity?

Orbits of the Planets

I11.2 The vis viva equation (I11.30) describes the variation
of orbital velocity with distance from the central
mass. Using the normal symbols for perihelion
distance (¢) and aphelion distance (Q), note that
Figure II1.2 tells us that g =a(l —e) and Q =
a(l + e). Also note that yp is proportional to the
mass M of the Sun: y = GM, where the conversion
factor G is the universal gravitational constant.

a. Show that »? (twice the energy density of the
orbiting body) at the perihelion point is given by
v, = (GM|a)[(1 + e)/(1 — e)].

b. Derive a similar expression for v at aphelion.

c. Consider two circular orbits coplanar with the
elliptical orbit under discussion, one osculating
(grazing) the elliptical orbit at perihelion, and
the other at aphelion. Show that the ratio of v*
for the circular orbit at the perihelion point on
the elliptical orbit to v? for the circular orbit at
aphelion is (1 +¢e)/(1 — e).

I11.3 The kinetic energy of a body falling from infinity
to the surface of a planet is precisely equal to the
gravitational work done on that body during its
fall: in other words, the integral of the gravitational
force from infinite distance to r,. Reversing the
argument, that kinetic energy is precisely equal to
the escape energy, 1/2mv%., required for it to just
escape from the gravitational well of its primary.
Show that, at any distance ry, v2, is exactly 2v2_ .

The orbital velocity at r [Eq. (IIL31)] is vejre =

(GM )",
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Properties of the Planets

II1.4 Examine Table I11.2. What can you conclude about
the polar coordinate system of right ascension (RA)
and declination (dec) used therein?

Mass and Angular Momentum Distribution

IT1.5 Consider Eqgs. (I11.37 and (II1.38). When a fluid
planet spins so fast that its equatorial rotation
speed is a significant percentage of the circular
orbital velocity, serious distortion of the shape of
the planet must occur. Compare a fluid planet
deformed into an oblate spheroid (A) of equatorial
radius 1.414ry and polar radius 0.500r¢ to a rigid
planet (B) of radius 1.000rp, both with the same
mass, volume, and density.

a. If the two bodies have the same angular
momentum, what are their approximate relative
rotation periods?

b. What are the equatorial rotation velocities and
equatorial escape velocities for these two bodies?

Satellites

I11.6 Sketch a histogram of the number of satellites
versus log (mass), using the data given in Table
II1.5. Two or three size bins per decade of mass
would be appropriate. Note the gap of about a
factor of 20 that occurs between the “midsize”
satellites such as Dione and the “lunar-sized”
bodies. Many authors have regarded this gap as a
very significant clue to early Solar System history.

II1.7 Using the data in Table III.7, estimate the
velocities of comets Brorsen—Metcalf and Halley
as they cross Earth’s orbit. Note that their orbits
are very similar except for their inclinations.

Meteors

II1.8 A long-period cometary meteor strikes Earth’s
atmosphere at 50km s™', converting its kinetic
energy into heat. The heat capacity of rock is
about 107erg g=! K~!, and the melting temp-
erature can be taken as 1500K. To how high
a temperature would the meteor’s kinetic energy
heat it? What physical processes would occur that
would invalidate this temperature estimate?

Cosmic Rays

I11.9 A galactic cosmic-ray proton with an energy of
102! eV strikes a lead bead with a mass of 1.00g
and deposits most of its energy in that target.
Roughly what effect would this energy have on
the temperature of the lead bead? Energy
conversion factors may be found by looking up
“Energy, conversion factors” in the Index.



IV. The Sun and
the Solar Nebula

Introduction

The physical and chemical properties of solar material
play a central role in any discussion of the origin of the Solar
System, the properties of the Jovian planets, or the Sun
itself. The Sun, in turn, serves as our prototype for the study
of all other stars. The raw interstellar material out of which
stellar and planetary systems form has a composition essen-
tially identical to that of the atmospheres of all Population I
Main Sequence stars. The compositions of planets are
directly determined by physical and chemical processes such
as the condensation and accretion of solids to make self-
gravitating bodies. It is of great importance to understand
why some planets form with enormous mass and nearly
solar elemental composition, whereas others have vastly
smaller masses and rocky or icy compositions that deviate
most strikingly from that of the Sun.

Our attempts to understand the chemistry and
physics of solar material are assisted by our ability to
observe two very different present-day examples. The first,
the Sun itself, is typical of Pop I stars of moderate surface
temperature. The second example is given by the giant
planets Jupiter and Saturn, whose observable envelopes
have temperatures of at most several hundred kelvins.

Beyond its importance as our local example of a
star, the Sun both directly and indirectly exerts profound
effects upon many of the most important properties of
the planets. It is the Sun about which they pursue their
orbits, which illuminates their surfaces with visible light,
irradiates their upper atmospheres with chemically active
ultraviolet light, and warms their atmospheres with infra-
red radiation. The Sun pours out a torrent of electromag-
netic radiation over a vast range of wavelengths and a
“solar wind” of ions and electrons that dominates the
properties of the interplanetary medium out to several
tens of AU from the Sun. Our present purpose shall be
to explore the chemical and physical properties of solar
material and to apply this knowledge to the Sun and to
that collapsing fragment of interstellar cloud out of which
the Solar System formed, the Solar Nebula.

Energy Production in the Sun

The major nuclear reactions involved in hydrogen
fusion are collected in Table IV.1. These reactions have
for the most part been discussed in Chapter II, and a
detailed discussion will not be repeated here.
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Table IV.1 Nuclear Reactions in the Sun

The pp chain
2p+p—o?H+e* +u,)
2(H+p—=7He +v)
3He +*He > *He + 2p + ¥

The catalytic carbon cycle
2C + 'H - N

BN - BC +e* +u,
BC + 'H - “N
“N + 'H — 0

50 - BN + e* + p,
SN + 'H — 12C + “He

SN + 'H — %0
10 + 'H - VF
VF - 170 + et +p,
170 + 1H — N + 4He
I

Denoting, as before, the rate of energy production
per unit volume as e(ergem ™3 s7!), the radial distribu-
tion of energy production within a spherically symme-
trical body can be written as e(r). The total luminosity of
the Sun is found by integration of the energy production
rate over the volume of the Sun, which, because of the
assumption of spherical symmetry, is most simply repre-
sented in terms of thin spherical shells of thickness dr.
Each of these shells contributes

dL(r) = drr’e(r)dr (IV.1)

to the luminosity. As we have seen, £(r) is a sensitive
function of temperature, density, and composition and is
composed of contributions from all the nuclear reactions
that can take place within the Sun. Because of the great
preponderance of hydrogen fusion over other reactions
in the Sun, we will approximate £(r) by

e(r) = ecc(r) + epp(r) (Iv.2)
= 1.66pxpxc(Te/13)™
+0.28px.2(Ts/13)*, (IV.3)

where p(gcm™3), xy, xc, and T (the temperature in MK)
are all functions of r.

In a star that has formed from well-mixed interstel-
lar material and that has not evolved into the giant phase
and begun carbon production, xc is essentially constant
throughout. From the atomic abundances of the
elements a; given in a previous chapter (Table 11.4), we
can calculate that xc, the carbon mass fraction, is

Xc = ACaC/E;A,-a,- ~ Acac/(AHaH + AHeaHe), (IV4)

where a; is the abundance of element i in atoms per 10°
atoms of Si, and A; is the atomic weight of i
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The approximation that only hydrogen and helium con-
tribute to the total mass can easily be tested by reference to
Table 11.4; it is valid to a precision of about 1%. From
these data, we find xc = 3.84 x 10~3. Main Sequence stars
burn hydrogen to produce a helium core; hence we expect
xg to remain near 0.78 outside that core but, beneath the
surface of the core (r = r.), xg = 0. The zone within which
xy is varying (and energy production is rapid) may be
quite limited in radial extent. It will be limited from below
by hydrogen exhaustion and from above by the lower
temperatures, through the extremely strong temperature
dependence of the rates of fusion reactions.

Direct experiments on the energy production
mechanisms in stars are almost (but not quite) impossible.
Consider the problem: temperatures and densities high
enough for nuclear reactions can be produced only in the
deep interior of a star. This means that almost the entire
mass of a star lies between outside observers and the site of
the reactions. In many ways this is a blessing; however, from
the point of view of astrophysicists it is either an awkward
necessity or a welcome barrier behind which theoreticians
may hide, invulnerable to experimental refutation.

The products of hydrogen fusion (from which we
must select one or more to observe) are helium, gamma
rays, and neutrinos. Short of dismantling the star, a
dangerous and costly exercise, the accumulated mass of
the helium core is inaccessible to us. Gamma rays have
very short mean free paths and cannot reach the surface
of the Sun without being degraded to photons of about
1-pm wavelength. Neutrinos, on the other hand, suffer
from the opposite problem: they are fantastically adept
at penetrating matter, and even the most cleverly devised
neutrino detectors are almost perfectly transparent to
neutrinos. Indeed the first deduction of the existence of
neutrinos was based on this very property.

Over 50 years ago it became known that beta-decay
reactions produced different amounts of detectable energy
from event to event and that the total measurable energy
was always less than that calculated from the mass differ-
ence between the parent and the daughter nuclides.
Furthermore, beta decay did not appear to conserve an-
gular momentum! Enrico Fermi postulated that energy
(and spin) could be conserved in beta decay only if a
hitherto unobserved particle existed, with unusual proper-
ties suitable to its task. It must be a moderately energetic
(2MeV), uncharged (noninteractive; hard to detect), small
(rest mass, << 1 MeV) particle carrying spin angular
momentum as well as energy. This Bilbo Baggins of
particles was named the neutrino, the “little neutral one.”

The cross-section (effective area) for interactions of
neutrinos is extremely small, increasing markedly for
larger neutrino energies:

o, =107 (E,/0.5MeV)? cm?. (IV.5)
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Cross-sections for nuclei and nucleons reflect their
characteristic dimensions of 1 to 10 fermis (1 fer =
107" cm) and are commonly near 10~**cm?. A con-
venient unit for nuclear cross-sections is the barn
(1 barn = 10-?*cm?). Photon interaction cross-sections
for the electron cloud in atoms and small molecules are
often as large as 1071 cm?.

The probability of a neutrino collision with a parti-

cle over a 1-cm path length interval is

P(em™') = poNy/ 11, (IV.6)

where Ny is Avogadro’s Number and p is the atomic
weight. Thus a typical 0.5-MeV neutrino traversing an
average sample of solar material will suffer 1.4 x 6x
1023 x 107%/1 = 1072 collisions per centimeter. The
mean free path of the neutrino is thus 1 = 1/P = 10% c¢m,
which is 10° times the radius of the Sun. One parsec is
1.5x 101 x 2.2 x 10° = 3.3 x 108 cm; hence the neu-
trino could penetrate a solid shield 30 parsecs thick. Such
shielding is certainly not available between us and the Sun!

Neutrinos from the proton—proton chain and the
carbon (CNO) cycle are mostly positron-emission
[Eq. (I1.26)] or electron—positron annihilation [Eq. (I1.7)]
neutrinos with energies near 0.5 MeV. The proton—proton
chain should supply about 6 x 10'° neutrinos per square
centimeter per second at Earth’s orbit if conventional
theories of stellar interiors are correct.

Fortunately for our prospects of detecting solar
neutrinos, production of traces of the boron isotope B
occurs in the Sun. This isotope decays via

5B - 2%He + e + v, (IV.7)

giving off 14-MeV neutrinos, which have, according to
Eq. (IV.5), 780 times the interaction cross section of p-p
chain rate. This greatly enhanced detectability largely
compensates for their much lower production. Neutri-
nos are detected by means of the reaction

Cl4+v — YAr+ e, (IV.8)

which takes place in a 10°gal tank of halogenated
hydrocarbons (liquid chlorine has only slightly more
chlorine atoms per cubic centimeter and is notoriously
nasty to work with). The *7Ar produced is flushed out of
the tank and analyzed radiochemically. In order to mini-
mize interference caused by cosmic ray events, the entire
apparatus is placed at the bottom of a deep gold mine.
At present, the results of this experiment are in disagree-
ment with theory: the rate of detection of neutrinos is
about three times less than the rate predicted by the
most plausible theories of the solar interior. Until this
discrepancy can be resolved it is not certain whether the
fault lies in the theory, the experiment, or both. Still, the
robustness of the experimental evidence after many years
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of critical scrutiny, and the great elasticity of theoretical
ideas about the deep interior of the Sun, leads us to
expect theoretical changes. The most promising approach
attributes the discrepancy to “neutrino oscillations”, in
which neutrinos with very small rest mass freely intercon-
vert between three forms, only one of which is detectable.
In addition to energy production by nuclear reac-
tions, young stars can generate a substantial luminosity
from the conversion of their gravitational potential
energy into heat during collapse onto the Main
Sequence. We have seen [Eq. (I1.73)] that this collapse
energy is —GM?/R for a uniform sphere of mass M and
radius R formed by collapse from infinity. Thus the
change in gravitational potential energy (AGPE) is

AGPE = —(16/9)7* p*GR’, (IV.9)

where p is the density of the body. The release of this
energy can maintain the luminosity of the Sun at its
present value for very long periods of time. The rate of
mass loss by radiation is, because Lo, = i1 ¢?, just Lo /c?,
or 4 x 102 gs~!, which, prolonged for 5 x 10° years,
gives a fractional mass loss of only 0.03%.

Energy Transport in the Sun

In order to develop a steady-state model for the stru-
cture of the Sun, it is first necessary to examine the
mechanisms by which heat may be transported from
the site of nuclear reactions in the deep interior out to
the radiating surface, the photosphere. Because of the
obvious importance of radiation in the Sun, we shall first
briefly consider radiative transport of energy.

Following the nomenclature of Eq. (IV.6) and the
accompanying definition of the mean free path, we have

I = pu/Nyop, (IV.10)

where the dimensions are those appropriate for dealing
with individual particles (o is the cross-section of a single
particle). It is often more convenient to regard the
attenuation of radiation as a property of a continuous
fluid characterized by macroscopic variables only.
Accordingly, we define the mass opacity (K)(cm? g~') by

K = Nyo/p. (IV.11)
Then,

I=1/Kp=1/a (IV.12)

is the mean free path. « is the absorption coefficient (cm ™).
The opacity of a gas varies with wavelength, temperature,
and pressure and in general is very different for different
gases. Hydrogen and helium are, under normal conditions,
commonly thought of as highly transparent, but this is not
at all the case in stellar interiors.
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Molecules in general may carry translational, elec-
tronic, vibrational, and rotational energy. A simple mon-
atomic gas such as helium or atomic hydrogen cannot
vibrate or rotate and can carry energy only as translational
(kinetic) energy or electronic excitation. In a disordered
fluid the translational energy is not quantized, but
the electronic energy is. Regardless of the type of exci-
tation, the probability distribution of molecules over states
of energy F is given by Boltzmann statistics as

Ng = Ny e E/IFT (IV.13)

Simple single-electron systems such as atomic hydrogen
and the He' ion have energy levels given by

E = RyZ(1+ 1/n?) (IV.14)
where Ry is the Rydberg constant and 7 is the principal
(electronic) quantum number. Figure IV.1 illustrates the
energy levels and some possible transitions between
energy levels for H and He™. The zeroes of the energy
scales have been shifted by +cZ? so that the lowest-lying
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electronic state (the ground state) is assigned zero
energy. Note that for He™, for which Z = 2, the energies
of all electronic transitions are four times those for
atomic hydrogen.

The group of lines labeled A represent transitions
from the ground state (n = 1) to electronically excited
states (n = 2) of the H atom. This family of transitions
is called the Lyman series, and the individual lines are
labeled Lya, Lyg, Ly~y, etc. The lines labeled B and
originating from the n =2 level are called the Balmer
series and then Paschen (from n = 3), Brackett (from
n =4), Pfund (from n =15), etc. Radiation with pre-
cisely the energy needed to excite the Lyman series
transitions is strongly absorbed by ground state hydro-
gen atoms. This absorption produces strong absorp-
tion lines in a continuous spectrum of light, such as
that from a black body, which passes through the gas.
The frequencies of these absorption lines are simply
given by

v=AE/h=(dZ*/h)(1/n} — 1/n3). (IV.15)
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Figure IV.1 Energy levels and populations of states in H and He". a shows the energy level diagram
of atomic hydrogen. A labels absorptions by the n = 1 level to the n = 2,3,4, = ... levels, the Lyman
alpha, beta, gamma, etc., series. B labels transitions from the n = 2 level, similarly called the Balmer
alpha, beta, gamma, etc., lines. Transitions originating from n = 3 (Paschen), n = 4 (Brackett), n =5
(Pfund), etc., are also well known. The ionization potential of H is marked IP. Transitions to unbound
states over n = oo are labeled C. These are termed bound-free transitions. Energy absorption that
accelerates a free electron (a free—free transition) is illustrated by D. b illustrates similarly the first few
transitions of the Lyman and Balmer series of the He* hydrogenic ion. In ¢ the relative populations of
the states of such atoms are sketched for three different temperatures. 77 is so low that > 99% of the
atoms are in the n = 1 ground state. 75 is high enough so that the more energetic states are populated
and some ionization has occurred. 75 suggests the near-equal populations of states at near-infinite

temperatures.
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Here the Lyman series is described by the transitions for
which n; = 1, etc.

Note how rapidly the spacing of the energy levels
collapses for high values of the principal quantum
numbers. At n = oo, energy ceases to be quantized.
Photons with sufficient energy to raise an electron
above this point cause the removal of the electron
from the atom into a “free” (unbound) state. This is
the phenomenon of photoionization, as illustrated by
the lines marked C in Fig. IV.1. Note that transitions
such as C do not have quantized energies, because the
electron may be left with any amount of translational
energy after ionization. Finally, free electrons may be
accelerated to higher translational energies by absorp-
tion of a photon. These various types of photon—atom
interactions are known as bound-bound absorption
(type A, type B, and the like), bound—free transitions
or photoionization (type C), and free—free transitions
(type D).

Free—free transitions may be thought of as the
change in energy of a free electron caused by absorption
of a photon. There is an analogous process in which a
photon is scattered by a free electron, causing a change
in both the electron and the photon energies. This phe-
nomenon, when originally described for gamma rays,
was called Compton scattering. Scattering that occurs
without a change in wavelength is called Thomson scat-
tering [see Eq. (IV.45) and following].

Figure IV.1 also shows the relative populations of
the energy levels of a hydrogen atom for three different
temperatures. The first temperature shown, 7;, with
almost all the atoms in the ground state, corresponds
to kT) << E». At moderate temperatures, where
kT, ~ 0.1E, the population of the higher energy states
is somewhat larger. At kT5 ~ E,, many atoms are
excited and even ionized. At infinite temperature all
states are equally populated. Equation (IV.13) shows
that, in any equilibrium system, the most populous state
is always the ground state.

Figure 1IV.2 shows the absorption spectra
produced by passing a beam of “white” light through
a mixture of H, He, and their ionization products
under several different conditions of temperature and
pressure. In Fig. IV.2a, where the gas is cooler than
the black body temperature of the Planckian radia-
tion source and the pressure is low enough so that
few atoms are engaged in collisions at any instant,
absorption of radiation by the gas occurs at discrete
wavelengths to produce a dark-line absorption spec-
trum. Absorption due to atomic H is important, and
neutral He atoms also absorb at short wavelengths.
Absorption by He' is negligible because the tempera-
ture is not high enough to provide a significant
population of helium ions.
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Figure IV.2 Emission and absorption spectra. We here imagine a
thin layer of variable temperature and pressure overlying a hot, dense
(Planckian) emitting surface such as the photosphere of a star. A cool,
tenuous layer (a) produces a sharp dark-line absorption spectrum,
whereas a tenuous gas that is hotter than the background contributes
a bright-line emission spectrum (b). With a moderately dense blanket-
ing layer, the lines in the cool absorbing gas (c) and the hot emitting gas
(d) are broadened and smeared out by collisional interactions. The dip
in c is suggestive of the Balmer jump in stellar spectra.

If the gas has a kinetic temperature larger than the
temperature of the radiation field, then the gas will emit
energy at wavelengths corresponding to all of the al-
lowed transitions between energy levels. This results in
a bright-line spectrum of strong, narrow emission lines
superimposed on the transmitted continuous spectrum,
as shown in Fig. IV.2b.

At high pressures, a large proportion of the atoms
are engaged in collisions at any moment. These collisions
occur at energies that are comparable to the spacing
between the higher-lying energy levels and result in
severe distortion of these high-lying orbitals. The energies
of the transitions between these levels then must become
very ill defined, and all the absorption lines become
smeared out in energy and begin to overlap seriously.
In a large ensemble of atoms, a very wide range of
collision energies and geometries can all be found at
once. Accordingly, the region of the former absorption
band of narrow, sharp lines becomes a broad, almost
featureless region of absorption (or emission). This colli-
sional broadening, usually called by the less evocative
name pressure broadening, is illustrated in the last two
panels of Fig. IV.2. The spectra of hot stars often exhibit
a discontinuity of this sort, as indicated by the label
“Balmer jump” in the figure.
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In a highly ionized dense gas, continuum (unquan-
tized) states are common, and all vestiges of line and
band structure are wiped out. The emission spectrum of
the gas approaches that of a perfect black body, that is, a
Planckian emitter. This is the case in the interiors of
stars. Any external view of a star sees a dense, hot back-
ground through the atmosphere of the star, which may
have complex and variable thermal structure. Both
bright-line and dark-line features, originating at differ-
ent atmospheric pressure levels, may be seen in the
spectrum of a given star.

Let us now imagine a region deep within the Sun in
which the opacity is largely due to unquantized free—free
transitions and in which the gas emits and absorbs like a
black body. There is in this region a radial temperature
gradient that is in steady state with the outward flux of
energy to the photosphere. The net radiative flux
between two parallel horizontal surfaces dr apart and
differing in temperature by d7T is

dF, = (0/3)[T* — (T +dT)*

= (40/3)T3dT, (IV.16)
1

where the factor of 5 arises from the fact that only one-
third of the radiative flux is in the radial direction. The
space between the two surfaces is filled by a good absor-
ber that attenuates this flux by

dF, = —F,Kpdr = —F,dr/1, (IV.17)

where K is the mass opacity as defined in Eq. (IV.11).
The vertical temperature gradient is related to the
radial flux by

dT(dT/dr) = —3KpF,/40T* = 3KpL,/1670T*r".
(IV.18)

Clearly high opacity “insulates” the atmosphere against
radiative cooling and leads to a large vertical tempera-
ture gradient for a given flux. Thus the higher densities
encountered deep within the star would tend, because of
their high opacity, to increase the temperature gradient.
On the other hand, high temperatures, such as those
prevalent throughout the deep interior of the Sun, cause
such an enormous growth in the intensity of the radia-
tion field that the “leakage” of even a small proportion
of that flux constitutes an important heat loss and serves
to decrease the temperature gradient.

The radial temperature gradient is not free to take
on any value whatsoever. It is a familiar experience that
a gas or liquid heated strongly from below will convect;
that is, the density of the hotter, lower layers can be low
enough that they become buoyant. The hot material will
then rise to the top, carrying its heat with it. Convection
generally involves motions over a time scale far shorter
than that required for radiative heating or cooling of the
gas. We may then regard the pressure-volume work
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done on the surroundings by the rising, cooling, expand-
ing gas parcel as exactly equal to the decrease in the
internal thermal energy of the parcel.

Conservation of energy in this process requires, in the
usual statement of the first law of thermodynamics, that

C.dT = —Pdv, (IV.19)

where C, is the heat capacity at constant volume, 7 and
P are the temperature and pressure, and v is the molar
volume of the gas. The reader who is unfamiliar with the
basic definitions and concepts of thermodynamics
should refer to Appendix I.

For the simple case of an ideal gas, the equation of
state is

Pv=RT, (IV.20)

where R is the universal gas constant, 8.3144 x 10%erg K.
In differential form,

Pdv + vdP = RdT. (Iv.21)
Combining with Eq. (IV.19),
RAT + CydT = vdP. (Iv.22)

However, for an ideal gas R+ C, = C,,, the heat capa-
city at constant pressure,

vdP = CpdT. (IV.23)
If the atmosphere is in hydrostatic equilibrium,
dP = —gpdr, (IV.24)

where g is the local gravitational acceleration and p is
the density of the gas. Again, for an ideal gas, the density
p is just p/v, where p is the molecular weight of the gas.
Thus

CpdT = —pgdr. (IV.25)

This gives us the value of the steepest temperature
gradient possible in a static atmosphere, at the onset of
spontaneous convective instability:

dT [dr = —pg/C,. (IV.26)

Because this process occurs without gain or loss of
heat by the parcel of atmosphere, the process is adiabatic
(see Appendix I). Accordingly, this is a process in which
the entropy change is zero. We then can write this
gradient, called the adiabatic lapse rate, as

(0T /0r)g = —pug/Cy.

In general, the heat capacity is a weak function of
temperature, not a strict constant.

The atmosphere is stable against convection, and the
temperature gradient is radiatively controlled, if

—ug/Cp > —3KpF, /40 T>.

(IV.27)

(IV.28)
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This condition is satisfied over all of the deep interior of
the Sun, but breaks down near the surface of the photo-
sphere.

The third method of transporting heat is conduc-
tion. Because collisions are very frequent, electrons and
protons achieve local equipartition of energy on very
short time scales. The kinetic energy content of the
ionized, hydrogen-rich gas is, to first approximation,
due to electrons and protons alone,

KE = 3NkT /2 ~ 3(N. + Np)kT /2, (IV.29)
where N is the total number of particles, and N and N,
are the number of electrons and protons, respectively. In
the fully ionized interior of the Sun, the condition of
electrical neutrality requires that the number of electrons
be equal to the number of protons. Thus the contribu-
tions of the electrons and protons to the total kinetic
energy are equal. Then

1 15

= MpVy = = MeVe,

5 5 (IV.30)

where m is the mass of the particle and v is its velocity.
Because the proton mass is 1836 times the electron mass,
the mean electron speed must be (1836)!/% = 42.85 times
the speed of the proton. Because of this great mobility
difference, heat conduction in the Sun must be due almost
solely to the electrons. However, electrically charged par-
ticles interact strongly and have large collision cross-
sections, so that the electron mean free path is only about
10~ times the photon mean free path. At local thermo-
dynamic equilibrium, the radiative transport of heat in
this ionized gas is much faster than the conductive trans-
port, and the latter can safely be neglected.

Internal Structure of the Sun

We shall first approach the problem of modeling the
interior of the Sun in a very approximate manner. OQur
purpose will be to show how such order-of-magnitude
problems may be approached and how useful estimates
of physical parameters may be derived from the simplest
of initial assumptions. The first concept needed in this
task, called the Virial theorem, states that the internal
kinetic energy of a system is closely similar to its stored
potential energy. From Eq. (I1.73), we know that the
potential energy is

V =—-GM*R = —4x 10%erg (IV.31)

for a homogeneous, spherically symmetric Sun. Equat-
ing to the total internal thermal energy, we have

4 % 10% = (3/2)NokTs, (IV.32)
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where N is the number of particles in the Sun,

No =2No Mo =2 x 107, (IV.33)

Solving for T, the mean internal temperature of the
Sun, we get 8 x 10°K (75 = 8). Sophisticated modeling
techniques for the physical and thermal structure of the
Sun give a central temperature of T = 14, and thus our
estimate of the mean temperature is quite good.

The approximate pressure profile within the Sun can
be quickly estimated if we assume a spherically symme-
trical, nonrotating Sun:

M(r) =4r J p(r)rdr (IV.34)
or
dM (r) /dr = 4mr* p(r). (IV.35)
We also assume hydrostatic equilibrium,
P(r) = P(r+ dr) + g(r)p(r)dr (1V.36)
and
dP(r)/dr = —g(r)p(r) = =GM(r)p(r)/r*, ~ (IV.37)
whence
dP(r) [dr = —(GM(r) /4w dM (1) /dr],  (1V.38)

where we have substituted for p(r) from Eq. (IV.35).
Multiplying by dr and integrating from the center of
the Sun to the surface,

JO dP(r) = —(G J4m) JO M()dM(r).  (IV.39)
Then
P(s) — P(c) = —(G/4mr ) (M2 —0), (IV.40)
or, because P(s) = 0,
P(c) = GM?, J4rr?
=45x10"dynecm™.  (IV.41)
The usual cgs pressure units of dyn cm™ and bars

(1 bar = 10%dyn cm™2) are not very useful, and the SI
pressure unit of the pascal (1 Pa = 1 N/m? = 1072 bar) is
even less so; indeed, the megabar (Mb) is barely better.
This central pressure is 450 Mbar, more than 100 times
the pressure in the center of Earth’s core.

Of course, the presence of a dense core in the Sun
makes this only a lower limit estimate on P(c), and it is
not surprising that detailed physical modeling gives a
much higher central pressure, near 2 x 10> Mbar. From
Eq. (IV.37) we can see that, in the core, the pressure
gradient is proportional to M (r)p(r)/r?, or

dP/dr = (4/3)7Gp*(r)r, (IV.42)
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from which it is clear that a moderate increase in core
density leads to a great increase in central pressure.

Treating the center of the Sun as an ideal gas of
molecular weight % (fully ionized helium), we can esti-
mate the density to be

pe = pt/ve = pPe/RT;

= 1332 x 10')/82(1.4 x 107)  (IV.43)
or 230 g cm3. Detailed models give a central density of
about 100g cm™ with perhaps a 15% uncertainty,
attesting to the remarkable degree of ideality of so hot
a gas. Note that here we have used the universal gas
constant R in units of cm® atm K 'mol™' and have
neglected the 1.5% difference between a bar and an
atmosphere.

In summary, we have seen both how to make rough
estimates of the deep interior conditions of the Sun and
how to generate detailed physical models of the internal
structure. The detailed models can be constructed by
numerically solving a set of equations including Egs.
(IV.1) (energy production), (IV.35) (mass), (IV.37) (pres-
sure), and (IV.18) (temperature), adding the obvious
boundary conditions that P(ro) =0, L(ro) = L, M(rs) =
M, M(0)=0, and L(0)=0. A set of typical results
from such a detailed numerical model is displayed in
Fig. IV.3.

Surface of the Sun

The radiating surface of the Sun, whose emission
spectrum approximates that of a 5800 K black body
(Amax = 0.5 um) is called the photosphere (sphere of light)
(see Fig. II1.1). Because there is very strong anisotropy
in the radiation field near the visible surface (the Sun
emits quite a bit more energy than it absorbs!), the
temperature can drop rapidly with increasing r. The
temperature gradient is in fact so steep that the outer
portion of the photosphere is convective and therefore
adiabatic in structure.

The lowest temperature reached is 5000 K at 1.00 rq,
above which level the solar atmosphere is largely trans-
parent to continuum radiation from below. In this
region, the cool, low-density gas causes sharp dark
absorption lines in the transmitted light from the photo-
sphere. This region is called the chromosphere (colored
sphere). The main absorption features formed in this
layer, called the Fraunhofer lines, are labeled by letters,
such as the D lines. The latter are the familiar pair of
lines in yellow light, due to atomic sodium, which give
the distinctive yellow color of the sodium flame test and
the sodium vapor light.
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Figure IV.3 Internal structure of the Sun. The radial distribution of
luminosity (L), temperature (7), and pressure (P) are shown for a
standard model of the Sun. Note that almost all the luminosity is
generated in a thin layer at the surface of the core.

Within the chromosphere the temperature gradient
reverses sign, and temperatures in excess of a million
degrees are reached only a few thousand kilometers
above the surface of the photosphere. This very rarefied
and very hot gas emits both a bright-line spectrum and a
smooth continuum, which are best seen when the photo-
sphere is covered by the Moon during a solar eclipse.
This hot outer envelope of the Sun is called the corona.

The surface of the photosphere is usually marked
with numerous dark spots with dimensions of many
thousands of kilometers. These spots are commonly
found in pairs, in which the leading and following
spots have opposite magnetic polarity. Spots are ob-
served to be common for several years at a time and
then to be rare for a few years. The overall cycle of
spot numbers has a mean period of about 11 years,
with about a 4-year rise time to maximum after mini-
mum. Spot pairs in opposite hemispheres have oppo-
site magnetic polarity, with the leading spot having the
same polarity as the nearer pole. Successive 11-year
cycles have opposite polarity, because the entire mag-
netic field of the Sun reverses sign after every cycle.



Surface of the Sun

One may thus speak of a 22-year solar cycle. The
newest spots at the beginning of each half-cycle appear
at relatively high latitudes and, over the lifetime of the
spots, drift slowly toward the equator. This pattern is
usually fairly symmetrical across the equator. Spots
appearing later in the cycle form progressively closer
to the equator. The areas of the Sun strongly affected
by spot activity between 1900 and 1940 are sketched in
the “butterfly diagram” of Fig. IV.4. Sunspots, which
are typically several hundred degrees cooler than the
surrounding photosphere, often send enormous erup-
tions of gas out into the corona. These eruptions may
escape from the Sun altogether. During the eruption
of these solar flares the luminosity of the Sun may
increase by 0.1 to 1%. Much larger luminosity increa-
ses are seen at ultraviolet wavelengths, where the Sun
normally exhibits a black body temperature of 3000 to
4000 K. The magnetic fields associated with flares are
on the order of 1000 gauss (G) compared to the back-
ground surface magnetic field of 1 or 2G which is
typical of the quiet Sun. Sunspots have been recorded
for centuries, and it is now generally accepted that,
several hundred years ago, the Sun passed through a
period of several decades in which there were essen-
tially no sunspots. This prolonged lull in solar activity,
the Maunder Minimum, is illustrated in Fig. IV.5.

During the years 1650 to 1700 telescopes were in
wide use in Europe, yet hardly any sunspots were seen.
Associated astronomical phenomena, such as the
absence of the intense auroral activity normally
associated with high sunspot numbers, and a consistent
lack of reports of a complex, structured corona during
solar eclipses, are in accord with the apparent scarcity of
sunspots.
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An interesting side effect of low solar activity is the
weakening of the solar wind, which allows higher fluxes
of galactic cosmic rays to penetrate into the Solar Sys-
tem. This higher cosmic ray flux is then capable of
producing radioactive nuclides at a significantly higher
rate. Studies of the radionuclide 3° Ar, which is produced
in meteorites by cosmic ray spallation reactions (disrup-
tion of nuclei by energetic charged particles), show that
the production rate of *Ar over the last two or three
half-lives (1, = 269 years) has been significantly higher
than the present production rate, in agreement with the
other lines of evidence.

This enhancement of the rate of spallation reactions
at times of low solar activity extends also to the produc-
tion of '*C in Earth’s upper atmosphere. Reactions such
as

BN+p—-"C+p+p (IV.44)

increase the abundance of the 5730-year beta emitter '4C
at high altitudes. Vertical mixing and horizontal trans-
port by winds homogenize the atmospheric '*C distribu-
tion in a few years, and dissolution of '*CO; into the
surface layer of the oceans occurs on a time scale of
about 10 years. The oceans are in turn homogenized by
slow convective overturn on a time scale of about 300
years. The dynamics of the atmosphere—ocean system
thus tend to average out any changes in the '*C produc-
tion rate over time scales longer than that of the solar
cycle. Also, the long half-life of '*C helps moderate its
concentration fluctuations over time scales up to 10,000
years. There are further complications imposed by the
shielding effects of the Earth’s magnetosphere: modest
variations in the geomagnetic field strength, such as
those that have been observed for three centuries,
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Figure IV.4 The sunspot “butterfly pattern.” In the + regions the leading spot in each bipolar
pair is + and the trailing spot is —: the converse holds in the — regions. The leading spot adopts the
polarity of the nearer pole. When the tail end of one sunspot cycle overlaps with the beginning of
the next cycle at sunspot minimum, as in 1934, the “old” spot pairs near the equator have polarities
opposite those in the “new” cycle that begin to appear at high latitudes in the same hemisphere.
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Figure IV.5 The annual mean sunspot number, 1610-2000. This figure presents the Zurich
sunspot numbers (the number of isolated spots plus 10 times the number of sunspot clusters,
corrected for the equipment used, site observing conditions, and observer acuity and enthusiasm).
The well-documented gap in solar activity in the late 1600s is called the Maunder minimum. A
similar gap two centuries earlier is called the Spérer minimum.

impose yet another modulation on the rate of produc-
tion of '*C by cosmic rays. In light of all these complex-
ities, the radiocarbon record of the past few millennia
ought to be complex and even ambiguous, but very rich
in evidence about a wide variety of interesting and
important phenomena.

Figure 1V.6 displays the results of '*C analyses of
some 7000 years of wood samples that have been
dated absolutely by tree-ring counting (dendrochronol-
ogy). We emphasize from the outset that there are two
distinct levels of interpretation of the data derivable
from studies of the annual tree-ring growth histories.
The ring-width “fingerprint” from living 2000-year-old
trees such as the bristlecone pine can be matched with
tree-ring records from archaeological samples of wood
cut in ancient times, but overlapping in age with the
oldest living trees. These ancient wood samples in turn
extend the record farther back in time. In some arid
areas where trees grow slowly and wood does not rot
rapidly a complete record exists back to dates as old as
5000 BC. The tree rings therefore give us an absolute
measure of the ages of samples of wood which grew
within the period of continuous coverage. The second
kind of information requires the interpretation of the
significance of the variations in the widths of the
growth rings in terms of specific climatological vari-
ables such as rainfall. For the moment, we shall refer
only to the former type of data, the determination of
absolute ages by ring counts.

Note that the '*C history in Fig. IV.6 contains sev-
eral discernible types of features. First, we see a very
slow, smooth sinusoidal modulation of the initial *C
abundance, with a '*C maximum (least shielding) near
5000 BC and a minimum (greatest shielding) near 500
AD. Paleomagnetic evidence on the strength of Earth’s
magnetic field shows a variation in the dipole field
strength of the correct amplitude, period, and phase to
explain this slow modulation of the '*C production rate

(dashed line). Second, note the pronounced narrow
maxima and minima in the '*C abundance. A major
maximum coincides beautifully with the Maunder sun-
spot minimum. A deep minimum occurs near 1200 AD,
during a time of abnormally warm climate on Earth. A
second '*C maximum corresponds to the Spérer sunspot
minimum near 1500 AD, a time often referred to as the
Little Ice Age. Indeed, both the Maunder and Sporer
minima occurred during abnormally cool periods in the
northern hemisphere.

We can now see that there are strong and apparently
significant correlations between solar activity and
climate on Earth. The mechanism and significance of
such relationships are under active debate, and we shall
return to a review of the related evidence in Chapter X.
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Figure IV.6  Carbon-14 content of the Earth’s atmosphere over the
past 7000 years. The '*C content of wood samples dated by tree-ring
counts has been corrected for decay and for isotope fractionation to
find the actual atmospheric isotope composition. Variations of the
atmospheric isotopic composition from that in a reference standard
are given in parts per thousand (permil; %0). M and S denote the
Maunder and Sporer sunspot minima, respectively.
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For now, it must suffice to say that the evidence
from dendrochronologically dated '*C samples clearly
portrays numerous major episodes of abnormally high
and low solar activity. Whether these phenomena of the
solar surface make themselves felt on Earth through
solar luminosity variations, through more subtle spectral
changes, or through a solar wind interaction is not clear
from the available evidence.

The final feature of Fig. IV.6is a strong and unprec-
edented decrease in the '“C abundance in the past
century. The reason for this phenomenon is well known.
Since the beginning of the Industrial Revolution, radio-
chemically extinct fossil fuels with ages of hundreds of
millions of years have been burned in enormous and
ever-increasing quantities. This has both raised the glo-
bal CO, budget and diluted the atmospheric '“C isotopic
abundance.

Technical advances in '*C chronology should permit
refinement and extension of these histories. Previously it
was necessary to observe the decay of radiocarbon
atoms in order to detect their presence. Now it is possi-
ble to separate the carbon isotopes and count atoms of
14C without waiting for them to decay. Thus advances in
laboratory isotopic chemistry, applied to the study of
ancient tree-ring samples, tell us, in a way curiously
common in science, far more about the surface activity
of the Sun than we could learn from centuries of direct
observation!

The tree-ring record has been greatly supplemented
and extended by the study of cores drilled through the
Greenland icecap and the West Antarctic ice sheet,
which retain a record of the concentration of carbon
dioxide and other gases over the past 2 million years.
Temperatures can be deduced from the isotopic com-
position of oxygen in snow over this entire span. The
oxygen-isotope study of polar ice cores has presented
powerful evidence for quasiperiodic climate fluctuations
with an approximate 100,000-year period, correspond-
ing to the alternation between the glacial and interglacial
periods known from the geological record. The present
warm period appears to be one of many that exhibit
temperatures similar to or higher than those of the late
20th century, suggesting a powerful and even dominant
role of solar variability in governing temperatures on
Earth.

An Earth-orbiting spacecraft, the Solar Maximum
Mission (SMM), has documented large short-term fluc-
tuations in the intensity of solar radiation at Earth’s
orbit (the so-called solar constant). Longer-term study
of these fluctuations and correlation of them with other
solar and terrestrial phenomena should permit us to
discover a great deal about the solar surface and
the mechanisms by which solar phenomena influence
climate.
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The Chromosphere

The thin chromospheric layer is normally detectable
because of the absorption lines that it superimposes on
the solar spectrum. All told, these lines absorb some 10%
or more of the total solar flux. During total eclipses of
the Sun, the solar photosphere is covered fully only
seconds before the chromosphere is itself eclipsed; how-
ever, during this brief interval (and again at the end of
totality) a thin, pinkish arc can be seen just above the
lunar limb. The dominant color is influenced by the
Balmer radiation of atomic hydrogen. The “flash spec-
trum” seen at this time is extremely rich in emission lines.
The temperature of the base of the chromosphere
determined by interpretation of the spectrum is about
4300K, with the temperature rising rapidly toward
higher altitudes (Fig. IV.7), reaching about 10° K only
3000 km above the temperature minimum.

Hot jets of gas called spicules arise in the chromo-
sphere, and complex and energetic motions are com-
monly observed. Because of the very low density of the
chromosphere relative to the photosphere, the magnetic
fields carried by atmospheric motions below the tem-
perature minimum have a very strong effect on motions
in the chromosphere itself.

Turbulent motions in the photosphere often over-
shoot, bringing vertical momentum into the base of the
chromosphere. These motions generate both acoustical
waves and gravity waves that propagate upward into
a medium of ever-decreasing density. These waves vest
a constant momentum flux in ever smaller masses of gas,
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Figure IV.7 Temperatures near the Solar surface. The effective
temperature of the photosphere is 5780 K, whereas the lower chromo-
sphere is as cool as 4300 K. A temperature rise of about a factor of 100
occurs in the chromosphere, mostly within an altitude range of a few
hundred kilometers.
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and the waves run away to supersonic speeds. This in
turn causes shock heating of the overlying gas. This is
the cause of the high temperatures in the upper chromo-
sphere and corona.

The Corona

Over a century ago there were three lines of evidence
for a coupling between phenomena on the solar surface
and events distant from the Sun. First, geomagnetic var-
iations and auroral displays on Earth often showed the
same periodicity as the synodic rotation of the Sun (its
rotation as seen from Earth). Second, comet tails were
observed to stream out radially from the Sun. Third, the
extent of the corona during solar eclipses was surprisingly
large and looked very little like a gravitationally bound,
spherically symmetrical atmosphere. These observations
hinted at some oddities in the upper atmosphere of the
Sun, including the extraordinary oddity that that upper
atmosphere may extend out to well beyond Earth’s orbit
and be moving radially outward at high speeds!

Spectroscopic studies of the corona prior to the
quantum revolution in the 1920s did little to solve the
problem: spectral lines seen in the corona were almost
without exception unique, never seen in the laboratory.
So severe was the dilemma that astronomers resorted to
the postulate that the corona was made of a hitherto
unknown element, coronium! The puzzle of the coronal
spectrum became tractable, however, when atomic phy-
sicists equipped with the newly emerging tools of quan-
tum mechanics began to calculate the wavelengths of the
transitions of very highly ionized heavy atoms. It was
found that the coronal lines could be explained by emis-
sion from a gas so hot that almost all of the electrons
were stripped from atoms of atomic number up to 20;
species such as the ion Fe?** were responsible for the
observed lines. The temperatures calculated for the emit-
ting gas were in excess of 10° K, more than 100 times the
maximum temperatures seen on the solar surface.
Further, these emissions persisted out to several solar
radii with no apparent diminution of temperature. Such
a hot gas could not be gravitationally bound to the Sun.
Equally clearly, such high temperatures could not be
generated and maintained by any known mechanism.

The spectrum of the corona, however, is more com-
plex than even this history relates. Careful spectroscopic
study of the lower corona during solar eclipses showed
that there were three quite distinct sources of light. The
large majority of the light was in fact “white” con-
tinuum, not line emission. Closest to the Sun, the scat-
tered light was so white that it did not even show the
Fraunhofer line absorption spectrum imposed by the
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chromosphere! This component was called the K (konti-
nuierlich) corona. Beyond about 2.5 solar radii the domi-
nant light source was also “white,” but was punctuated
with the entire family of Fraunhofer lines. This compo-
nent is photospheric light, filtered by the chromosphere,
scattering off of tiny dust particles in orbits about the
Sun. The dust-scattered light is called the F (Fraunhofer)
corona. Third, and most important close to the Sun, was
the extremely hot E (emission-line) corona. The observa-
tions of the intensity distributions of these three sources
are summarized in Fig. IV.8. Of these three, the E and F
corona seem easy to account for in terms of simple phy-
sical processes; we may not know where the dust came
from or why the corona is so hot, but we can sece easy
ways for the gas and dust to generate the observed spec-
tra. The case of the K corona is not quite as simple,
although the explanation was forthcoming from even
the earliest applications of quantum mechanics.

Let us consider an isolated electron, at point e in
Fig. IV.9, irradiated by a plane wave of electric field

E = Eyexp(iwt) (IV.45)

with an energy density of E£?/8mergem ™ and flux

F = cE*/8r ergem 25!, (IV.46)

The electron will experience an acceleration of Ee/m.
The scattered electric field at any nearby point at
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Figure IV.8 Intensity of light from the Solar photosphere and cor-
ona vs distance from the sun’s center. P denotes the photospheric
emission. K is the continuous (kontinuierlich) Thomson-scattered com-
ponent, F is the dust-scattered component, and E is the bright-line
coronal emission spectrum. Normal daytime scattered light prevents
Earth-surface observers from seeing any features beyond about 1.2 R



The Corona

E

E

Figure IV.9 Thomson scattering. The flux of radiation is in direc-
tion F, the instantaneous electric field is in the E direction, and the
electron is at e. The angle between the incident electric vector and the
scattering direction is a. The Thomson-scattered electric field at
distance r from the electron is E,.

distance r and at a scattering angle of « relative to the
incident electric vector is
E'(a) = *Esina/mc’r. (IV.47)

This sinusoidally varying field also propagates an energy
flux of

F'(a) = cE? /87 ergem 2 s™! (IV.48)
with a total radiated power of
P = J F'(a)27? sin o doergs™ (IV.49)
0
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But the scattering of this power from a beam with flux
given by Eq. (IV.48) requires that the scatterer
(the electron) have an effective cross-section area of
o = F/Pcm?; hence

soS(ey
T3 \me?)

(IV.53)
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This kind of scattering of electromagnetic waves, called
Thomson scattering after its discoverer, is frequency-
independent. The Sun’s corona, which contains a mod-
erately dense plasma, is very strongly irradiated with
visible and infrared light from the photosphere, so that
scattering of continuum radiation can be observed well
off the disk of the Sun. This kind of scattering can
deposit energy in free electrons and provides a source
of heating for a cool plasma. Similarly, hot electrons
may return energy to a cool radiation field by such
scattering.

The reason for the absence of the Fraunhofer lines
in the Thomson-scattered spectrum is simple: the ther-
mal speed of electrons at 10°K is a few percent of the
speed of light, so each scattered photon is randomly
Doppler shifted in energy by an amount much larger
than the widths of the Fraunhofer lines. Dust particles
are far slower and hence preserve the Fraunhofer lines.
Skylab observations of the solar corona in the mid-1970s
revealed a strongly developed “two-phase” structure of
the corona. One phase involved relatively dense plasma,
magnetically confined between closed field lines, usually
located near the solar equator in regions of major sun-
spot activity. The other phase was very low-density
plasma, streaming outward along open field lines. Almost
all of these “holes” in the corona first appeared near the
equator, grew to substantial size, became connected to
the polar region with the same magnetic polarity, and
then faded away. Alternating holes, formed about 90°
apart in longitude, have opposite polarity. The escaping
streams of plasma from these coronal holes likewise dis-
play alternating magnetic polarity, with a well-defined
boundary between neighboring regions. This is the ori-
gin of the “magnetic sector structure” of the solar wind.
Unusually fast solar wind flows (700kms™"), called
monster streams, are observed whenever a large coronal
hole exists at low latitudes.

It is likely from the presently available evidence that
the polar regions of the Sun normally emit
700-800 kms~' plasma, which streams radially outward.
Only when large equatorial coronal holes extend these
conditions to low latitudes do we see a monster stream in
the ecliptic plane. The nature of the corona and solar
wind at high latitudes were to be studied in detail by the
ambitious International Solar Polar Mission (ISPM).
ISPM, a joint venture of the United States and the
Federal Republic of Germany, originally involved
launching of two spacecraft into Jupiter flybys, which
were to be used to twist the orbital planes of the space-
craft to orbits with about +80° and —80° inclinations,
respectively. This would have permitted simultaneous
solar imaging at both high southern and high northern
solar latitudes, as well as in situ study of the high-
latitude solar wind. These results could then have been
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compared with observations by a number of already-
launched spacecraft in the ecliptic plane in interplane-
tary and near-Earth space. Unfortunately, in 1981, a
directive of the Office of Management and the Budget
(OMB) removed funding for the American spacecraft
and forced its cancellation by NASA. The tragedy was
compounded in early 1986 when the surviving European
spacecraft, renamed Ulysses, was being prepared for
launch aboard the American Space Shuttle. When the
Challenger shuttle orbiter exploded in flight in January
1986, the shuttle fleet was grounded for 2 years. Shortly
thereafter, the Centaur G’ high-energy upper stage
needed to launch heavy planetary missions from the
shuttle was cancelled for safety reasons. Ulysses was
finally launched (alone) in 1990.

Our present phenomenological understanding of the
coronal structure and field orientation in the solar wind
source region is sketched out in Fig. IV.10. Theoretical
development of these ideas is in its infancy, and advan-
ces in our understanding may be expected in the near fut-
ure from both the Ulysses spacecraft and the efforts of
theorists.

Figure IV.10 Two-component model of the Sun’s magnetic field.
a shows the equatorial structure with regions of alternating polarity, and
b shows the global dipolar field. The equatorial rotation period is
27 days, but the offset dipole rotates at a rate characteristic of high
latitudes, with a period of at least 28 days. The net effect is shown in
c. The two regions marked X+ and X— are sources of opposite-
polarity fast equatorial streams of solar wind, the so-called monster
streams.

IV. The Sun and the Solar Nebula

We now turn to the lines of evidence mentioned
earlier that suggested that the corona could make its
presence felt even on Earth and in interplanetary space.

Discovery of the Solar Wind

The first evidence suggestive of the existence of a
radial outflow of very hot ionized gas (plasma) from the
Sun was the observation about a century ago that there
was a close correlation between solar flares and terres-
trial auroral activity, which frequently became promi-
nent a few days after a major flare. The disturbing
influence therefore traveled at a typical speed of about
1 AU per 3 days, or (1.5x 10%km)/(3 x 10°s)=500kms .
These events also were sometimes seen to be associated
with episodes of erratic magnetic activity on Earth
(magnetic storms). Also, at about the same time obser-
vations of the corona during solar eclipses showed that
the intensity of continuum light from regions out to
several solar radii was startlingly strong. This was
clearly not molecular emission and was attributed to
scattering of visible sunlight either by dust particles
(Lord Kelvin) or by electrons (Becquerel, Fitzgerald,
and Sir Oliver Lodge). The latter case of Thomson
scattering required a very substantial electron density
and, because of the requirement of electrical neutral-
ity, a large positive ion concentration. Because there
was no visible emission from positive ions and
because hydrogen is so enormously abundant, the
logical candidate was free protons; with no bound
electrons, hydrogen ions could contribute both scat-
tering and free—free emission without any distinctive
line emission.

The dynamical nature of this dense solar plasma was
brought forcibly to the attention of astronomers in the
early 1950s by Ludwig Biermann, who showed that the
streaming of comet tails radially outward from the Sun
was accompanied by a marked acceleration of the come-
tary plasma up to speeds of several hundred kilometers
per second. Biermann correctly argued that corpuscular
radiation with about that speed must be emitted by the
Sun. Observations of the aberration of the tail direction
with variation in the speed of the comet and the accel-
eration of plasma “knots” in the tail both yielded the
same conclusion.

In the 1960s radio and radar techniques were applied
to the study of the solar wind plasma. Pointlike extra-
galactic radio sources were observed to scintillate as a
result of the passage of their emissions through the dense,
turbulent solar plasma. Careful timing of pulsar signals
near the ecliptic plane showed timing shifts when the Sun
was nearly in the Earth—pulsar line of sight that could be
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attributed only to the finite refractive index of the plasma
at long radio wavelengths.

But the most extensive body of data on the solar
wind was produced by spacecraft launched on lunar and
interplanetary missions, which carried them well clear of
the Earth’s magnetosphere and permitted direct in situ
observations of the plasma. The speed distribution,
direction, temperature, composition, and spatial structure
of the solar wind were mapped from a number of space-
craft, most of which did not deviate more than a few
degrees from the plane of the ecliptic. They thus mostly
sampled the solar wind at low solar latitudes.

The flow of the solar wind was found to average 300
to 400 kms™!, directed radially outward from the center
of the Sun. At any time, the magnetic ficld embedded in
the solar wind flow was found to exhibit sectorial struc-
ture, with “gores” of alternating polarity carrying spiral
field lines rooted in the Sun at one end, but apparently
open at the other. The plasma clearly originates in some
kind of runaway expansion of the corona, but the
mechanism and energetics of that expansion were not
at all obvious.

The discovery of the Earth’s trapped radiation
belts by James A. Van Allen in 1958, and the later
creation of artificial radiation belts by high-altitude
nuclear explosions, caused greatly enhanced interest in
the behavior of space plasmas. There was then renewed
interest in a model of the behavior of the solar wind
that had been proposed by Eugene N. Parker of the
University of Chicago several years prior to the first
direct studies of the solar wind by lunar and planetary
spacecraft. Because of the major role played by radio-
physics and space plasma investigations in the early
history of the exploration of the Solar System, we shall
devote a little more attention to both the basic radio-
physics of the solar plasma and the attempts to con-
struct a theory of the dynamical behavior of the solar
wind.

Radio Wave Propagation in Space Plasmas

At present, in addition to in situ spacecraft measure-
ments of the local properties of the solar wind, both
Earth-based and spacecraft-based radiophysical studies
of the large-scale structure are being actively pursued.
Interplanetary and lunar spacecraft launched by the
United States and the former USSR routinely carry
instruments for the study of the interplanetary medium,
and some spacecraft, such as the German Helios I and 11
solar probes, are heavily instrumented for the purpose of
comparing observations of the Sun itself with plasma
studies. The complement of instruments in such a
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package usually includes a three-axis magnetometer (on
a spinning spacecraft, two axes), energy analyzers, direc-
tional detectors to study the motion of the plasma, and
mass spectrometers to analyze the positive ion compo-
nent of the wind both chemically and isotopically. Such
observations are extremely sensitive, but they sample
each place in space at only one time and at any time
can sample only one place; thus either a number of such
spacecraft must be in operation in widely separated
places simultaneously or some large-scale method of
examining the gross properties of the solar wind must
be employed.

Because radio and radar signals are influenced by
passage through an electron gas, one convenient
method of looking at large-scale structure is to study
the propagation of these waves. The sources of these
radio waves may be transmitters on spacecraft, radar
waves transmitted from Earth and reflected off a
remote target back to Earth, or natural signals con-
veniently broadcast by pulsed astronomical radio
sources (pulsars).

Let us now consider the propagation of a simple
electromagnetic wave through a low-density plasma in
the absence of a strong background magnetic field. Elec-
trons, because of their low mass-to-charge ratio, are very
sensitive to varying electric fields and are accelerated by
the instantaneous electric vector of the radiation. We
shall take a sinusoidally varying electric vector:

E = Eoexp(iwt), (IV.54)

where i is the square root of —1 and w is the angular
frequency, 2m(rads™1).

Neglecting magnetic forces and collisional interac-
tions, the force balance on the individual electron is, if
we define the direction of the E vector as the x direction,

Meay, = m(0?x/01%) = q.Ex (IV.55)
or, combining,
Me(8°x/0F%) = qeEox exp(iwt). (IV.56)
Integrating once with respect to time,
(0x/01) = qeEx/iwme = Vy, (IV.57)

which is the velocity of the electron produced by inter-
action with the radiation field.

Denoting the number density of electrons in the
plasma as 7, electrons per cubic centimeter, the velocity
given above produces a current density j(A cm~2) in the

x direction of
Jx = NeqeVy = i’lquEx/l'lee, (IV58)

which lags the forcing function E, by 90°.
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From Maxwell’s equations,
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Taking the curl of both sides, and using the vector
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The term describing the effects of changes of E with time
can be rewritten using V X (8E/8l) = AV X E)/@t.
Also, from Maxwell’s equations, 6 x E = —65/6[;
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Thus the phase velocity v, of the oscillation is given by
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but c/v, is just the refractive index 7, and thus, because
W = 472,

" =1-—an. /1, (IV.64)

where « is a constant factor, a = ge?/(4m’come).

Thus we can easily use a measurement of the refrac-
tive index of a plasma to determine the number density
of electrons in it. A signal being propagated over a path
whose length is not known a priori will be phase shifted
to a degree that depends precisely on the frequency we
found in the derivation above. Thus we can solve simul-
taneously for both the electron number density and the
distance if we have two or more independent refractive
index measurements at two or more different frequen-
cies. Note that a sharply pulsed burst of white noise, as
from a pulsar, will be smeared out in time by this plasma
effect, with successively lower frequencies arriving suc-
cessively later in time. This frequency dispersion will be
most pronounced when the Earth’s orbital motion
causes the pulsar to pass behind the inner corona.

Note that the refractive index becomes imaginary for
an, >v*, which physically corresponds to zero transmission
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and efficient reflection of the incident wave. By substituting
in the appropriate constants, it is easy to show that the
critical frequency for reflection is 9 x 10°n!/?Hz.

At optical frequencies, v is so large that fantastic
electron densities are required to get a refractive index
discernibly less than unity. Thus there are both upper
and lower frequency limits to the use of this technique
from a planetary surface. One, a “soft” limit, is due to
decreasing sensitivity at high frequencies. The other is a
“stone wall” imposed by reflection of low-frequency
waves below the critical plasma frequency in the iono-
sphere of the planet. For typical planetary ionospheres,
we shall see that the peak electron number density is
between about 10* and 10°cm™3, giving a critical fre-
quency of 1 to 10 MHz.

The measurable properties of radio waves propa-
gated through the interplanetary medium (amplitude,
phase, and direction) are affected by fluctuations in the
electron density along the line of sight, which cause
scintillation analogous to the scintillation of starlight
caused by density fluctuations in the Earth’s atmosphere.
Such scintillation measurements provide an additional
probe of conditions in the corona and solar wind.

The Solar Wind

The general picture of the solar wind that has
emerged in the course of modern spacecraft measure-
ments is in its essential elements rather simple. The
dense, hot solar atmosphere at the base of the corona,
deep within the Sun’s gravitational potential well, and
containing a rather strong embedded magnetic field,
expands radially outward, converting its internal energy
into kinetic energy of expansion. Heating and accelera-
tion of this coronal gas by waves emanating from the
surface of the photosphere, where violent bulk motions
are associated with sunspot activity, are also important
factors in the energetics of the acceleration region. As
observed from Earth’s orbit, the solar magnetic field
embedded in the outward-streaming gas shows gores of
alternating magnetic polarity. This is the so-called mag-
netic sector structure, as pictured in Fig. IV.11. The
usual structure contains six sectors, but as few as four
or as many as eight can be seen at times. The reasons for
this magnetic structure are not immediately obvious.

The sector boundaries are caused by conditions in
the source region of the solar wind, near the surface of
the photosphere. Like the streams of water emitted by a
rotary garden sprinkler, the paths followed by emitted
gas (and by the sector boundaries) are curved even
though each particle pursues an almost perfectly radial
path. The solar wind, originating in prominences
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Figure IV.11 Magnetic sector structure of the solar wind. Several
(usually six) gores of alternating magnetic polarity are observed in the
plane of the ecliptic. The curved sector boundaries result from almost
perfectly radial flow as a consequence of the “garden sprinkler” effect.

rooted in sunspot pairs, always shows a distinct mag-
netic polarity. As we saw in Fig. IV.4, the polarity is
uniform throughout each hemisphere for each sunspot
cycle, but the southern and northern hemispheres al-
ways have opposite polarity. The overall magnetic field
of the Sun somewhat constrains plasma emitted from
the equatorial regions, where the field lines in the lower
corona are closed arcs. At higher latitudes the field lines
are generally open, directed nearly radially outward
from the Sun. Charged solar wind particles (mostly
protons and electrons, with a substantial admixture of
He?* ions and a trace of heavier ions) spiral about these
field lines as they progress outward into regions of
rapidly diminishing magnetic field strength. Images of
the solar corona taken during eclipses show dense
regions of trapped arcuate structures at low latitudes,
with little evidence of the presence of the corona at
high latitudes, where the particles do not accumulate
in magnetic traps, but run quickly away to escape.
These “coronal holes” are the regions with open field
lines.

The hot gases at the base of the corona act to
“inflate” the magnetic cavity (the region of closed
field line arcs) because the thermal energy density of
the gas is comparable to that of the magnetic field
(B?/87). The expanding magnetically confined bubble
of hot gas eventually bursts open at its weakest point,
where the loop is farthest from the Sun, breaking the
field lines. The northern hemisphere of the Sun serves
as the root of all open field lines with, say, positive
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polarity, and the southern hemisphere lies at the foot
of all field lines of negative polarity. Fields at great
distances from the Sun are very nearly radial. At the
magnetic equator a peculiar situation occurs: fields of
exactly opposite polarities are very close to each
other. Therefore, the magnetic field gradient is very
strong. In accord with Maxwell’s equations, there
must be a region of high current density at the inter-
face of these two hemispheres, with current
j=V x B. The interface that carries this current
(called the interplanetary current sheet) is an approx-
imate plane that is magnetically neutral (called the
neutral sheet). The magnetic equator of the Sun is
quite close to the plane of the ecliptic, and the sheet
itself is rather floppy. As the Sun rotates, dragging its
field around with it, this sheet moves past Earth,
flopping from time to time across Earth. Plotting
the magnetic polarity of the solar wind as we travel
along our orbit (using, for example, spacecraft orbit-
ing outside Earth’s own magnetosphere or in orbit
about the Moon) we see the magnetic sector struc-
ture. If we were observing from significantly above or
below the ecliptic plane we would be outside the
region swept by the current sheet, and would see no
sector structure.

It is useful to have a simple bookkeeping scheme to
keep track of the various forms of energy in the solar
plasma. The thermal energy, Et, is given by Kkinetic
theory as

Et =3nkT/2. (IV.65)

The kinetic energy associated with the bulk expansion
velocity (v) is

L

E, = 3PV (IV.66)
The gravitational potential energy, Eg, is
Ec =GMgp/r, (IV.67)

and the magnetic energy density in cgs (Gaussian)
units is

Ey = B*/8. (IV.68)
Table IV.2 shows how the total energy is partitioned
under quiet-Sun conditions from the base of the corona
out to 1 AU. Note that the total internal energy is less
than the gravitational binding energy out to about 2.5 rg,
but that the bulk expansion of the solar wind continues to
accelerate until, beyond about 8 r, the wind is no longer
bound. Near 1 AU (215 ry), the bulk motion strongly
dominates the total energy. The thermal and magnetic
energy both drop off smoothly and rapidly with increasing
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Table IV.2  Average Quiet Sun Conditions in the Solar Equatorial Plane
r/rg

1.03 1.5 3 5 10 215 (1AU)
ne(cm—3) 2x 108 2 x 107 4 % 10° 4 % 10* 4x 103 7
T(K) 2 % 109 1 x10° 7 % 10° 5% 10° 4% 10° 4% 10*
BT) 1 0.4 0.1 0.04 0.01 3% 1073
V(kms™") 0.6 3 34 130 280 360
E,(eVem™) 4 % 10° 8 x 10° 2 % 10° 3% 10° 2 % 10° 5% 10°
Er(eVem™3) 9 x 100 4% 10° 7 x 107 5% 10° 4x10° 70
Ep(eVem™) 3 x 1010 5% 10° 3% 108 4% 107 3 x 106 20
Eg(eVem™) 4 x 101 2 x 100 3x 108 1 x 107 8 x 10° 60

distance. Note that the acceleration is virtually complete
by 10 rs. These curious observations demand explana-
tion. In fact, they show that even a detailed theory
embracing all these forms of energy would not suffice to
provide the observed kinetic energy of expansion.

The first attempts to model the solar wind structure
and flow were presented by Eugene N. Parker of the
University of Chicago several years before the direct
detection of the wind by spacecraft experiments, in
response to Biermann’s work on the acceleration and
aberration of comet tails. This work showed speeds of
300 to 400km s~' far from the Sun, but cast no light on
the acceleration region or the source of energy to drive
the expansion.

Parker considered the force balance on each volume
element of the solar wind fluid as expressed by Euler’s
equation; Newton’s familiar ma = F is then written

p(DV/D1) = —pVUs — VP,

where the two force terms are those due to the
gradient of the gravitational potential and the gradient
of solar wind gas pressure. In this equation, the time
derivative denoted by DV/Dt is constructed for a
given element of fluid, not a fixed location in space.
Consider any general F(x,y,z,t) that, after time Az,
becomes F'(x + xAt,y + pAt, z + zAt, t + At). Then the
derivative is

(IV.69)

DF/Dt =lim (F' — F) /ot (IV.70)
= (OF JOx)% + (OF |9y)y
+ (0F02)2 + (9F/01)  (IV.T1)
—V - VF + (0F /o1). (IV.72)
Thus
p(DV/Dt) = plV -V V + 0V /oH]. (IV.73)

We may profitably begin by constructing a simple static,
time-independent model of the corona as a hot atmo-

sphere, preliminary to the construction of dynamic,
solar-wind-like models.

In the static case, V=0 and the radial velocity
gradient 9V /Or also vanishes. Euler’s equation reduces
to

VP = —pvU, (IV.74)
which is simply the hydrostatic equation. Because
U=-GMy/r, (IV.75)
the static radial pressure gradient is just
VP = dP/dr = —pGM, |i*. (IV.76)

Protons make up almost all of the density. Because
the solar wind must be electrically neutral, the electron
number density (n.) must be equal to the proton number
density (np). Thus,

p = nemyp, (IV.77)

where m, is the mass of the proton, 1.6 x 10~*g.
The hot plasma is very well described by the ideal
gas law:

P = (ne +np)kT = 2n.kT. (IV.78)

The principal remaining problem that must be solved
before we can present a quantitative model is the way
in which the temperature depends on heliocentric
distance.

Because, from Egs. (IV.76), (IV.77), and (IV.78),

dP/dr = —(GMom,P/2kT (r)r?)dr, (IV.79)
we can separate variables to get
dP/P = —(GMym,/2kT (r)r*)dr, (1V.80)

or, integrating,

P(r) = Py eXp{—(GM@mp/Zk) JOO %} (IV.81)
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Because the pressure at infinite distance must vanish, we
must require that the integral evaluated from ry to
r = oo must be infinite. This in turn requires that 7(r)
must drop off at least as fast as r~L.

Any dynamical model for the expansion of the solar
wind would depart from this simple static model in that
the energy content of the gas at large heliocentric dis-
tances would be higher, that is, that 7(r) must drop off
less rapidly than r~!

Let us then return to the more general approach of
the dynamical behavior of the solar wind given by Eq.
(IV.73). We shall not force a static (¥ = 0) solution, but
will instead impose only the mild constraint that the flow
be in a steady state, that is, that the structure of the wind
be time independent. In this case, the last term in Eq.
(IV.73) vanishes. Next, we can assume spherical symme-
try of the flow, with the solar wind everywhere directed
precisely radially outward. We then can simplify Eq.
(IV.73) to

p(DV/Di) = dv (r)/dr. (IV.82)
Euler’s equation, Eq. (IV.69), then becomes
V(r)dV(r)/dr = —pdU/dr — dP/dr. (IV.83)

This is a differential equation in three unknowns, P, V,
and p. For a dynamic solar wind with spherical symme-
try and radial flow in a steady state, we can add a mass
conservation constraint of form
4rr*n(r)V (r) = constant = 4mrgng Vo. (IV.84)
The temperature profile for dynamical outflow of the
wind must, as we saw above, be less steep than the r—!
dependence found for the limiting case of a static “cor-
onal” model. Parker’s approximation was to let 7(r) be
constant. We may now combine Eqs. (IV.77), (IV.78),
(IV.83), and (IV.84) for an assumed isothermal gas:

w(2) () G

GMOWlpI’lO V() 2(Vo>

1
2an0ro VO— <—V> (IV.85)
The derivative in the last term is
d [ 1 1 d,,
ar (2_V> = e
(2; V42 ‘W) (IV.85a)
(rz V) dr
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After about two pages of tedious algebraic manipula-
tion, Eq. (IV.85) reduces to

2kT\ 1dV
p2_
( ) V dr

4kT GMomyp 1
=y (1 i r>‘ (IV.85b)

The ratio kT /m, is proportional to the square of the
mean thermal speed, v,. Likewise, GMomp/kT has
dimensions of length and can be defined as a critical
distance, ry. The most transparent form of Eq. (IV.85)
is thus

(V2 —2V2/3)dV | Vdr

= 4Vi/3n[l —r/r].  (IV.85c)

Separating variables, we have
(V2 =2V2/3)(@V/V) = (4V?/3r)(1 — ro/r)dr. (IV.85d)

There are six classes of solutions to this equation, as
shown in Fig. IV.12. Some of the solutions have clearly
unacceptable forms, such as the double-valued solutions
1 and 2. Solutions 3 and 6 decelerate beyond ry, in
contradiction to the observed behavior. Solution 5
passes through a velocity minimum at ry, also contrary
to observation. Only the form of solution 4 shows V' = 0
at the solar surface and high speed at large distances.
Several important questions remain about this
model. First, what causes the solar wind to accelerate?
The model provides no clue. Indeed, the energy book-
keeping in the model is blatantly incomplete: the mag-
netic energy, which is comparable to the thermal
energy in the source regions of the wind, is entirely
omitted. Likewise, wave propagation of energy is
ignored. The plasma has been implicitly assumed to have

VIV,

r/ro

Figure IV.12 Solutions to Parker’s solar wind equations. The only
physically acceptable solution that resembles the solar wind (that is, the
only one to accelerate out of the Sun and escape at high speed) is solution 4.
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an infinite thermal conductivity (the wind was assumed
to be isothermal), but this was a mere mathematical
convenience, not a physical result. A considerable
amount of literature has grown up around attempts
to integrate such considerations into models of the
solar wind.

One of the most attractive proposals is that tur-
bulence in the solar atmosphere, driven mainly by
flare activity with its associated very high magnetic
energy densities (fields of kilogauss instead of a few
gauss), is a very powerful source of acoustic waves.
These waves carry a fixed momentum flux upward
into the rarefied upper atmosphere. Since the momen-
tum is vested in ever smaller amounts of gas as the
waves travel upward, conservation of momentum
requires that the waves accelerate and run away to
speeds high enough to heat the corona to over a
million degrees. Unfortunately for this idea, several
careful studies of the magnitude of this energy source
and the temporal and spatial relationships between
flare activity and the solar wind structure cast great
doubt on the ability of this mechanism to explain the
observations.

A second question is whether Parker’s solution to
the problem is stable: it demands a singular case of
Eq. (IV.85d) that has no compelling physical virtue.
A more complete and more physical model might
avoid the apparent mathematical improbability of this
solution.

Recent observations of the solar wind by the NASA/
ESA Ulysses spacecraft have provided exciting new
insights into the behavior of the wind at high magnetic
latitudes. Launched in 1990, Ulysses was injected into an
orbit that flew it close to Jupiter. Jupiter’s gravity was
used to flip the spacecraft up out of the plane of the
ecliptic into an eccentric polar orbit about the Sun with
an orbital period of 6 years. In 1994, during its first pass
over the South Pole of the Sun, Ulysses sampled the
solar wind emitted from the southern coronal hole and
found it to be significantly faster than the usual 300 to
400 km s~ ! usually seen near the ecliptic. The density of
the gas was low in this region, as was expected from the
fact that the foot of this region does indeed look like a
hole in the corona, but the total momentum flux (the
product of these two factors) turns out to be higher than
it is near the ecliptic. These observations were extended
to the opposite pole of the Sun in September 1995 with
similar results. Further Ulysses polar passages occurred
in 2000 over the southern polar regions, and in 2001 over
the north pole.

Ulysses also found that the flux of low-energy cos-
mic rays into the Solar System was lowest close to the
plane of the ecliptic, at about 10°S latitude. The
integrated solar wind flux throughout the northern
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hemisphere was significantly larger than in the southern
hemisphere.

Although the solar wind departs with a speed in
excess of the Sun’s escape velocity, the solar wind does
not propagate to infinite distance from the Sun: the
interstellar medium is pervaded by a hot, tenuous gas
with an energy density of about 1 eV cm™, in which the
thermal and magnetic energy are comparable. Beyond
about 1 AU the solar wind expands at constant speed, so
that its energy density drops off as r~2. The energy
density of the wind at 1 AU is near 5 x 10°eV cm ™2, so
we can expect the wind to stop somewhere around
(5 x 102 AU, or about 70 AU. The situation is rather
more complex because of the motion of the Sun through
the interstellar medium, which lends a strong asymmetry
to this “heliopause” surface. We expect the heliosphere
in the interstellar wind to resemble a comet in the solar
wind, crowded close to the Sun in the “upstream” direc-
tion, and trailing out far “downstream.”

Ulysses has also contributed new insight into the
structure of the heliosphere. In addition to the asymme-
try due to the Sun’s motion through the interstellar
medium, it was found that the heliosphere has a con-
stricted “waist” in the plane of the ecliptic, which is
where the lowest speed solar wind flow is found. The
overall shape of the heliosphere could fairly be described
as a “windblown peanut.”

Even if we had in hand a fully satisfactory model for
the behavior of the solar wind, we would still be obliged
to test that theory against the truly staggering solar wind
energy and density found in T Tauri stars. In the latter
case we find a millionfold increase in stellar wind inten-
sity correlated with about a millionfold increase in UV
luminosity, emanating directly from the chromosphere
of the T Tauri star. Models that invoke violent turbu-
lence, wave transport of energy, and supersonic motions
in the chromosphere may lead to explanations of both
phenomena.

Even more complex and equally interesting are the
many modes of interaction between the solar wind and
the atmospheres, surfaces, and magnetospheres of plan-
ets, comets, and other bodies in the Solar System.
These interactions will be revisited many times in the
ensuing chapters.

Chemistry of Solar Material

We seek to explore the chemistry of material with
the same elemental composition as the Sun not only for
the insight it can give us into the chemistry of the photo-
sphere and of sunspots (where, because of lower tem-
peratures, molecules are more important). We also hope
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to learn about the compositions of cool stellar atmo-
spheres, the cooling envelopes of exploding stars, chemi-
cal processes in the early nebular gas from which the Sun
and the planets formed, and even the chemical behavior
of the present atmospheres of the Jovian planets.

The general features of the chemistry of solar mate-
rial are dominated by the prevalence of hydrogen and
helium. Because of the great excess of hydrogen over all
the other chemically active elements, the compounds
that are chemically stable in a system with solar elemen-
tal composition are more reduced (less oxidized) than
those encountered in normal experience by residents of
planets with oxygen-rich atmospheres.

A typical minor element, which we shall call elemen-
tium (El), can be found in any of a great variety of
chemical forms and physical states, depending sensi-
tively upon temperature, but also on pressure. Some of
these are, in order of decreasing temperature:

. fully ionized plasma EI"” + ze~
. ionic gas EI*" 4+ 2¢El" + e
atomic gas El(g)

. molecular gas Ely(g); E1O(g); etc.
. first condensate El,O3(s)
low-temperature product EI(OH),

-0 0 oD

The processes a — b, b — ¢, etc., occur during cool-
ing at well-defined lines in pressure-temperature space,
each defined by an equilibrium:

a—b ElI'"4+e « EI'"!

b—c El''4+e « El
¢c—d 2El<ElL
El+ O < EIO
d —e El +3H;0 < ELOs(s) + 3H,

2EIO + H,O « E1203(S) + H,
e —f E1203(S) + 3H,0 «~ ZEI(OH)3(S>

For reactions in which gases are converted from one
form to another, we define these lines as the P-T loci
along which the two El compounds involved in the
reaction have equal partial pressures. For a condensa-
tion reaction, we define the line as the point of
saturation of the condensate, at which its activity
becomes equal to unity. For the alteration of a pure
mineral into another pure mineral, we choose the
point at which the product mineral achieves an activ-
ity of 1. We shall denote the activity of a solid or
liquid phase by the letter @ and the elemental abun-
dance of each element (on a scale normalized to a
silicon abundance of 10° atoms) by A.

Generally, the four different regimes of plasma, neu-
tral atomic gas, molecular gas, and condensate are well
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separated from each other because the characteristic
temperatures of their interconversion processes are very
different. These temperatures are dependent on the
energies of the various reactions. lonization requires
great energies, typically on the order of 10eV (light near
a wavelength of 100 nm), and hence temperatures that
are near

T = hv/3k = 24,000 K. (11.10)

Thermodynamic tables presented in units of joules
(or calories in older tables) show that the dissociation
of common diatomic molecules such as H,, NH, CH,
and OH requires energies on the order of 250kJ mol™!
(60 kcal mol ™)

E(cal/mol™") = huny/j = heNo /i, (I1.43a)

where Ny is Avogadro’s number (6.022 x 10?*) and
j is the conversion factor from ergs to calories
(4.2 x 107 erg cal™"). Thus 60 kcal mol™' is equivalent
to a wavelength of about 5000 A (0.5 um) or 2.5¢eV, or
6000 K. Heats of vaporization are far smaller, typically a
few kilocalories per atom, and hence temperatures of a
few hundred to a thousand degrees are expected.

It should be noted that the use of electron volts to
measure ionization potentials, Angstroms to measure the
wavelength of ultraviolet light, micrometers for the
wavelength of visible light, and kilocalories for the energies
of chemical reactions is well entrenched in the literature.
The use of micrometers or nanometers for wavelengths is
preferred, but some familiarity with each of these systems
and their interconversion is unfortunately still essential.
A guide to energy interconversions is given for the comfort
and convenience of the student in Table IV.3.

In the following discussion we shall generally begin
at high (stellar) temperatures and end at low (planetary)
temperatures, in keeping with the sequence that we
began with our discussion of the Big Bang and stellar
nucleosynthesis.

Tonization

The energy level diagram for the H atom given in
Fig. IV.2 showed that the energy required to excite an
atom from the ground state to the continuum level (the
ionization potential) is exactly % times the energy of the
Ly « transition from » = 1 to n = 2. Because the wave-
length of Ly « is 1216 A, the minimum energy photon
capable of ionizing ground-state H will have a wave-
length of% times 1216, or 912 A, equivalent to 13.6eV
or a metric wavelength of 91.2 nm. From the same figure
and from the accompanying text it can be seen that
the energy required to ionize He™ (not He!) is exactly
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Table IV.3 Energy Conversion Factors and Definitions

IV. The Sun and the Solar Nebula

Table IV.4 Atomic Ionization Potentials

eV, electron volt, the energy acquired by an electron when
accelerated through a potential difference of 1 V
erg, the cgs unit of energy, equal to 1 g cm? s~2
cal, calorie, the energy required to raise 1g of water at 1atm from
3.5to 4.5°C
Photon energy in ergs = hv
Ny particles = 1 mole
Ny photons = 1 einstein
Ny electrons = 1 faraday
Ng = 6.0222 x 10 = Avogadro’s Number
Energy of 1 einstein of photons = Nohv = Nohe/A
A, wavelength unit = 108 cm = 10°m = 10~* um = 0.1 nm
Mass equivalence: 1 atomic mass unit (AMU) = ¢?/Ny erg = 923 MeV
Conversions
E(eV) = 1.240/\(um)
1 joule = 107 erg
1 cal = 4.2 x107 erg
T(K)Amax = 2897.8 um K
T(K) =2340E (eV)
c =8.980 x10¥ erg g~ = 5.55x102eV g~
lerg=6.19 10" eV

Z? times larger, corresponding to a wavelength of
22.8nm (an energy of 54.4eV). The first ionization
potential of helium, which is the energy required to make
He' from He, is 24.58 ¢V, which, from Table IV.3, can
be seen to be equivalent to 50.4-nm (504 A) light.

From the discussion of the Planck function in Chap-
ter II we can see that typical photon energies are a few
times greater than k7, and photons several times more
energetic than average are present in small numbers. For
wavelengths that are so short relative to the Planck peak,
the Planck function [Eq. (I1.41)] simplifies to

By = (2hc* /) X3) exp(—he/kTN), (IV.86)

so that, at hv = he/A = 15kT, the exponential factor is
3x 1077, and B, is down from the Planck peak by a
factor of 5 x 107>, a great reduction indeed. We may say
that the photons in the short-wavelength (UV) wing of
the black body emission for typical stellar photospheric
temperatures will be so energetic that they will be
absorbed by neutral atoms, such as those in stellar atmo-
spheres. Thus the flux deficiency (lower black body tem-
perature) of the Sun at UV wavelengths is qualitatively
comprehensible.

Table 1V.4 lists the first ionization potentials for a
number of atoms of cosmochemical interest. Note that
hydrogen and helium have rather high ionization ener-
gies; indeed, helium is the hardest element to ionize.
Elements such as the alkali metals lithium, sodium, and
potassium might, because of their ease of ionization, be
much more important sources of electrons than H and
He at temperatures of a few thousand degrees, despite
their low cosmic abundances.

Energy required to remove each electron (eV)

Atom 1 2 3 4
H 13.60 — —
He 24.58 54.4 —
Li 5.39 75.29 122.4 —
Be 9.32 18.16 153.2 217.6
B 8.30

C 11.26

N 14.54

(0] 13.61

F 17.42

Ne 21.56

Na 5.14

Mg 7.64

Al 5.98

Si 8.15

P 10.55

S 10.36

Cl 13.01

Ar 15.76

K 4.34

Ca 6.11

Fe 7.90

Consider a cool solar-composition gas at 2340 K.
The thermal energy yardstick, k7, is then equivalent
to 1.00eV. The fraction of H atoms excited to their
ionization energy or above is proportional to
exp(—E*/kT)=12x 107°, whereas the fraction of
sodium atoms ionized is exp ( —5.14/1) = 6 x 1073, The
relative numbers of ions n; are

A B AT
N+ Anexp —(Ejm)/kT)

(IV.87)

where A; is the atomic cosmic abundance of element i
(see Table 11.4).

Thus even at this very low temperature, equivalent
to Amax = 1.23 um, a very cool red giant or late M-type
dwarf, only 1% of the ionization of the envelope is due to
sodium. At a temperature of 1640 K (0.7 e¢V) sodium will
account for a quarter of the total ionization and potas-
sium for another 5%. Thus, in stellar photospheres,
ionization of hydrogen is normally the main source of
free electrons.

Very high photospheric temperatures are required to
effect substantial ionization of helium. At 5800 K, the
mean temperature of the solar photosphere, the fraction
of He ionized to He™ is exp (—24.58/2.48) = 5 x 1073,
whereas the fraction of He™ that is ionized to He?" is
only 3 x 107'°. Thus for every 10 He atoms there
would be 5 x 10" He™ ions and 1.5 x 10° He?* ions.
The 1.5 x 10?! H atoms accompanying this amount of
He would give 6 x 10'® H" ions and electrons at the same
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temperature. These electrons are available to react with
helium ions and can thereby decrease the degree of
ionization of helium.

For more complex atoms with many electrons
there will be a long sequence of successive ionizations
spread over a very wide range of temperatures. Con-
sider an iron atom heated sufficiently to remove 25 of
its 26 electrons. The ionization energy for the last
remaining electron is 13.6(26)> = 9194¢eV! Thermal
ionization of iron down to bare nuclei and free elec-
trons would thus require a temperature near 2 x 107 K,
typical of the cores of MS stars. The photon with the
minimum energy to lift this electron from the ground
state would have a wavelength of 1.35 A and would
thus be a hard X ray.

How can we treat the thermal ionization of a
complex mixture in which many different ionization
states and many different atomic species with their
own ionization potentials are present? We will illus-
trate the general method with an example. Consider
hydrogen and helium, for which the relevant reactions
are

H=H"+e (IV.88)
He = He' +e¢ (IV.88a)
He® = He’" +e. (IV.88b)

At equilibrium at temperature 7, the partial pressures
of these species are governed by the relations (see
Appendix I)

Kss(T) = (pu+pe)/Pu (IV.88c)
Kssa(T) = (PrePe) /Phe (IV.88d)
Kggb(T) = (p]-leupe)/pﬂffr (Ivgge)

In addition to these thermodynamic constraints, we have
the mass conservation equations

Pu + pu+ = constant = XH (Iv.88f)

Phe + Pret + Pret+ = constant = Y He. (IV.88g)
Further, we know that the sums of H and He are in the
same proportion as the elemental abundances of these
elements,

YH/¥He = ay/ape, (IV.89)
and we know that the total pressure is
P = py +pu+ + Phe
+ Pye+ + Puerr + Pe- (IV.89a)
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Finally, we know that the gas must be electrically neu-
tral:

Pu+ T PHet T 2pl—[eer = Pe- (IV89b)

We now have eight equations in eight unknowns (the six
partial pressures and the sums of hydrogen and helium),
and we can therefore solve the system for any arbitrary
temperature and pressure. If we desire to insert another
element, such as oxygen, then

0=0"+¢ (IV.90)

Koo(T) = (po+pe-)/Po

and we need only add a new equation to conserve oxy-
gen,

(IV.90a)

Po +po+ = ZO, (IV90b)

apply the cosmic abundance data as we did for He, add
O and O™ to the total pressure equation, and add O* to
the electrical neutrality equation. We then have a system
of 11 equations in 11 unknowns, of which the partial
pressures of O and O" and the oxygen sum are the new
variables. Thus the system may be expanded to include
as many species as desired, as long as we know the
ionization equilibrium constants K(7') and the elemental
abundances.

The system rapidly becomes too cumbersome for
hand calculations unless intelligent first guesses greatly
simplify the task. As an example, we might assume
that, in this system, the high ionization potential of
helium and the low abundance of oxygen suggest that
the total electron pressure could be very well approxi-
mated by solving equilibrium (IV.88) alone and then
using that calculated electron pressure to solve the
other equations singly. In any event, such a system
can be solved iteratively by a computer with little
difficulty.

One of the most important curiosities of the chem-
istry of hot hydrogen and helium is the formation of the
H~™ ion by electron attachment on a hydrogen atom:

H+e =H". (Iv.91)
This ion is weakly bound, is readily formed in collisions
of electrons with H atoms in a dense gas, and is a strong
broad-band absorber; the extra clectron is so easily
removed by a photon that visible light dissociates H™,
and even a small trace of this ion provides considerable
opacity across the visible spectrum. Thus, even though
the concentration of H™ is never high, it is a very
important source of opacity in the outer envelopes of
MS stars. The absorption spectrum of H is sketched in
Fig. IV.13.
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Figure IV.13  Absorption coefficient of the negative hydrogen ion.
Note that H™ provides wide-band opacity across the visible and near
infrared spectra. The principal sources of this opacity are bound—free
and free—free transitions of H™ and of H + e~, respectively.

Dissociation and Molecule Formation

At temperatures below about 2000 K, the over-
whelming majority of the atoms of every element are
neutral, not ionic. In this temperature range k7 is com-
parable to the strengths of some of the strongest chemi-
cal bonds, and diatomic and polyatomic molecules may
form.

The most universal example of this process is pro-
vided by the simplest element:

H,=H+H (IV.92)

Koo (T) = (pu)’ /ph,-

Because of the large elemental abundance of hydrogen and
helium, the total pressure is well approximated by the
sum of the H, H,, and He partial pressures over a wide
range of conditions.

If we replace the partial pressures p; (atm) of each
species by the product of its mole fraction (f) and the
total pressure (P), we can write the last equation as

P(fH)z :fi’lzK92a

whence it is clear that increasing the total pressure (P)
causes a decrease in the mole fraction of H and an
increase in the mole fraction of molecular hydrogen. A
pressure increase opposes the increase in the number of
particles caused by dissociation, in accord with Le Cha-
telier’s principle:

(IV.93)

(IV.94)

Any system, whenever possible, responds to an
externally applied stress so as to minimize the
internal effects of that stress.

IV. The Sun and the Solar Nebula

Thus increasing P causes a shift of the equilibrium
(the equilibrium constant is indeed constant) in favor of
molecular hydrogen, thereby decreasing the internal
pressure and thus the internal pressure. Halving the
volume of gas with a piston at constant T increases the
internal pressure by less than a factor of 2.

The value of the equilibrium constant for Reaction
(IV.92) is fairly well given by

log Ko>(T) = 6.16 — 23,500/ T (IV.95)

over the range of temperatures from about 1000 to
4000 K, and thus

2logpu — logpy, = 6.16 —23,500/T.  (IV.96)

The line along which H and H; are equally abundant
thus has the formula

logpr = 0.5logpy, = 6.16 — 23,500/T,  (IV.97)

which gives 3815K when the H and H, pressures are
both 1 atm, 2313 K when they are both 10~*atm, and
1660 K when they are 10~% atm. The photospheric sur-
face of the Sun, at about 1 atm and 5800 K, is therefore
very poor in H, and very rich in H. Cool MS stars have
considerable molecular opacity, so that it is not possible
to see as deep as the 1atm level, and only the coolest
stars have photospheric temperatures below 3000 K. The
dominance of atomic H is therefore a very general
phenomenon.

The most stable diatomic molecules in the stellar
environment are those with the greatest bond strengths.
It is therefore not surprising that multiple-bonded dia-
tomic molecules such as N,, CO, CN, and C, are seen in
stellar atmospheres up to rather high temperatures.

The most important reactions for making the most
stable and abundant of these stellar (and sunspot)
molecules are given in Table IV.5. Included in the list
are, not surprisingly, the only molecular species
observed in sunspots.

A few generalizations can be made about these spe-
cies. Clearly double- and triple-bonded molecules of abun-
dant elements are dominant. HF, HCIl, and OH contain
the three strongest covalent single bonds known. Oxides of
highly electropositive metals that prefer high valences

Table IV.5 Formation of Diatomic Molecules

H+H—H, S+S—S, P+0O—PO  Sc+0O — ScO
C+0—-CO N+O—-NO P+N—=PN Zr+0— ZrO
H+O—-OH N+S—NS P+P—P, Y +0 — YO
C+N—-CN H+F—-HF C+P—CP  Si+H-—SiH
C+S—CS H+Cl—HC Si+0—Si0 Mg+H— MgH
0+0—-0, H+N-NH Si+S—SiS Ca+H-— CaH
S+0—-S0 H+C—CH Al+0—AI0 Si+F—SiF
C+C—C, H+S—SH Ti+O—TiO Mg+F — MgF
N+N—=N, H+P—-PH V+0—-VO Sr+F—SF
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(34 or 4+) are also in evidence. It is a curious fact that
VO, ScO, TiO, ZrO, and YO are prominent contributors
to the dark-band absorption spectra of cool stars.

Most of the molecules in this list are extremely
reactive under conditions of lower temperature, at which
they will react to form polyatomic gases or condensates.
The active metals that form highly refractory (involatile)
oxides are generally in the latter category.

Those species from Table IV.5 that react to form
polyatomic gases at lower temperatures are listed in
Table IV.6. We now have sufficient knowledge of prin-
ciples to delve into the chemical behavior of solar mate-
rial in detail, element by element. We shall look for
behavior that provides sources of molecular opacity in
cool stellar atmospheres and sunspots and for the iden-
tity and condensation behavior of the species that form
condensates in a solar-composition gas.

Hydrogen and the Rare Gases

A simple introduction to the equilibrium chemical
behavior of solar material is provided by summarizing
what we have so far learned about hydrogen. Figure
IV.14 shows the major features of the behavior of
hydrogen from 10~ to 10 bar total pressure over the
temperature range from about 10,000 K down to abso-
lute zero. We recall that, above about 10,000 K, hydro-
gen is highly ionized and is found mainly as a plasma of
protons and electrons. From about 10,000 K down to a
few thousand degrees, ionization drops rapidly to negli-
gible levels, and the gas becomes almost pure atomic
hydrogen. Below 2000 to 3000 K (depending on pressure
in the way we discussed in the previous section), mole-
cular hydrogen is dominant. At about 10K, again
depending on the pressure, hydrogen condenses to form
solid molecular hydrogen. At pressures of a few tenths of
an atmosphere, condensation occurs at a temperature
above the melting point of hydrogen, and liquid hydro-
gen is the stable condensed phase. Finally, at pressures
above the critical pressure of hydrogen, it is possible to
compress “gaseous” hydrogen to “liquid” hydrogen
without ever passing through a phase transition.

Table IV.6 Formation of Polyatomic Molecules

H+ OH — H,0 0+ CS — COS H + CH; — CH;
H+SH — H»S 0+ CO — CO, H + CNO — HCNO
PO+ O — PO, H +PH, — PH3 H + CP — HCP

H + CO — CHO
H+ CH — CH,
H + CN — HCN
H + PH — PH,
S+ CO — COS

H + NH — NH,;
H + CHO — CH,0O
O+ CN — CNO
CH“rCH*) C2H2
H + NH, — NH;

H + CH; — CHy4
CHZ + CH2 — C2H4
CH; + CH; — C,Hg
AlO +H — AIOH
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Figure IV.14 Hydrogen, helium, and neon chemistry. The top line
is the locus of equal H and H, pressures: below it, H; is the dominant
gas. The saturation temperatures for H,, Ne, Ar, and He are illus-
trated. Note the triple point (TP) and critical point (CP) of H, and
the He gas-liquid I-liquid II pseudo-triple point (“TP”). The horizontal
dashed line labeled T}, is the microwave background temperature of
the Universe. Lower temperatures, although not wholly impossible,
require artificial (or natural) refrigeration.

At pressures higher than those included in this graph
the freezing line of molecular hydrogen is strongly
curved, and at even higher pressures (several megabars)
solid molecular hydrogen collapses to form metallic
hydrogen, which is an electrical conductor. Because
hydrogen makes up over 70% of the mass of the Uni-
verse, we would do well to keep its behavior in mind as
the backdrop against which all the complex chemistry of
the other, rarer elements takes place.

One convenient feature of the chemistry of hydrogen
is that it is so much more abundant than any other
chemically active element (1000 times as abundant as
oxygen) that its reactions with the other elements involve
a negligible proportion of the total mass of hydrogen
present. Also, from about 2000 K down to a few kelvins,
hydrogen is present almost exclusively as molecular H.

Hydrogen and the second most abundant element,
helium, together account for about 98% of the mass of
solar material. Helium is found exclusively as gaseous He
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from its ionization temperature (over 10,000 K) down to
roughly 1K, its condensation temperature. Thus, over an
immense range of “ordinary” temperatures and pressures
(10 to 2000K; 10~° to 10° bar) solar material is well
described as a slightly impure mixture of H, and He gases.
We indicate the mole fraction of each gas i in a mixture as

Ji = pi/Eipi = pi/ P. (IV.98)

This statement may be written quantitatively as
fu =0.876 (76% by mass) and fy. = 0.122 (22% by
mass), totaling to a mole fraction of 0.998 and a mass
of 98%. The other 100 elements account for the remain-
ing 0.002 mole fraction and 2% mass.

The chemistry of the other rare gases is nearly as
simple as that of helium: they ionize at slightly lower
temperatures than He and condense at slightly higher
temperatures. Because of their simple behavior, we
can usually take their mole fractions to be constant
over the “ordinary” range of conditions; they are
frne=2%107% far=7x107% fx;,=2.8x 107 and finally
fxe=23.2x10"1". Note the condensation curves of He,
Ne, and Ar in Fig. IV.14.

The heavier rare gases are successively more polar-
izable and hence more prone to chemical complications.
In fact, argon, krypton, and xenon all can form quite
stable solid hydrates, as we shall see later. For this
reason, the condensation behavior shown in the figure
for saturation of pure solid and liquid argon may very
well not be achieved.

Unfortunately, with our discussion of hydrogen,
helium, and neon we have now exhausted the chemically
simple elements. Fortunately, the more difficult elements
are more interesting!

We shall now adopt the strategy of treating the
chemical behavior of the remaining elements fairly con-
sistently in decreasing order of abundance. In this way,
the general features of the chemistry of each element can
be grasped without the undue complications introduced
by its interaction with less abundant elements. By this we
simply mean that, because (for example) silicon is 108
times as abundant as uranium, our discussion of silicon
can safely neglect uranium. When we want to under-
stand the chemistry of uranium, for which the chemistry
of silicon is of crucial importance, we shall already have
that information.

With this general guiding philosophy, we shall now
proceed to discuss the fundamental chemical behavior of
the other elements in solar-composition material.

Oxygen, Carbon, and Nitrogen

After hydrogen and helium, the next most abun-
dant element in the cosmos is oxygen. (It is a bit
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startling to the novice geology student to hear for
the first time that the most abundant element in the
Earth is oxygen, due to the prevalence of oxide
minerals in the Earth.) Immediately after oxygen in
cosmic abundance comes carbon, with an abundance
Ac = 0.64p, which reacts strongly with oxygen. Next
in order of abundance is nitrogen, with an abundance
0.3 times that of carbon. These three elements are
responsible for the large majority of the “icy” materi-
als that can form in the Universe, including water ice,
solid methane, ammonia, carbon dioxide, carbon
monoxide, and solid gas hydrates. They are closely
similar in abundance and highly interactive and
coherent in their chemistry, and it is appropriate to
discuss them together.

At very high temperatures, near 10,000 K, the atomic
ions O",C*, and NT are the dominant forms of these
elements. Atomic O, C, and N are important from the
ionization region on down to about 3000 K (dependent
on pressure). Below 2500 to 3000K three very stable
diatomic molecules, which we have already encountered
in the previous sections (CO, carbon monoxide; OH, the
hydroxyl radical; and Nj, molecular nitrogen) are
important. Near 2000 K OH reacts to form the saturated
and very stable molecule H,O, water vapor. Below
about 600 to 1000 K CO reacts with hydrogen to convert
to CH4, methane gas, and finally at a few hundred K
molecular nitrogen is similarly reduced to form NHj,
ammonia.

Cooling of an H-O-C-N mixture from about
3000 K gives rise to the following sequence of equili-
brium reactions:

N+N=N, (IV.99)
H+H=H, (IV.100)
C+0=CO (IV.101)

H+ 0 = OH (IV.102)

H + OH = H,0 (IV.103)

CO + 3H, = CH, + H,0 (IV.104)

N, + 3H, = 2NH; (IV.105)

H,0 = H,0(s) (IV.106)

NH; + H,0(s) = NH; - H,O(s) (IV.107)
CH, + 7TH,0(s) = CH, - TH,O(s) (IV.108)

If equilibrium is attained at all temperatures, then
formation of the solid ammonia monohydrate uses up
only about 10% of the water ice, whereas formation of
the methane hydrate uses up all the remaining water ice
and leaves substantial excess methane. The methane
hydrate is one of a class of compounds called clathrates,
in which “host” atoms or molecules such as Ar, Kr,
CHy, Ny, or CO are physically imprisoned within one
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of the large natural cavities in the ice lattice. At even
lower temperatures, the excess methane that cannot be
accommodated in the clathrate hydrate can condense
directly as solid methane:

CH4 = CHy(s). (IV.109)

These reactions are summarized in Fig. IV.15.

Because the abundance of C is only slightly more
than half that of O, the abundances of CO and OH after
Reaction (IV.102) are roughly equal, as are those of CO
and H,O after Reaction (IV.103). After the reduction of
CO in Reaction (IV.104) the water abundance is roughly
doubled and hence rises to about twice the methane
abundance.

The boundary between the CO- and the CHy-rich
regions is very important for several reasons. The
activity of graphite attains a maximum on this line,

log T(K)
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Figure IV.15 Carbon, nitrogen, and oxygen chemistry. Atomic H,
C, N, and O combine to form OH, CO, and N, and thence stepwise to
form H,O, CHy, and NHj as the temperature falls. The condensation
processes are, in order, condensation of water ice I, partial conversion
of ice I to ammonia monohydrate, conversion of all remaining water
ice to the methane clathrate hydrate, and condensation of the leftover
methane. b illustrates the equilibrium regions of dominance of the
various compounds of C, N, and O. Note the region of thermodynamic
stability of graphite at low pressures (< 1077 bar).
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and the abundance of hydrocarbon gases is a maximum
here. The abundance of the common gas CO,, which is
familiar to residents of highly oxidized planets, is gen-
erally rather small in a solar composition gas, except
within a narrow range of conditions shown in Fig.
Iv.15.

The melting behaviors of methane and of the
ammonia-water system are indicated in the figure.
The latter is of great importance in the atmospheres of
the giant planets and in the interiors of icy satellites and
will be discussed in detail in Chapters V and VI. For
now, it suffices to note that, at pressures near 10 bar,
gaseous ammonia may react with water ice to produce
an aqueous solution of ammonia. Because dissolved
ammonia may depress the freezing point of water to as
low as —100°C, this reaction introduces some interesting
complications in the phase behavior.

We emphasize that we are assuming strict ther-
modynamic equilibrium. There are several ways in
which this assumption might be faulty. First, the
reactions that reduce carbon monoxide and nitrogen
to methane and ammonia may be too slow to take
place in a reasonable amount of time. Second, these
reactions may make unstable or metastable products
in the presence of catalytically active mineral grains.
Third, entry of ammonia and methane into cold ice to
form their solid hydrates may be severely diffusion
limited and may not reach equilibrium in the avail-
able time. With these caveats, let us look more closely
at the reactions by which carbon monoxide and
nitrogen are reduced to methane and ammonia
[Reactions (IV.104) and (IV.105)].

We shall show how to find the boundaries between
the CO and the CHy regions and between the N, and the
NHj regions, that is, the lines along which the partial
pressures of these respective pairs of gases are equal. The
pressure and temperature dependence of these two reac-
tions can be written down in simple form:

2 . 2
1
Kigs(1) = 2L Uil Ly 1)
pNz(sz) sz(fl‘lz)
log K105(T) = —12.23 + 5720/ T (IV.111)
Kioa(T) = LEHLLHO _ e/, o (IV.112)
pco(pn,)”  feo(fu,)
log K104(T) = —13.21 + 11740/ T. (IV.113)

Approaching the N,—NHj3 boundary from the low-P side
along an isotherm (7T is a constant; therefore, K(7) is
a constant), the mole fraction of molecular nitrogen is
essentially at the level fn, = fu,(An/An) = 1.18 x 104
until the boundary is closely approached. In this
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temperature—pressure region the mole fraction of mo-
lecular hydrogen is constant. Then

Sany = P(Klostz(féz)l/z x P

On the high-pressure side of the boundary, the ammonia
mole fraction is constant at twice this level, and the N,
mole fraction is a strong function of pressure:

A
sz_(sz)3K105P2 e

Similarly, for the boundary between the CO-rich region
and the CHy-rich region, we can calculate the values of
the CO and CH4 mole fractions as a function of P.
Equation (IV.112) shows that this may be done readily
if the water vapor mole fraction is constant. Actually,
however, the water vapor abundance nearly doubles close
to the boundary as CO is reduced to CH4 and H,O by
increasing pressure. On either side of the boundary, how-
ever, the water mole fraction is quite closely constant. In
the CO-rich region almost all the carbon is CO, and hence
40% of the total oxygen is found as H,O. Thus, in the CO
region, fco = 0.8 X Ap/Ay = 4.8 x 107*. In the methane
region, fu,0 = 24c/An = 1.19 x 1073, Thus, in these
two regions,

(IV.114)

(IV.115)

3
fen, = Kiosfeolin)” pa o p2 (IV.116)
JSu,0
and
1
feo = Jenfiwo 1 poa (IV.117)

(fH2)3K104 P

For both the carbon and the nitrogen systems we can
sketch out very easily the values of the mole fractions of
the gases found along an isotherm. These results are
given in Fig. IV.16 for T'= 1000 K. The slopes on the
log f'vs log P plot of —2 for CO and N;, + 2 for CHy,
and +1 for ammonia are all clearly seen. Also, the slope
for the mole fraction of atomic H is %, as we expect from
Equation (IV.97).

Figure IV.16 was in fact constructed by detailed
chemical equilibrium calculations on a system contain-
ing hundreds of compounds of hydrogen, oxygen, car-
bon, and nitrogen. It is fascinating to see the stark
simplicity of the results. Species such as HCN,
C,H,, C,Hy, CoHg, CH,0, and HCNO are not abun-
dant enough to appear on the diagram. The chief among
these is ethane, C,Hg, which reaches a maximum mole
fraction of 7 x 107! at 1000 K. Even the very stable
CO; has an abundance everywhere smaller than 1 ppm
because of the enormous excess of Hj.

Our general conclusion regarding organic compo-
unds must be that, at temperatures below the CH;—CO
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Figure IV.16 Mole fractions of H, C, N, and O gases along an
isotherm. The crossover points for ammonia and methane at 1000 K
are emphasized. Note also the CO, and H abundances.

boundary, the chemical stability of CHy is so great that
other carbon compounds are suppressed. In the CO
region from about 1000 to 3000K there is enormous
complexity, in that tiny traces of large numbers of radi-
cals and small polyatomic molecules are present, espe-
cially those listed in Tables IV.5 and IV.6. There are,
however, no large abundances of interesting products.
Above about 3000 K the chemistry again becomes sim-
ple as even species such as CO, CN, and OH decompose
into their constituent atoms.

So far, we have considered the system H, He, O, C,
N, Ne, Ar, Kr, and Xe. We have encountered only a few
equilibrium condensates that might be important above
about 20 K. These are water ice, solid ammonia mono-
hydrate, solid methane, and the solid clathrate hydrates
of methane, argon, krypton, and xenon. At temperatures
above about 200 K, only graphite is a possible conden-
sate. However, graphite is thermodynamically stable
only at temperatures so low that reactions that might
form it would have negligible rates. Graphite precipita-
tion from a solar composition gas does not seem to be a
reasonable process in stellar atmospheres or in circum-
stellar gas clouds.

Of the ices found to be thermodynamically stable in
the Universe at large, water ice is the only one found as
an abundant terrestrial mineral. Solid clathrate
hydrates of light hydrocarbons have been found in
permafrost beds overlying natural gas deposits in
high-latitude settings such as Siberia, northern Canada,
and Alaska. Gas hydrate deposits are also found in
many locations on the ocean floor, where they are
stabilized by the low temperatures (close to 4°C) and
high pressures. Related hydrates, including the propane
clathrate hydrate CsHg - 7H,O, are also formed in natural
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gas pipelines when moist gas is subjected to high pres-
sures.

The terrestrial planets are generally too warm for
the other ices and are generally very deficient in
methane, ammonia, and heavy rare gases. The outer
Solar System presents a suitable environment for the
formation and survival of such ice minerals.

In discussing the chemistry of hydrogen and
helium, we covered the entire range of chemistry acces-
sible to the early Universe and to the systems of Pop II
stars, reflecting only the nucleosynthetic contributions
of the Big Bang and perhaps the pp chain and the
carbon cycle. In extending our discussion to carbon,
nitrogen, oxygen, and neon, we treated the chemistry
of the elements at the heart of the catalytic carbon
(CNO) process, the products of helium burning, and
the early steps of the alpha process. We may conceive
of second-generation planetary systems in which this
chemistry occurs and is the whole story; heavier ele-
ments may be negligible in abundance in them or even
totally absent. Such systems could contain gas-giant
planets or icy planets, but terrestrial (rocky) planets
and satellites would be impossible. To build such
objects requires the abundant presence of rock-forming
elements, such as the next two alpha-process nuclides
beyond *Ne,?*Mg and 2%Si. We shall now turn our
attention to these elements.

Magnesium and Silicon

Traces of SiO and SiS gases can be found even at
temperatures of 3000 to 4000 K. Near 2000 K the domi-
nant gaseous species are Mg, SiO, SiS, and Si. At very
high pressures SiHy (silane) gas is also important.

Condensation of these elements begins with the for-
mation of solid forsterite, Mg,SiO4, near 1400 K, fol-
lowed at most pressures by the formation of enstatite,
MgSiOs, at only slightly lower temperatures. The major
reactions are

SiO + 2Mg + 3H,0 = Mg,SiO4(s) + 3H, (IV.118)
forsterite
SiS + H,0 = SiO + H,S (IV.119)
Si + H,O = SiO + H, (IV.120)
SiO + Mg,SiO4(s) + HoO = 2MgSiO4(s) + Ha.
forsterite enstatite
(IV.121)

Here, as elsewhere, solids (s) and liquids (1) are marked
as such, or mineral names are given, whereas gases are
left unmarked.
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Because the abundance of magnesium is almost
exactly equal to the abundance of silicon, cooling to
the point of complete condensation (about 1100 K) pro-
duces almost pure enstatite.

At much lower temperatures, below about 400 K, it
is possible for enstatite (or forsterite, if present) to react
with water vapor to produce hydroxyl silicates such as
talc:

4MgSIO3 + 2H20 = Mg4Si4010(OH)4.

enstatite talc

(IV.122)

Through such reactions water may be retained in a
chemically bound state in minerals such as talc, serpen-
tine, or chlorite at temperatures far too high for direct
condensation of water or ice.

The reactions of silicon and magnesium are sum-
marized along with those of iron in Fig. IV.17. Note
that increases in pressure favor forsterite condensation,
its alteration to enstatite, and the eventual formation of
talc in accordance with

Afo (pl‘lz )3

K]lg(T) = 3 3
psio( pmg)” (PH,0)

(IV.123)

We can then solve for the activity of forsterite and
express the gases in terms of mole fractions rather than
partial pressures:

_ Kiis fsio(fme)” (finso)
(sz)3

Reactions (IV.121) and (IV.122) can be treated in the
same manner. In the absence of condensation,

P (IV.124)

fo

Jsio = fmg = constant, and the activity of forsterite

increases as P>. When the activity reaches 1.00, conden-
sation occurs. The activity of the condensate is set equal

4
- I 1 1
SS SO Fe()
Fe -Fe (s)
) .
= 3F MgSi03+M825104 -
o0
g Fe
2)
serpentine
—
2_9 6 3 0 +3
log P(b)

Figure IV.17 Silicon, magnesium, and iron reactions. The major
high-temperature event is the reaction and condensation of SiO, Mg,
Fe, H,O, and other gases to produce metallic iron and the magnesium
silicates. The endpoint in the oxidation of metallic iron to form FeO-
bearing silicates and the point of conversion of ferromagnesian silicates
to serpentine are also given.
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to 1.00, and the gas pressures in equilibrium with the
condensate are recalculated.

The course of nucleosynthesis beyond 2%Si passes
first through the alpha process products 32S and 3°Ar
and then through a tortuous series of reactions to the
iron-group (the e-process) abundance peak. The next
two elements after Si and Mg in abundance are Fe and
S, which interact strongly with each other.

Iron

The only gaseous iron species of any consequence is
atomic iron vapor. Upon cooling to about 1500 K this
vapor condenses directly to metallic iron. At total pres-
sures of several bars iron condenses above its melting
temperature, and liquid iron is the stable phase. The
relevant reaction is

Fe — Fe(s, 1)
are = Kiaspre = K125 fre P,

(IV.125)
(IV.126)

from which it is obvious that increasing total pressure
favors direct condensation of minor constituents.

The vapor pressure of metallic iron is given rather
well by [see Appendix I, Eqn. (AI1.46)]

log pre(atm) = —=AGY, /2.303RT
= (TASy.p — AHS,))/4.576T

vap

= ASup/4.576 — AHS, /4.576T, (1V.127)

where AG® (calmol™") is the standard Gibbs free energy
of vaporization, AH® (cal mol™') is the standard enthalpy
of vaporization, R is the gas constant (calmol™' K1),
and AS (cal mol”' K™!) is the standard entropy of
vaporization (see Appendix I). It can be seen that log
pFe increases linearly with —1/7". At the point of satura-
tion of iron vapor the activity of solid iron reaches 1.00,
and log pFe = —log K»s. Because AS,,, and AH\?ap are
very slowly varying functions of temperature,

IOg K125 = Cl/T — b, (IV128)

where a and b are constants. This very general expres-
sion is applicable to a wide range of chemical equilibria,
as we saw in our earlier discussion of thermal dissocia-
tion of molecular hydrogen. Condensation of metallic
iron occurs slightly above the condensation temperature
of magnesium silicates at most pressures, but the two
condensation curves virtually coincide below 107 bar
total pressure.

At lower temperatures the chemistry of iron becomes
rather more complex. The details of its behavior are of
great importance for understanding the chemistry of
meteorites, asteroids, and the terrestrial planets.

IV. The Sun and the Solar Nebula

Metallic iron can be oxidized by water vapor at low
temperatures according to the reaction

Fe(s) + HyO = FeO(s) + H,. (IV.129)

Pure solid FeO (wiistite) of unit activity cannot be
formed in a solar composition system above a temperature
of about 400 K. If we solve the equilibrium expression
for Reaction (IV.129) for the activity of FeO, we find

areo = Kiarepn,o/pu, = Kinofw,o/fu,,  (IV.130)

which is a function of temperature alone. There is no
explicit dependence of FeO activity on pressure. We can
recall, however, from our discussion of Reaction
(IV.104), that the mole fraction of water changes rather
abruptly by about a factor of 2 when the CO—CH,4
dominance boundary is crossed. Thus the FeO activity
is pressure-independent except for a jog at the CO—CHy
boundary.

By an interesting coincidence of nature the Fe>* ion
is an almost perfect match for Mg”>" in both charge and
ionic radius. Thus FeO may freely replace MgO in a
wide range of minerals, including both enstatite and
forsterite. In our discussion of silicon and magnesium,
we argued that the near equality of their cosmic abun-
dances caused enstatite to be the dominant magnesium
silicate after completion of condensation. But we now
must add FeO to this system at somewhat lower tem-
peratures. This must cause a large increase in the ratio of
divalent cations to silicon. In fact, because the cosmic
abundance of iron is also almost equal to those of Mg
and Si, complete oxidation of metallic iron to FeO
(below about 400K) would provide SiO,, MgO, and
FeO in nearly equimolar amounts, precisely what is
needed to make MgFeSiO,, an iron-oxide-bearing ana-
logue of Mg,SiO4. Minerals of this stoichiometry and
structure, regardless of the Fe:Mg ratio, are called oli-
vine. Pure Fe,Si0y is fayalite, and all naturally occurring
olivines are solid solutions of the two end members,
forsterite and fayalite. The general formula for olivine
which reflects the allowed range of compositions is
(Fe,Mg),SiOs4.

Substitution of FeO for MgO also occurs in ensta-
tite. Solid solutions ranging in composition from FeSiO;
(ferrosilite) to MgSiO; (enstatite) are members of the
pyroxene family, which we shall soon revisit when we
discuss another divalent cation, calcium. Pure FeSiO; is
unstable with respect to decomposition into a mixture of
FeO and SiO;; pure ferrosilite does not exist.

Because FeO can be present in minerals as solid
solutions of FeSiO; and Fe;SiO4 even when pure FeO
cannot be made, FeO is able to enter silicates in appreci-
able quantities even well above 400 K. Indeed, it is now
possible for the silicates to accommodate a// the iron as
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FeO compounds in solid solutions before the tempera-
ture drops below 490 K. Thus metallic iron must disap-
pear by this temperature, and pure wiistite never forms.
From about 1400 K down to 490K, Fe metal coexists
with FeO-bearing silicates.

The oxidation of Fe metal involves incorporation of
FeO in silicates by
Fe(s) + H,0 + MgSiO5(s)

kamacite enstatite

- FeMgSlO4(S) + H,

olivine

(IV.131)

FeMgSiO,(s) + MgSiO;(s)
= (Mg, Fe),SiO4(s) + (Mg, Fe)SiOs(s). (IV.132)

If we denote the mole fraction of Fe?" silicate in the
olivine as x(FeO) = n(FeO)/(n(FeO) + n(MgO)), then
the concentration of FeO depends on temperature
approximately as

log Xpeo = —5.85 + 2775/ T, (IV.133)

where xpeo is close to but not identical to ag.o in Eq.
(IV.130).

Below 490K the ferromagnesian silicates olivine
(now dominant) and pyroxene (now minor) can be
altered by reaction with water vapor in much the same
way that enstatite alteration produces talc. The product
in the present case is a layer-lattice ferromagnesian sili-
cate, such as serpentine or chlorite, with essential hydro-
xyl groups. Formation of serpentine can be written

(Fe, Mg)SiO;(s) 4+ 2H,0

pyroxene
= Si0,(s) + (Fe,Mg);Si,O5(OH),.  (IV.134)
quartz serpentine

The main reactions relevant to the system Fe-Mg-Si—-O-H
is solar material are summarized in Fig. IV.17. The
dependence of the FeO content of the silicates on tem-
perature is illustrated in Fig. IV.18. The extremely low
FeO content of freshly condensed Mg,SiO4 (0.01 mol%
FeO) shows that our discussion of Mg silicate condensa-
tion neglecting iron is still reliable. We still expect that
FeO-poor enstatite will be the dominant silicate mineral
from the end of condensation to fairly low temperatures
(600 K), at which conversion to FeO-bearing olivine
takes over.

We have seen in Fig. IV.15b that the activity of
graphite reaches a(gr) = 1.00 only at temperatures below
about 450K, so cold that attainment of equilibrium
would take an impossibly long time. We have also seen
that, at temperatures of 600 K or higher, where reaction
rates become appreciable, the activity of graphite is less
than 0.1, and hence graphite cannot form. However, our
experience with FeO should teach us to ask whether
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Figure IV.18 Iron oxidation and FeO entry into silicates. Freshly
condensed magnesium silicates (mostly enstatite) are virtually devoid
of FeO. Most oxidation of metal occurs below 600K, and metal is
exhausted near 490 K.

there might not be some host phase present at these
higher temperatures within which carbon might be
accommodated in solid solution. In fact, one of the best
solvents known for carbon is liquid iron, and the solu-
bility of carbon in solid iron is significant at higher
temperatures. We shall return to this matter when we
discuss the chemistry of nickel.

With this discussion of silicon, magnesium, and iron
we have now covered the four most abundant elements
in the terrestrial planets. After O, Si, Mg, and Fe, the
next most abundant element is sulfur.

Sulfur

Near 2000 K, sulfur is found largely as SiS and the
SH (sulfhydryl) radical, although traces of SO, COS,
and CS are also present. Solid sulfides of silicon are quite
unstable, and hence SiS does not condense. Instead, SiS
(and SH) are converted to H,S during cooling.

The first and most important sulfide to form is FeS,
which is produced by corrosion of metallic Fe by H,S at
and below 680 K. The reaction by which FeS, the mineral
troilite, forms is

Fe(s) + H,S = Hj + FeS(s), (IV.135)

where, analogous to the case of FeO formation,

ares = Kizsarepu,s/pu, =~ Kiss fins/fu,- (IV.136)

As with FeO, the activity of FeS is therefore a function
of temperature, but independent of pressure. However,
unlike FeO, there is no substance present in which FeS
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can dissolve when it has an activity less than unity.
Therefore troilite appears abruptly at 680K, at which,
during cooling, ags first reaches 1.0. FeS formation is
essentially complete a mere 80K lower. Because the
sulfur abundance is less than the iron abundance, H,S
is fully removed from the gas by equilibration with metal
below about 600 K. Troilite, stoichiometric FeS, should
not be confused with the terrestrial mineral pyrrhotite,
Fe;_.S, which has a deficiency of iron. Troilite is formed
in the presence of metallic iron and can have no such
deficiency.

We may now reflect a bit more upon the chemistry
of iron, in light of the fact that Fe metal, FeO-bearing
silicates, and FeS are all important products in a solar-
composition system. We may say that iron exhibits side-
rophile (metal-loving), lithophile (rock-loving), and
chalcophile (sulfur-loving) geochemical traits simulta-
neously, an unusual and nearly unique degree of versa-
tility. This has profound significance for the terrestrial
planets, because iron is by mass the second most impor-
tant element in them. It is also interesting that these
chemical complexities are results of the introduction of
yet another nucleosynthetic class of products, the e-process
elements.

Figure I1V.19 summarizes the chemistry of the iron-
bearing minerals. The temperature scale is linear, not a
1/T scale as in Fig. IV.18, and emphasizes the enormous
importance of FeO at low temperatures as well as the
sharp onset of FeS formation.

Aluminum and Calcium
Calcium and aluminum oxides are very refractory

substances with high melting points and low vapor pres-
sures that are commonly used as the major constituents

100 |/J————17 T 1 T

80

-

E sof

I TR

- Fe(s)

5 40 F

® L
20

i FeO(ss) |

0 1 L 1 I | 4 1
1,600 1,400 1,200 1,000 800 600 200

T (K)

Figure IV.19 Distribution of iron between its minerals. The frac-
tion of total iron in the monatomic iron vapor, in solid metallic iron, in
solid FeS, and in FeO solid solutions in silicates are shown from above
the condensation point of metal down to 400 K.
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of firebrick. They are also, not surprisingly, among the
earliest condensates to form during the cooling of solar
material. Their dominant gaseous species near 2000 K,
AlO and Ca, react near 1800 K to produce a complex
series of refractory oxide condensates that are very poor
in Si and Fe. Corundum Al,Os;, spinel MgAl,Oy, per-
ovskite CaTiO3, and several Ca aluminosilicates such as
gehlenite (Ca;Al,Si07) and anorthite (CaAl,;Si;Og) con-
dense over a temperature range of only 200 K.

Below the condensation temperature of the magne-
sium silicates it is possible for CaO to enter extensively
into the pyroxenes as the end-member CaSiO; (wollas-
tonite). Because of their nomenclatural complexity, we
have collected the naming conventions for the pyroxenes
and olivine into Fig. IV.20. The calcic pyroxenes crystal-
lize in the monoclinic system and are called clinopyrox-
enes. Members of the enstatite—ferrosilite solid solution
series usually crystallize in the orthorhombic system
and are called orthopyroxenes. Occasionally, however,

Olivine Series

Mg;SiO4 Fe,SiO4
fomgﬁte fayalite
(fo) (fa)
Pyroxenes
CaSiO3 o wollastonite (wo)

triclinic

monoclinic

CaMg(SiO3)2
diopside (di)

CaFe(Si03)2
hedenbergite (he)

orthorhomblc
A

MgSiO3 2\ FeSiO3
enstatite (en) I ferrosilite (fs)
0-10%fs hypersthenc
20-30%fs
bronzite
10-20%fs

Figure IV.20 Olivine and pyroxene nomenclature. Pure ferrosilite is
unstable (shaded region). High-temperature condensates lie deep in the
diopside and enstatite corners of the di-he—fs—en pyroxene quadrilat-
eral. At lower temperatures, oxidation of metallic iron by water vapor
produces bronzite and hypersthene, and alters much of the pyroxene to
olivine of intermediate composition. Minerals close to wollastonite
composition, which crystallize in the triclinic system, are found only
in highly alkaline rocks and metamorphosed limestones. Pyroxenes
found in meteorites generally lie in the three regions labeled augite,
pigeonite, and orthopyroxene. It is common for all three of these
compositions to coexist. See text for further explanation. (See Fig.
1X.22))
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clinoenstatite or clinobronzite is encountered. The point
marked X near the MgSiO; corner gives the solar Ca:Mg
ratio. Point Y indicates a pyroxene composition of 20%
enstatite, 30% wollastonite, and 50% ferrosilite, a very
improbable composition, but a useful clue to how to
read the figure. The mole fractions of the Ca, Mg, and
Fe silicates must of course add up to 1.00; there are
therefore only two independent compositional variables,
and we can represent an isothermal, isobaric phase dia-
gram in only two dimensions. The shading of the FeSiO;
corner of the diagram is intended to suggest the instabil-
ity of pure ferrosilite.

At much lower temperatures, calcium-bearing
minerals may react with water vapor to produce hydro-
xyl silicates, especially the very stable amphibole
CayMg;SigO2»(OH),, tremolite. It appears that tremo-
lite is the first phase capable of retaining water in a
cooling system of solar composition. Ultimately tremo-
lite formation, which is limited by the small abundance
of Ca, is a far less important water trap than serpentini-
zation of the ferromagnesian minerals. It may be, how-
ever, the most accessible water-bearing mineral in the
vicinity in which the terrestrial planets accreted.

The chemistry of calcium and aluminum is sum-
marized along with that of sodium and potassium in
Fig. IV.21.

Sodium and Potassium

Atomic sodium and potassium vapor, Na and K,
remain in the gas phase until completion of the conden-
sation of enstatite. At slightly lower temperatures it
becomes possible for the alkali metal vapors to react
with aluminum-bearing minerals to produce alkali alu-
minosilicates. A simple conceptual example would be

Al O3 (S) + 6Si02(s) + 2Na + H,O

corundum quartz

= 2NaAlSi;Og (S) + H,.

albite

(IV.137)

However, pure solid Al,O3 and SiO, cannot coexist, and
quartz is never a stable phase at equilibrium in a solar-
composition system. A better description of the process
would be

MgAlL,O4(s) + 13MgSiO5(s) + 2Na + H,O
spinel enstatite

= 7Mg28104(s) + ZNaAlSI30g (S) + H2.

forsterite albite

(IV.138)

Thus consumption of silicon by alkali aluminosilicate
formation will generate 3.5 moles of forsterite for every
mole of albite. Also, a system with an overall Mg:Si ratio
of 1.00 must contain olivine once the alkali metals
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Figure IV.21 Aluminum, calcium, sodium, and potassium chemis-
try. The refractory oxide condensates, including MgAl,O4 (spinel),
CaTiOj; (perovskite), and Ca,Al,SiO7 (gehlenite), are followed by con-
version of most of the calcium minerals to CaAl,Si>Og (anorthite) near
the condensation temperature of the magnesium silicates. Small traces
of alkali feldspars dissolve in the anorthite at high temperatures; how-
ever, 50% condensation of K and Na is achieved only at the alkali
feldspar line shown. Some NaAlSiO, (nepheline) forms near 775K.
The first hydroxyl silicate to become stable is tremolite.

condense, even neglecting the effects of oxidation of Fe
metal to FeO. A similar effect occurs due to entry of
CaO into aluminosilicates (gehlenite and anorthite).

Anorthite (CaAl,Si;Og) can form solid solutions with
both albite (NaAlSi;Og) and orthoclase (KAISi;Og).
Such aluminosilicate solid solutions are collectively
called feldspars. Because of the large ionic size of potas-
sium, the low-temperature solubility of orthoclase in the
soda-lime feldspar is not large, although feldspars are
fully mutually soluble at elevated subsolidus tempera-
tures. Note that the great mutual solubility of anorthite
and albite occurs despite their superficially very different
formulae. This is because replacement of Ca’" by Na™
combined with the replacement of A" by Si*' leads to
no net change in electrical charge, and the ionic size
differences are not as large as that between Na® and
K*. It is interesting that, by these same arguments,
pyroxenes, (Ca, Mg, Fe)SiOs, should be to some degree
mutually soluble with corundum, Al,O3. Indeed, at high
temperatures pyroxene does assume a significant content
of alumina. Pyroxenes close to the diopside-hedenber-
gite line in Fig. IV.20 that also contain some alumina are
called augite.

The nomenclature and stability relations of the
feldspars are shown in Fig. IV.22. Note especially the
complex terminology for the albite—anorthite solid
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Figure 1V.22 The feldspars. Natural feldspars form a single solid
solution at elevated temperatures; however, assemblages equilibrated
at low temperatures often contain a potassium-rich feldspar of approx-
imate orthoclase composition coexisting with a plagioclase (albite—
anorthite solid solution) phase. The large ionic size of K discourages
extensive substitution of orthoclase into plagioclase. However, solar
proportions of K, Na, and Ca (marked X in the diagram) contain so
little K that the low-temperature solubility limit for K-spar in plagio-
clase is not exceeded. Because Ca is also an important component of
pyroxenes, the ratio an/(ab + or) in the feldspars is shifted along the
dashed line away from the anorthite corner. Meteoritic feldspars (see
Chapter VIII) are generally found in the shaded area of oligoclase
composition. Where differentiation and fractional crystallization pro-
cesses have greatly enhanced the or:ab ratio, a second feldspar of
nearly pure orthoclase composition (lightly shaded area near the or
corner) can coexist with plagioclase.

solution series, usually called the plagioclase series.
Because of the small but adequate low-temperature
solubility of orthoclase in plagioclase and the low
cosmic abundance of potassium relative to calcium
and sodium, the dominant feldspar compositions are
expected to be close to the plagioclase line, and only a
single feldspar is normally present. It should also be
mentioned that pure potassium feldspar can occur in
two other crystal structures distinct from that of ortho-
clase, sanidine and microcline. These three materials
(collectively termed K-spar) can be abundant in settings
in which magmatic processes have led to a large enrich-
ment of alkalis relative to calcium, such as in Earth’s
continental crust.

Retention of potassium is of great importance to the
terrestrial planets, because “°K decay by electron or
positron emission is a very large source of heat, sufficient
by itself to heat solid planetary material up to the melt-
ing point. The half-life for °K decay is 1.3 x 10° years,
and thus both the abundance and the rate of decay of
40K were greater by a factor of factor of 24313 = 11 at
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the time of origin of the Solar System. The °K nuclide, a
product of explosive silicon burning in supernova explo-
sions, thus captures a small portion of the energy of an
exploding star for later use; it introduces the possibility
of planetary thermal evolution extending over periods of
billions of years.

As we have seen, *°K decay also provides us with a
useful nuclear clock for dating geological events. Accu-
mulation of “°Ca produced by beta decay of “°K is not a
useful clock because “°Ca is already a very abundant
product of explosive O burning and because potassium
normally occurs in solid solution in plagioclase feldspar
with a very large calcium content. However, “°Ar is a
rare s-process nuclide, very inefficiently retained during
condensation of minerals because of its high volatility.
Therefore accumulated *°Ar is a useful clock for any
mineral or rock that contains potassium.

The chemistry of calcium, aluminum, sodium, and
potassium is summarized in Fig. IV.21.

Nickel and Cobalt

The chemical properties of Ni and Co are closely
similar to those of iron. Both are slightly enriched in the
first metal to condense, but then, in the temperature
regime from about 1400 K down to 680K, their ratios
to iron in the metal phase are very close to the solar
Ni:Fe abundance ratio.

Several different phases can be formed in the Fe—Ni
system. Of particular importance are the cubic « (alpha-
iron) phase, which bears the mineralogical name kama-
cite, and the 7 (gamma-iron) phase, which is called
taenite. The phase relations in the binary Fe—Ni system
are shown in Fig. IV.23. The dotted line traces the locus
of the composition of the metal phase during cooling
from first condensation to the point of disappearance of
the last metal at 490 K. When the dotted line lies within
the a + v two-phase region these two phases form an
intricately intergrown structure. Note that below the
appearance temperature of the a phase there is a narrow
temperature region near 700 K in which the pure « phase
may possibly be stable, whereas just prior to the disap-
pearance of the last metal the pure v phase might be
stable. Of course, it may take a very long time for
equilibrium to be attained within the metal at such low
temperatures.

When the concentration (and activity) of nickel has
been raised to very high levels by the oxidation of
metallic iron and its removal from the metal, it becomes
possible for nickel to enter into sulfides:

8FeS(s) + Ni(s) = (Fe, Ni)ySs.

pentlandite

(IV.139)
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Figure IV.23  The iron-nickel system. The stability fields of liquid
metal, delta, gamma, and alpha iron are shown for 0.01 atm. Freshly
condensed metal (1540 K) is slightly Ni-rich. The dotted line traces the
metal composition during cooling of a solar-composition gas. Note
that the metal enters the taenite-plus-kamacite two-phase region near
870K and probably stays inside it through FeS condensation and
substantial oxidation of iron. The last remaining metal phase is very
Ni-rich, with 60% Ni (kamacite) composition. This metal phase dis-
appears due to entry of nickel into sulfides such as pentlandite, (Fe,
Ni)ySg, near 490 K.

With the understanding of the chemistry of iron,
nickel, and cobalt that we have gained, it is now possible
to use the data on the thermodynamics of solid solutions of
carbon in iron—nickel alloys to calculate how much carbon
should be dissolved in the metal phase over the pressure
and temperature range of interest to us. We will recall that
the carbon activity on any isotherm or isobar reaches a
maximum at the CO—CH, equal-abundance line and that
solid graphite is actually a stable phase at low pressures
and temperatures on that boundary. The calculated con-
centration of dissolved carbon is displayed in Fig. IV.24.

Phosphorus and the Halogens

There are several gaseous phosphorus compounds
that are important at elevated temperatures, notably
PN, PO, PS, and P. Phosphorus, like carbon, enters the
metal phase in extremely small quantities (0.01% of total
P) at elevated temperatures. Solid schreibersite, Fe;P, is
the only important carrier of phosphorus down to
temperatures near 750 K, at which conditions first favor
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Figure IV.24 Dissolved carbon in Fe-Ni alloys. The equilibrium
concentrations of carbon in ppm by weight are given over the entire
pressure—temperature range of stability of the free metal phases. Note
the maximum in carbon content near the CO/CH,4 equal-abundance
line.

oxidation of phosphide to phosphate. There whitlockite,
Ca3(POy),, and fluorapatite, Cas(POy);F, form nearly at
the same temperature.

Chlorine, which exists as a mixture of HCI, NaCl,
and KCI gases above 900 K, reacts to form the complex
halide-silicate sodalite, NasAl3SizO,Cl, at that point.
Sodalite remains stable down to low temperatures.
Fluorine, which is found mainly as HF gas at high
temperatures, condenses first as fluorapatite.

Thermodynamic data on the heavy halogens Br and 1
are of such low quality and so incomplete that no pre-
dictions of their behavior can be made with confidence.
The condensation behavior of phosphorus, chlorine, and
fluorine is shown in Fig. IV.25.

Geochemical Classification of the Elements

We have now discussed the main features of the
equilibrium chemistry of 20 of the 23 most abundant
elements in the Sun, plus the heavy rare gases krypton
and xenon. If the principle of equal time were applied to
the remainder of the periodic table, we would become
obliged to convert this chapter into a book in its own
right. Instead, we shall recognize that, because there is a
periodic chart, there are certain important familial
resemblances in chemical and geochemical behavior.

To date we have recognized explicitly three major
types of geochemical affinity, largely based on how these

elements behave

lithophile
chalcophile
siderophile

on Earth:

= rock-loving: oxides and silicates
= sulfur-loving: sulfides
= metal-loving: free metals.
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Figure 1V.25 Phosphorus, chlorine, and fluorine chemistry. The
first important mineral condensate in this group is the iron phosphide
schreibersite. The most stable chlorine mineral is sodalite, and fluorine
enters preferentially into the phosphate fluorapatite. A minor water-
bearing phase, hydroxyapatite, forms at about the same temperature as
tremolite.

To these we add formally the volatile elements, such as
the rare gases and nitrogen, which do not belong to any
of these groups:

atmophile = air-loving: volatiles.

The shortcomings of this classical approach are
already becoming partly evident. For example, what is
iron in this scheme? Apparently it can be a siderophile,
lithophile, and chalcophile all at the same time. Further,
changes in temperature, pressure, or oxidation state may
cause iron to change categories. Nickel, which usually
behaves as a siderophile in solar-composition systems,
becomes a chalcophile at low temperatures and turns
lithophilic under mild oxidation.

For the special and limited case of a solar-composi-
tion system we may choose a classification scheme suited
to the task of describing the behavior of the elements
during condensation. To describe the geochemical differ-
entiation of a planet, we may choose yet another scheme;
indeed, we shall. The classification scheme that we shall
use is as follows.

1. Refractory siderophiles. These are metals that
condense at temperatures well above the condensation
point of iron—nickel alloys. The only elements in this
category are of extremely low cosmic abundance,
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notably W, Os, Ir, and Re. These are the first
condensates to form during cooling of stellar material.

2. Refractory oxides. These include many of the
aluminum and calcium compounds that we have
already encountered, such as gehlenite, corundum,
spinel, and perovskite. Those highly electropositive
elements which have valences of 2+ or higher almost
all fall into this category. These include the oxide
moieties A1203, CaO, Ti203, TiOz, V203, VOz, 80203,
Zr0O,, SrO, Y,03, and BaO and the family of rare earth
element oxides (REEOs), including the major
radioactive elements U and Th. Uranium and thorium
are two of the three (with K) most important heat-
producing elements. The mass of refractory oxides is
only some 5% of the total mass of silicates, so the
concentration of U and Th in early condensates is 20
times that in a planet or meteorite.

3. Iron—nickel metal. Among the minor elements
that are present in this round of condensation are Co,
Cu, Au, Pt, Ag, and a number of other metals, as well as
those nonmetals that have an appreciable solubility in
hot iron. These include P, N, and C, with small traces of
sulfur, germanium, and perhaps chlorine.

4. Magnesium silicates. In this group we also find
small amounts of certain other predominantly lithophilic
elements, including Mn, B, F, and some Cr and Li.

5. Alkali metals. Na and K are accompanied at
slightly lower temperatures by rubidium and cesium
and perhaps by Cl.

6. Moderately volatile chalcophiles. Accompanying
and following FeS formation we find Zn, Pb, Ga, Ge, Se,
Te, and As and possibly also Br and I.

7. Loosely bound oxygen and —OH in minerals. This
category includes the chemically labile oxygen in FeO
and its compounds, as well as the hydroxyl silicates such
as amphiboles, serpentine, and chlorite.

8. Ice minerals. These are water ice itself; the solid
hydrates of ammonia, methane, and rare gases; and solid
methane.

9. Permanent gases. These are the three gases that
are, under natural conditions, virtually uncondensable:
H,, He, and Ne.

For convenient reference, a flow chart for the
major elements is presented in Fig. IV.26. The “stair-
case” formed by the solid line indicates the condensa-
tion temperatures for the elements listed across the top
of the figure. By following the arrows, the chemical
history of each element may be traced from the gas
phase at 2000K to the solid state at 1 K. The bulk
composition of the solids after each step is given in
Table IV.7.

We have also collected together the main chemical
processes of the major elements in Figs. IV.27 and 1V.28,
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Figure IV.26 Major element flow chart for equilibrium condensation. The sequence of reactions
of gases (above the solid line) and condensates (below the solid line) in solar material cooling at

equilibrium. A pressure of 102 bar is assumed.

in which the condensation curves for many important
reactions are displayed in a linear temperature format.
The reactions emphasized here are those that have an

Table IV.7 Mineral Assemblages for Equilibrium
Condensation of Major Elements

Step Materials present

CayAl;Si07, MgAl, Oy

List 1 + (Fe, Ni)

List 2 + MgSiO;

(Fe, Ni)+ MgSiO; + CaMgSi,O¢ + plagioclase

List 4 + FeS

(Fe, Ni)+ MgSiO; + plagioclase + FeS + tremolite
(Fe, Mg),SiOy4 + plagioclase + (Fe, Ni)ySg + amphibole
Serpentine + plagioclase + sulfide + amphibole = rock
List 8 (rock) + H,O

10 Rock + H,O + NHj3 - H,O

11 Rock + NH; - H,O + CHy4 - 7TH,0

12 Rock + NH; . Hzo + CH4 + 7H20 + CH4

13 Rock + NHj3 - H,O + CHy4 - 7TH,0 + CHy + Ar = rock + ice
14 List 13 (rock plus ice) + Ne

15 Rock + ice + Ne + H,

16 Rock + ice + Ne + H, + He = everything (solar)

0N N kAW~

=]

Note. Elements considered for this list: H, He, O, C, N, Ne, Si, Mg,
Fe, S, Ar, Ca, Al, Na, Ni, and K. The total abundance of all other
elements is less than the abundance of nickel.

appreciable effect on the overall composition, density,
and volatile-element content of the condensed solids.

It will be our eventual goal to interpret observed
compositional features of the Solar System in terms of
such a chemical model. In doing so, we will necessarily
make frequent reference to the content of Figs. IV.26
through IV.28 and to Table IV.7. At present, armed only
with the information on the densities of the planets and
satellites given in Tables III.3 and III.5, we can see that
a general perspective on the densities of Solar System
bodies is emerging from this kind of chemical modeling.
The three broad classes of Solar System bodies proposed
by Harrison Brown in 1952, rocky, icy, and solar, are
now not only reproduced in general terms, but also
described in considerable detail.

It is important to realize that the chemical model we
have explored so far, the equilibrium condensation model,
contains a wealth of explicit and quantitative predictions
about the bulk composition, density, major-element
chemistry, oxidation state, volatile-element content, and
radioactivity as a function of formation conditions. There
are only two relevant variables, temperature and pressure,
that may be usefully constrained even by rather simple
physical models of the conditions in the vicinity of the
Sun at the time of the formation of the planets. By their
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Figure 1V.27 High-temperature equilibrium condensation. The
minerals formed by the major elements are sketched. The three differ-
ent temperature—pressure profiles correspond to isobaric (constant
pressure), isopycnic (constant density), and adiabatic (constant entropy)
structures. Note the extreme similarity of the condensation sequences
for these very different sets of conditions. Thus condensate composi-
tion can be used to place strong constraints on temperature, but some
other source of information is needed to constrain the pressures in the
nebula.

very nature, equilibrium calculations give us the molecular
and mineralogical composition of a system as a state
function; that is, the results are a function of the tem-
perature, pressure, and elemental abundances alone and
do not depend in any way on the past history of the
system. We therefore say that equilibrium calculations
give us results that are path-independent. This is both a
strength and a weakness of the equilibrium approach; if
a natural system is indeed well equilibrated, then its
behavior may be calculated in great detail from theory,
and the conditions under which equilibration occurred
can be deduced with great confidence. But if the system
was not well equilibrated it will not be well matched by
equilibrium calculations; path-dependent compositional
features will be observed reflecting the (P, T) path
by which the final equilibration conditions were
approached. This presents us with a much harder task
with much greater rewards. We must understand the
thermodynamic and kinetic (reaction rate) behavior of
the system in order to understand the details of its
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Figure IV.28 Low-temperature equilibrium condensation. The ice
condensates formed at equilibrium in a system of solar composition are
shown. Note the eutectic melting of water ice I plus ammonia mono-
hydrate at 173 K. Pure water ice melts at 273 K, just off the right-hand
edge of the diagram.

composition quantitatively. (I refer here to incomplete
alteration of previously formed grains, diffusional lim-
itations on the entry of water, oxygen, sulfur, and other
materials into metal and silicate grains, etc.) If we
succeed in this difficult task, we gain insight into the
history and evolution of the system, not just a snapshot
of its state at one point in time.

If we now look again at Figs. IV.27 and 1V.28, we
can see a most useful feature of the equilibrium results: if
we should happen to know the pressure at which con-
densation occurred within a factor of 10 or even a factor
of 100, then the sequence of chemical reactions taking
place during cooling is virtually immutable. Further, a
factor of 20 error in estimating the pressure would lead
to only about a 6% error in estimating the condensation
temperature! Thus the relative condensation tempera-
tures are excellently known, and even the absolute con-
densation temperatures should be reliable to a precision
of a few percent. All that is required to achieve this level
of precision is to develop a means of calculating the
pressure of the medium out of which planetary material
condensed or in which it was equilibrated. This need only
be done within a factor of 10 or 20.

It can also be seen from inspection of Fig. IV.27 that
very different assumed functional relationships between
pressure and temperature have very little effect on the
sequence of reactions. Isobaric (constant pressure), iso-
pycnic (constant density), and adiabatic (constant entropy)
profiles are shown.
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In order to facilitate more detailed comparison
between the observations of densities of Solar System
bodies and the predictions of the equilibrium condensa-
tion model, it is desirable to use the compositional
information derived from the model to make explicit
predictions of the dependence of bulk condensate den-
sity on condensation temperature. To do this, we shall
run through the reactions listed in Table IV.7 to deter-
mine their effects on the bulk (cumulative) density of the
condensed material. Although, as usual, we shall run
through these reactions from high temperatures to low,
and although this is usually called the “condensation
sequence,” it is essential to keep in mind that these
results are derived from the assumption of thermochem-
ical equilibrium and contain no dependence on the his-
tory of the material.

To assist in visualizing the details of the density
variations, we shall display them in Fig. IV.29. A nom-
inal pressure of 10~ bar is used to calculate the densities
in this figure. Even substantially different pressures, rang-
ing from 1072 to 10~° bar, cause virtually no change in
the shape of the density-vs-temperature curve.

Along the sequence from step 1 to step 9 in Table
IV.7 there are several general trends of note. Both the
oxidation state of the rock (as measured by the Fe?*: Fe’
ratio) and the volatile content (S + H,O) increase as the
temperature drops. Thus, after metal condensation (step 2),
the general trend is for a decrease of density with each
step. There is one important exception to this trend: step 5,

0 . .
2000 1,000 500 250 100 50 25
T (K)

Figure IV.29 Bulk density of equilibrium condensate and percen-
tage of total mass condensed. The uncompressed density of the total
condensate along the equilibrium condensation sequence as listed in
Table IV.7 is shown by the solid line, and the total condensed mass as a
percentage of total solar-composition mass is shown as the dashed line.
The temperatures given are for a particular adiabatic model of the
nebular structure (600 K at 10~* bar), but the results look very similar
for a wide range of assumptions regarding the pressure distribution.

115

the formation of troilite, actually adds to the rock an
element, sulfur, whose atomic weight is greater than the
average atomic weight of the rock. Thus retention of the
volatile element sulfur actually leads to an increase in
density.

Steps 9 through 13, the condensation of ices, have a
profound effect on the bulk density of condensate.
Although the rock density varies from a maximum of
about Sgem™? (after step 2) down to about 2.5 (after
step 8), condensation of H,O ice alone suffices to drop
the density to about 1.7. Step 12, condensation of low-
density methane ice, causes a further density drop to
about 1.0, which is virtually unchanged by Ar condensa-
tion (step 13).

Hydrogen condensation, step 15, combined with the
virtually simultaneous condensation of neon in step 14,
would lower the bulk density of condensate to about
0.2 g cm~>. Because no solid Solar System bodies with
densities less than 1.0 are known and because it is ques-
tionable whether temperatures low enough for hydrogen
condensation are plausible during the collapse phase of
the protosun, we shall not consider further the conse-
quences of steps 14 through 16, and we do not include
them in Fig. IV.29.

Up to now, aside from a few caveats, we have
treated the chemistry of solar material by assuming
that the condensates and gas are strictly in equilibrium
with each other at all temperatures and pressures.
Simultaneously, we have mentioned the sequence of
reactions that takes place as a result of equilibration
during a cooling process. We have emphasized the
path independence of these equilibrium calculations
and have clearly shown that the results require that
intimate contact between gas and condensed solids
must be preserved in order that many of these reac-
tions might be able to occur. Many of these reactions
involve reactions between the gas phase and previously
condensed (that is, high-temperature) minerals. This
model implicitly assumes that, if the solar-composition
gas was cooling down, the rates of chemical reactions
were fast compared with both the rate of cooling and
the rate of accretion of the solid condensates into large
bodies of negligible surface-to-volume ratios, which
essentially ceased to interact with the gas. Alterna-
tively, temperatures may have dropped off systemati-
cally with distance from the Sun, but did not change
with time. The equilibrium approach is thus a model
for the chemical behavior of highly dispersed small
grains in a solar-composition nebula, with no pre-
sumption that the materials outside the orbit of Mer-
cury were ever fully evaporated. There is no need to
postulate that all these species actually “condensed” in
the solar nebula, only that they were formed by local
equilibration.
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The Chemistry of Rapid Accretion

Now that we have explored the conceptually (and
computationally) simplest model for the chemical beha-
vior of solar material, let us examine the consequences of
a completely different assumption regarding the relative
rates of accretion and chemical equilibration. Heretofore
we have assumed that accretion of solids to form large
bodies is very slow compared with the rate of chemical
reactions. This assumption results in a model in which
the products of equilibration are homogeneous in com-
position and in distribution within the planetesimals
which eventually accrete. The “condensation tempera-
ture” of the solids in any large body simply reflects
conditions in the nebula at the last time that gas-grain
reactions were possible. This might be, for example, the
time of dispersal of the nebular gases. However, the
dispersal of the nebula involves such massive flow of
gas that small dust grains would surely be embedded in
the gas and dispersed along with it. Bodies with sizes of
at least a few meters must have been present in order
that solids might remain behind to form planets after the
gas dissipation. This consideration obliges us to consider
how the accumulation of such bodies might alter the
chemistry of condensation.

We may address this problem by phrasing a rather
simple question: what would be the composition of a
solid body that grows by accretion in the nebula at a
very rapid rate, so that any grain, once condensed, is
instantly accreted onto the surface of a large body?
Rapid burial of freshly condensed grains prevents any
significant reequilibration of condensates with the cool-
ing gas.

This model leads at once to the image of a cooling
solar-composition gas in which refractories nucleate,
condense, and rapidly accrete to form tiny cores. Iron—
nickel alloy next nucleates in the gas, condenses to form
particles, and accretes to form a massive metallic layer
atop the refractory core. Next follows a layer of magne-
sium silicates and so on. This results in the formation of
onion-layered planetesimals whose structures are very
grossly analogous to the present core—mantle structure
of the Earth. Because the planets are accreted in a
layered fashion (rather than out of a homogeneous,
equilibrated mixture of solids), this model is usually
called the nonhomogeneous accretion model.

Two features of the assumptions of this model
should be noted from the outset. First, the various layers
are condensed at very different temperatures and may be
far removed from chemical equilibrium with each other.
Second, this model tacitly assumes that one planetesimal
formed at the present location of each planet and grew
by dust accretion to its present size. If, as seems far more
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likely, thousands or millions of such onion-layered plan-
etesimals formed, then the accretion of these bodies to
form terrestrial planets would have been so violent that
all vestiges of layering would have been erased by their
collisions, and homogeneous planets would have
resulted. A third (semantic) criticism of this model is
that it should properly be named the heterogeneous
accretion model.

We shall now briefly summarize the results of such a
nonhomogeneous accretion process operating during the
cooling of a solar-composition gas. Many of the detailed
features of the chemistry of solar material that we dis-
cussed in connection with the equilibrium condensation
process will be omitted from this discussion for the sake
of brevity. One important point must be made at the
outset: because this is no longer an exact equilibrium
process, the results are path-dependent. Although isoba-
ric, isopycnic, and adiabatic cooling processes fortu-
nately give closely similar results, more complex
trajectories in P—T space will give results that are not
solely dependent on the final values of T and P. The
composition and structure of the condensed bodies is no
longer a thermodynamic state function.

Adapting the geochemical classification scheme that
we used to treat equilibrium condensation, we can simi-
larly follow the progress of the nonhomogeneous accre-
tion condensation sequence.

1. Refractory siderophiles. Essentially identical to
the equilibrium condensation behavior.

2. Refractory oxides. Somewhat simpler than the
equilibrium condensation case, but the differences are
minor and need not concern us here.

3. Iron—nickel. The first metal nucleated is rather
nickel-rich and is buried after accretion by nickel-poor
iron. The metal layer will therefore have a gradient of
nickel content. Note that this metal layer is accreted on
top of the much less dense and highly radioactive
refractory oxide layer.

4. Magnesium silicates. The first condensate in this
group will be forsterite, Mg,SiOy4, followed quickly by
enstatite, MgSiO;. The gas phase then contains an excess
of Si over Mg after forsterite begins to condense; hence,
completion of enstatite condensation would leave an
excess of silicon in the gas. This condenses as SiO;
(quartz, tridymite, and cristobalite) with the last of the
enstatite. Thus a strong gradient in MgO content will be
evident, dropping from about 57% at the base of the
layer to a few percent at the top.

5and 6. Alkali metals and chalcophiles. At tempera-
tures low enough to form alkali aluminosilicates, all Al
(and calcium) compounds will already have been deeply
buried. Lithium will probably follow the Mg silicates as
before, but sodium will condense as the sulfide Na,S and
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as the salt NaF at lower temperatures. Because Na alone
is about seven times as abundant as all the halogens
combined, halide condensation will be minor relative to
precipitation of Na,S. Potassium, rubidium, cesium, and
perhaps some magnesium will condense mainly as
K>S, Rb,S, Cs,S, and MgS, respectively, along with the
moderately volatile chalcophiles. The notable exception is
FeS. Fe metal is deeply buried and inaccessible to attack
by gaseous H,S; hence, FeS never forms. The other
sulfide-forming elements are in sum much less abundant
than sulfur, and the great majority of the H,S therefore
remains in the gas phase to well below 680 K.

7. Mineral-bound O and OH. Because of the burial
of metallic iron, FeO does not form. Pyroxene, olivine,
and calcium-bearing minerals are likewise not in contact
with water vapor, and no phyllosilicates form.

8. Various ammonium salts, especially ammonium
dihydrogen phosphate (NH4H,PO,;) and NH4CI,
condense next.

9. Ice minerals. Direct condensation of H,O ice
occurs as before, but in somewhat larger quantities; the
water that was removed by formation of FeO and
hydroxyl silicates in the equilibrium model is still in the
gas phase in the nonhomogeneous accretion model.
Once water ice condenses and accretes it presents a
negligible surface area to the gas. Thus NHj;-H,O0
forms in tiny amounts, and the methane clathrate
hydrate does not form. The H,S gas left over from
sulfide condensation, a weak acid, reacts with
ammonia, a weak base, to precipitate the salt
ammonium hydrosulfide, NH4SH, on top of the ice
layer. The cosmic abundance of N is about seven times
that of S, so the excess NH3; must condense at yet lower
temperatures as solid ammonia. Then all methane and
argon condense as their solids, and the heavy rare gases
follow.

10. Permanent gases. The behavior of hydrogen,
helium, and neon remains unchanged.

A flow chart for the major elements in the nonhomo-
geneous accretion model is given in Fig. IV.30. Note that
all condensates are either pure one-component condensates
of preexisting gases (water, methane, iron, ammonia, etc.)
or products of gas—gas reactions (perovskite, enstatite,
ammonium hydrosulfide, etc.).

In keeping with the rapid-accretion model, reactions
between the gas phase and already-formed solids are
prohibited. Because a solid, once condensed, is invulner-
able to further reactions, the bulk mineralogy at any
point is simply the list of all minerals so far produced.
This is reflected by the absence of complicated arrows
below the condensation “staircase” in Fig. IV.30 and
makes a table of mineral assemblages like that in Table
IV.7 unnecessary.
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Figure IV.30 Major element flow chart for nonhomogeneous accre-
tion. The mineral assemblages for this model can be simply determined:
all the minerals so far condensed are present as layers, accreted in the
order of condensation.

The condensation thresholds are graphically repre-
sented in Fig. IV.31 for comparison with the equilibrium
results in Figs. IV.27 and 1V.28. Methane, argon, etc.,
are omitted from Fig. IV.31 because they are the same as
those in Fig. IV.28.

The density of bulk condensate as a function of
temperature for the nonhomogeneous accretion
model is given in Fig. IV.32 for comparison with the
equilibrium condensation results in Fig. 1V.29. The
numbers are the labels of the condensation reactions
given in Fig. IV.31. The most striking feature is the
very wide range of temperatures over which the bulk
density remains constant, from about 1400 K down to
about 170 K.

Now that we have developed two rather detailed
descriptions of the chemistry of solar material, with
particular emphasis on the 15 most abundant ele-
ments, we should briefly explore the most likely
ways in which the condensation process may be kinet-
ically hindered from achieving these results. It will
then be appropriate to turn our attention to the
construction of physical models of the solar nebula
and to apply our hard-won chemical insight to such
models.

Kinetic Inhibition

If the solids in the inner Solar System in fact result
from unidirectional cooling from an extremely hot gas
(rather than, say, equilibration at some maximum



118

2,000

(Fe,Ni)

1,500

TK) L -
1,000

500

log P(b)

Figure IV.31 Condensation in the nonhomogeneous accretion
model. This figure should be compared with the equilibrium condensa-
tion diagram in Figs. IV.27 and 1V.28.
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Figure IV.32 Bulk density of condensate and percentage of total
mass condensed in the nonhomogeneous accretion model. This figure
should be compared with the equilibrium condensation results in Fig.
1V.29. Note the featureless density history from about 1400 to about
170K.

IV. The Sun and the Solar Nebula

temperature that varied smoothly with heliocentric dis-
tance), then one type of departure from equilibrium
would be the coating of high-temperature grains with
lower-temperature condensates, a kind of microscopi-
cally nonhomogeneous accretion process. Such coating
is actually sometimes observed in high-temperature
grains that make up a very small mass fraction of two
rare classes of carbonaceous meteorites, but it is by no
means a common feature in meteorites and seems not to
have been important.

Similarly, the formation of FeS, phyllosilicates,
alkali feldspars, FeO-bearing silicates, and gas hydrates
during a cooling process involves alteration of pre-
viously condensed grains by gases. It should then be
common to see metal particles with alteration rims of
FeS or the iron oxides magnetite (Fe;O4) or hematite
(Fey03), olivine and pyroxene particles with surface
coatings of serpentine, etc. In fact, such phenomena are
almost never seen in meteorites.

On the other hand, many chondritic meteorites are
clearly not at internal chemical equilibrium. Mutually
incompatible mineral grains and metastable glass parti-
cles (chondrules) abound, and the chrondrites appear to
be poorly equilibrated low-temperature mechanical mix-
tures of materials that have experienced diverse thermal
histories. The most striking departures from equilibrium
seen in the ordinary chondrite types involve the presence
of glass and the coexistence of minerals such as olivine
with wide grain-to-grain variations in FeO content.

Another important kinetic problem presented by the
chemistry of a presolar nebula concerns the interconver-
sion of CO, CHy4, CO,, N, and NH;. If the hot interior
of a turbulent nebula contains N, and CO and if CHy
and NHj are the stable forms of carbon and nitrogen at
low temperatures, then the rate of outward mixing of
high-temperature gases may be greater than the rate at
which sluggish low-temperature equilibration reactions
can make methane and ammonia. In order to assess this
possibility, we will need to know a great deal more about
the thermal structure and dynamics of the primitive
solar nebula.

Mass and Density of the Solar Nebula

We have seen from our discussion of the chemistry
of solar material that the fraction of the total mass of a
solar-composition gas that is “rocky” is very small, only
about 0.4% of the total mass. About 98.2% of the mass is
accounted for by the “permanent” gases, and 1.4% by
“ices.” This means that the minimum mass of raw solar
material required to make the terrestrial planets is about
100/0.4 times their present total mass, for a grand total
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of 500 Earth masses. This is more than the total mass of
all the Jovian planets combined! At the very least, the
solar nebula must have contained 1000 Earth masses of
solar-composition material in the region from the orbit
of Mercury out to about 40 AU. This comes to at least
0.3% of the mass of the Sun.

In order to make a more precise estimate of this lower
limit on the mass of the nebula and to determine how this
mass was distributed as a function of distance from the
center of the nebula, we shall ascribe approximate com-
positions to each of the planets based on their observed
densities, calculate the mass of primitive solar material
that was required to make that planet, and spread that
material out over an annulus bracketing the present orbit
of the planet. We shall somewhat arbitrarily choose the
boundaries of these annuli to lie halfway between the
orbits of the planets, and we shall count the asteroid belt
as one planet. It is unlikely that this method will introduce
errors as large as a factor of 2 for any planet.

For Mercury, because of its high uncompressed
density, we are led to suspect complete condensation of
iron, but incomplete condensation of silicates. From Fig.
IV.29 we estimate a solar nebula mass about 350 times
the planetary mass. For Venus, Earth, and Mars, factors
of about 230 are appropriate, and a somewhat smaller
factor, perhaps about 200, should be used for the aster-
oids. Jupiter and Saturn, as we have seen, are only
slightly enriched in heavy elements over solar propor-
tions, whereas Uranus and Neptune are 60 to 90% ice-
plus-rock material. For the Jovian planets we take
enhancement factors of 5, 8, 15, and 20, respectively.
Table IV.8 gives the planetary and nebular masses,
annulus radii and areas, surface densities (grams of neb-
ular mass per square centimeter of projected area in the
ecliptic plane), and the minimum total nebular mass.
The surface densities are also displayed in Fig. IV.33 to
help determine the dependence of surface density on
heliocentric distance. The total nebular mass for this
model is about 1200 Earth masses (3.5 x 1073M).
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Dashed lines mark the effects of several rather gross
rearrangements of mass: shrinking Mercury’s annulus
from a radial range of 0.33-0.83 to 0.58—0.83 x 10'* cm;
Iumping all the mass of Mars, the asteroids, and Jupiter
together and spreading it over the total area of their
annuli; and lumping the masses and annular areas of
Neptune and Pluto. It seems that there is little that can
be done to change the general characteristics of the mass
distribution. Generally, the surface density of the
nebula, o, drops off as r~!®¥. There is a serious local
deficit of mass in the asteroid belt, and Mars is also
somewhat deficient in mass, albeit by a smaller factor.
The details of the diagram at and inside Mercury’s orbit
are presumably overwhelmingly dominated by the ma-
terial that became the Sun. The most plausible means of
changing the slope of the o(r) vs r curve would be to put
more heavy elements inside Uranus, Neptune, and espe-
cially Saturn. However, this is unlikely to decrease the
slope by more than about 0.3 units. Similarly, slopes
steeper than —2.1 seem unlikely.

A disk of surface density o(r) with a hole of radius ry,
in the center has a total mass of

M= Ja(r)dA = JZW Jrs o(r)rdrdf

0 T'h
- 27rj "o (r)rdr. (IV.140)
Th
If o(r) = 33008, then
M= 66007rJ 08 gy, (IV.141)
th

which diverges as r approaches infinity. The integral still
diverges logarithmically for o = ¢r~2%. If the surface
density varied as #~>!, then the integral would converge:

M = 660077J My
I'h

=2.1x10°(r;*" — 01, (IV.142)

Table IV.8 Minimum Mass of the Primitive Solar Nebula

Planet Mass (10 F? Mio1ar(10%0g) Fann(103cm) Aann(10%%cm?) 6 = M/A(g cm~2)
Mercury 3.3 350 1,160 0.33-0.83 1.82 637
Venus 48.7 270 13,150 0.83-1.29 3.06 4300
Earth 59.8 235 14,950 1.29-1.89 6.00 2500
Mars 6.4 235 1,504 1.89-3.20 20.95 72
Asteroids 0.1 200 20 3.2-6.0 80.9 0.25
Jupiter 19,040 5 95,200 6.0-11.0 267 355
Saturn 5,695 8 55,560 11.0-21.5 1072 42.4
Uranus 870 15 13,050 21.5-36.8 2802 47
Neptune 1,032 20 20,640 36.8-52.0 4240 49
Pluto 0.1 70 7 52-70 6900 0.001

4 F is the factor by which the planetary mass must be multiplied to adjust the observed material to solar composition.
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Figure IV.33  Mass distribution in the solar nebula. A mean slope of
=13 to #~20 is suggested. The inner and outer edges appear sharply
truncated. The inner edge is certainly due to the infall of matter from
that region into the forming Sun. The outer edge may be due to a finite
scale size of the original nebular condensation at the time of its last
Jeans instability.

Logarithmic divergence (or worse) is not necessarily
a mortal sin in this case, because the solar nebula was
presumably derived from fragmentation of a massive
interstellar cloud by Jeans instability [Eqgs. (I1.36)—
(IT.40)], and hence the nebula may have formed with a
rather well-defined characteristic dimension, rjy, saving
us from the awkward necessity of integrating out to
infinity.

We may picture the nebula as a highly flattened
disk of thickness <0.1r. Each volume element of the

‘l P gradient
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nebula is subject to three major forces, as shown in
Fig. 1V.34:

a. Gravitational, directed toward the center of the
nebula,

b. Centrifugal, directed radially outward from the
rotation axis of the nebula, parallel to the central
symmetry plane of the disk, and

c. Pressure gradient, directed generally “upward”
(in the z direction, perpendicular to the disk plane) and
“outward” (in the r direction). For the purposes of an
approximate steady-state model, we shall assume that
the pressure gradient force exactly balances the z
component of the gravitational force.

Then, to order of magnitude, hydrostatic equilibrium
implies

g: = gsing = [(GM/(r* + 22)](z/r)

~ GMz/r? (IV.143)

dP = —pg.dz = —(Pu/RT)(GMz/r*)dz.  (IV.144)

where ¢ is the heliocentric ecliptic latitude of the volume
element. Rearranging and integrating, assuming for now
that 7 is constant,

P z
J P ldP = f(uGM/RTr3)J zdz, (IV.145)
P. 0
or
P. = P, exp — [uGM J2RTr]2>. (IV.146)

This isothermal pressure distribution is extremely flat for
small values of z, but drops off very rapidly at large z.

inertial

Figure IV.34 Forces on a volume element in the solar nebula. The three main steady forces on a gas parcel are the gravitational, pressure-gradient,
and centrifugal forces. There is also a turbulent acceleration that time-averages to zero. Solid bodies in the nebula are so dense that they scarcely feel
the pressure-gradient force and thus tend to sediment down onto the symmetry plane of the nebula and to spiral inward under the influence of gas
drag. Note that the pressure gradient force is not directed in the +z direction, but somewhat outward from it.
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The pressure P. drops to one half of its value at the
central plane, P., when

In0.5=-0.7 = —[uGMz*/2RTr?]. (IV.147)

Inserting 1.1 M, for M, a molecular weight (u) of 2.3
(solar material), r = 3AU, and T = 300K (an average
point in the nebula, in the asteroid belt), then
7 =3%x102cm =02AU. At r=1AU and T=600K,
z'=0.05AU. Thus z/r is indeed small for the large bulk
of the gas. The dependence of gas pressure on z is shown
in Fig. IV.35; note that, at a value of z only three times
that of the 0.5P. level, P is down to 1073 P!
Continuing in the spirit of order-of-magnitude cal-
culations, let us approximate the nebula by a uniform
slab of pressure 0.6 P, and half-thickness 2 =0.5 x 103 cm,
as indicated by the dashed lines in Fig. IV.35. From
Fig. IV.33 we can see that the surface density of the
nebula was near 300gcm~2 at 3 AU; hence, we can
equate the total mass of gas to this figure and derive an

approximate value of P,
0/2z = [0.6P.uu/RT] = p (gem ™), (IV.148)

or P. =0.5dyncm™> = 0.5ubar. More precisely,

o= J [P(z)u/RT)dz (IV.149)
= (;LPC/RT)J exp
= — d IV.150
RT L)C xp <2RTr3)Z > ( )
1.0 L T L] T L L] L T T
| T=300K |
r=3AU
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|
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Figure 1V.35 Pressure dependence on height above the nebular
plane in an isothermal nebula. The effective thickness of the nebular
disk as seen from the Sun is only a few degrees, comparable to the
range of orbital inclinations of planets and asteroids. The dashed line
treats the nebula as a uniform slab for the purpose of making approx-
imate calculations easier.
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which is a standard definite integral,
o= (uPe/RT)(2nRTF | uGM)"/?, (IV.151)
or
o/Pe = (2mur /RTGM)'? (IV.152)
=2160[(AU)*?/T"?,  (IV.153)
whence

P. =oT"?/12160r(AU)*?| = 3300715 /21603
= 1.57'%73, (IV.154)

using the dependence of o(r) on r found in Fig. IV.33.

It is good to recall at this point that we are still
discussing a minimum-mass nebula, just able to provide
the present masses of the planets. If any solid matter has
been lost from the Solar System since the formation of
the solar nebula, then this model will underestimate the
pressures and densities.

However desirable it may be to assign an upper limit
to the mass of the nebula, there are very few scraps of
relevant information on which such a limit might be
based. The best available method seems to be to use
observations of T Tauri stars to place limits on the total
mass that a young star can eject. Of course most of the
ejected mass would normally come from inside 0.1 AU,
but at least we can get a serviceable, if generous, upper
limit on the mass of the nebula. It has been estimated that
a Sun-like star emits 1 to 3 x 1078M, /year over a T Tauri
stage lifetime of about 3 x 10° years, for a total mass loss
of 0.06 M. This number is surely uncertain by a factor of
2 or more. We will consider the effect of a mass loss of up
to 0.1 M, some 30 times the lower limit of 0.0035M, that
we found necessary to make the planets. We shall then
settle on a mean value of the nebular mass of 0.02M, for
the purpose of constructing models. The uncertainty on
this mass estimate we shall take as a factor of 6; however,
that represents the full range of plausible mass estimates.
We should bear in mind that most of the mass of the
T Tauri phase solar wind probably originates in the cor-
ona of the central star, not in the nebula. If we now had
some idea of the dependence of temperature on either the
midplane pressure or the heliocentric distance, we would
then be able to sketch out a crude but serviceable three-
dimensional model of the pressure, temperature, and den-
sity distributions in the nebula.

Thermal Opacity in the Solar Nebula

We have seen that collapse of an interstellar cloud to
form a star releases enormous amounts of energy. This
energy is liberated throughout the interior of the nebula
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and is radiated off into space from its surface. Instant
collapse is prevented by the high internal temperatures
and pressures caused by the heat of contraction, as well
as the difficulty of transporting heat from the deep inte-
rior of a massive cloud out to its photospheric surface.
The rapid radiative loss of this heat is prevented solely
by the high opacity of the gas to solar radiation. This
opacity is due in part to infrared absorption by mole-
cules, and partly to dust. We have already seen the
nature of the electronic absorption spectrum of atomic
hydrogen. We have also examined the chemistry of
hydrogen over a very wide range of temperatures and
pressures and have crudely assessed both the tempera-
ture and the pressure in the regions of the nebula where
rocky (but not icy) minerals are stable. We can conclude
that conditions in the nebula near where the material of
the terrestrial planets condensed were such that hydro-
gen would have been almost solely found as the H»
molecule. Electronic transitions of Hj lie in the ultravio-
let part of the spectrum. The peak of the Planck function
for a typical range of nebular temperatures, 1000 to
100K, lies between about 3 and 30 um. It is clearly
necessary for us to discover what species are important
sources of opacity in this wavelength region, in a nebula
with solar elemental composition. As a rule, electronic
transitions of molecular gases usually lie at ultraviolet
wavelengths. Such transitions are therefore not promis-
ing sources of opacity in the infrared. Molecules, how-
ever, can also absorb energy to excite internal vibration.
Vibrational transitions must have energies no greater
than the electronic excitations lest the molecule dissoci-
ate rather than vibrate.

In order for photons to change the vibrational level
of a molecule, the oscillating electric field of the
photons must couple with the molecule in such a way
as to stretch and compress or bend a chemical bond.
Figure IV.36a illustrates a symmetrical diatomic mole-
cule exposed to radiation of wavelength A. The scale of
the figure is grossly distorted so as to make the mole-
cule visible; typical dimensions of diatomic molecules
are about 2 x 10~% cm, whereas a typical near-infrared
photon has a wavelength of 3um =3 x 10~*cm. We
can see that the effect of the changing E field is the
same on both atoms. Because the two atoms are
the same (a homonuclear diatomic molecule) and the
molecule is electrically neutral, the effect is zero. Thus a
symmetrical diatomic molecule does not interact
with the radiation field even if the field is oscillating
precisely at the natural vibration frequency of the
molecule.

Figure IV.36b shows an asymmetrical diatomic
molecule such as CN, CO, OH, or SiO similarly sub-
jected to an oscillating electric field. These molecules
have small to moderate dipole moments, so that the ends
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of the molecule have small opposite charges. In this case,
the instantaneous E field will exert oppositely directed
forces on the two atoms whenever E is nonzero. If the
molecule is driven at its resonant frequency, it will read-
ily absorb energy from the radiation field and undergo
vibrational excitation, absorbing one or more quanta of
radiation in the process.

In quantum mechanics, it can be shown that the
allowed characteristic energies of a diatomic oscillator
are

ey = (h/2m) (K /m)"* (v +1/2), (IV.155)

where K is the spring constant of the molecule (K = F/x)
and m is the reduced mass of the molecule,
m = mymy/(m, + my). The term v + % describes the quan-
tization of the energy levels; v is called the vibrational
quantum number and can range over v =0, 1,2 - co. The
initial increment of % is of interesting origin. Consider a
molecule that had absolutely no motion; the uncertainty
in its momentum would be zero. However, from the
Uncertainty Principle, the product of the uncertainties
in the momentum and the position of the molecule is
constant,

ApAx =h/2r =1 (IV.156)

and therefore Ax would be infinite, and the molecule
would be lost forever! The molecule therefore cannot
be stationary and still be somewhere knowable. There
thus arises a vibrational ground state for v=0 of
energy

o = (1/2)(K /m)"/? (IV.157)

which is the irreducible minimum energy of the molecule
at absolute zero, called the zero-point energy.

A classical oscillator, as illustrated in Fig. IV.36e,
experiences a restoring force of —Kx when the displace-
ment of the atoms from their mean position increases
their separation by a distance x. This force produces a
restorative acceleration

F = Kx = —mX. (IV.158)
This simple differential equation is satisfied by
x = sin(K/m)"?t. (IV.159)
The frequency of this sinusoidal oscillation is
v = (1/27)(K/m)"?, (IV.160)

and the quantum-mechanical energy associated with an
oscillator that has this frequency is A4v,. Thus we can see
the significance of both the classical and the quantized
parts of Eq. (IV.155).
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Figure IV.36 Vibrational excitation of molecules. a illustrates a symmetrical molecule irra-
diated by an oscillating dipole electric field. There is essentially no interaction. In b, a molecule
with a small electric dipole moment will be alternately stretched and compressed as the external
field oscillates; if the field oscillates at the vibration frequency of the molecule, the molecule will
absorb some of the radiation and become vibrationally excited. In ¢, a molecule with a dipole
moment aligned with its axis along the direction (Poynting) vector of the radiation is not excited by
the radiation. d illustrates schematically the collisional excitation of molecular vibration by
intermolecular and wall collisions. e shows a molecule of mean bond length d, oscillating with
atomic displacements of +x. f shows the parabolic potential well of a classical Hooke’s Law
oscillator, with the quantum-mechanical allowed vibrational energy states superimposed. The
vibrational quantum number (v) and the energy of each state are given, as are a number of possible
transitions resulting from absorption of radiation. Note that all the transition energies are integral
multiples of the fundamental frequency v,. g shows the potential surfaces for the ground electronic
state (solid line) and the first excited electronic state (dashed line) of a typical real molecule. Note
that only the lower portion of the potential well of each state is close to parabolic. The departure of
the well from parabolic shape is said to cause “anharmonicity” of the vibrational levels.

In Fig. IV.36f we have indicated a number of possible
energy-absorbing transitions for a quantum oscillator
with a parabolic potential well. (Why? Show that the
potential energy of a classical oscillator varies as x2.)
As always in equilibrium systems at finite temperatures,
the most populous vibrational state is the ground state,
with the populations decreasing toward higher energies

as exp(—¢/kT). Note that the spacings of all energy
levels are the same, Ae = hvy, where v is called the
fundamental frequency of the oscillator. In a real
molecular oscillator the potential well departs from a
parabola at moderate values of v, due to both very
strong short-range Coulombic repulsion when the atoms
are close and weakening of the force constant at high
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values of x, at which the overlap of the atomic orbitals
of the atoms becomes small. This is indicated schema-
tically in Fig. IV.36g for one particular electronic state
of the molecule, such as the ground state. The dashed
lines in the same drawing suggest what the potential
energy surface and vibrational energy levels might look
like in the first electronically excited state of the mole-
cule. Note that, for certain vibrational levels in these
two electronic states, there is no possibility of a transi-
tion from one electronic state to another because these
configurations cannot both exist at the same interatomic
spacing. The rule prohibiting such transitions is called
the Franck—Condon principle.

Typical molecules have force constants and reduced
masses that yield vibrational fundamental frequencies
near 10'*Hz or a wavelength of several micrometers.
Very massive atoms will form molecules with very clo-
sely spaced vibrational levels; in the limit, two macro-
scopic masses connected by a spring must behave
classically.

It is of great importance to our efforts to realize that
many polar molecules are strong absorbers in the sev-
eral-micrometer wavelength region, the so-called ther-
mal infrared. Now it remains to discover which
molecules are important sources of thermal opacity in
solar material.

In Table IV.7 we found that several diatomic and
polyatomic molecules may have appreciable abundances
at temperatures in the present range of interest, about
1500K down to 50K. These include H,O, CO, H,S,
CO,, PH;3,NHj3, CHy4, and PN. Of these, the strongest
absorber, the one with the largest dipole moment, and
the most abundant molecule are one and the same, H,O.
Water vapor has several strong fundamental and com-
bination bands in the near infrared. Because the water
molecule is nonlinear and triatomic, it has more than
one possible vibrational mode. In fact, it has three, each
with a characteristic frequency.

Any diatomic molecule can both vibrate and
rotate. Table IV.9 enumerates the different independent
(orthogonal) modes available to a wide variety of
molecules.

The energies allowed to a quantum mechanical rigid
rotator are given by

e =J(J+ DI /Q2I) = LT (J + 1) (IV.161)
where J is the rotational quantum number and [/ is the
moment of inertia of the molecule about the rotation
axis.

For linear molecules, we can see from simple geo-
metrical considerations that there are two rotational
modes, about two axes orthogonal to each other and to
the axis of the molecule, which will have equal values of /
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Table IV.9 Internal Degrees of Freedom of Molecules

No. of degrees of freedom

No.

of atoms  Structure  Example Total Trans Vib Rot
1 Monatomic He 3 3 — —
Diatomic CO 6 3 1 2

3 Linear CO, 9 3 4 2
Bent H,O 9 3 3 3

4 Linear HCNO 12 3 7 2
Planar CH,0 12 3 6 3

Pyramidal NH; 12 3 6 3

5 Linear HC,CN 15 3 10 2
Planar H,CCO 15 3 9 3
Tetrahedral CHy 15 3 9 3

62 Chain CyoHy, 186 3 180 3
Linear Cea 186 3 181 2

and hence precisely equal energies. In spectroscopy, two
levels that have exactly the same energy are said to be
degenerate. Note that rotation about the molecular sym-
metry axis corresponds to a case of near-zero moment of
inertia and hence to inaccessibly high excitation energy.
This mode can therefore not be excited. Conversely, for
very massive molecules the moment of inertia becomes
very large, and the spacing between the rotational levels
vanishes. Thus quantum mechanics imposes no practical
constraints on the rotation of baseballs; it is not neces-
sary for the catcher to specify the rotational quantum
number of a pitch, merely that he wants spin. (Besides,
imagine how long it would take him to signal the desired
value of J! Consider a 260-g ball 4 cm in radius rotating
at 100 Hz. What is J?) Note that, unlike vibrational
levels, the rotational levels are not uniformly spaced.
Note also that Eq. (IV.161) was derived for a rigid
rotator. But rapidly rotating molecules are subject to
centrifugal distortion, which increases 7 about the rota-
tion axis and therefore decreases the energy spacing
between high-lying rotational levels. Symmetrical dia-
tomic molecules do not couple well with electromagnetic
radiation, and hence molecules like H, have forbidden
pure rotational and pure vibrational transitions.
Typically the rotational levels are very closely
spaced compared to vibrational levels, corresponding
to resonant frequencies on the order of 10'>Hz or
wavelengths of several hundred micrometers. Pure rota-
tion transitions would thus supply useful thermal
opacity only at temperatures near 7' = 2900/A = 10 K.
At this temperature the only uncondensed gases are He,
Ne, and (depending on the pressure) H,. Helium and
neon of course have no rotational or vibrational absorp-
tion, and Hy, although it rotates (rotational fundamental
at 1.7 x 10" Hz, or about 17 um), cannot couple directly
with the radiation field. Also, because of the very small
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value of 7 for this minimal molecule, it would provide no
opacity in the 200- to 1000-um region even if the rota-
tional transition were not forbidden by symmetry.

The energy levels of a typical diatomic molecule,
taking into account electronic, vibrational, and rota-
tional excitation, are portrayed in Fig. IV.37. Three
different electronic states are represented: E; is the
ground electronic state, FE, is the first electronically
excited state, and E3 is an unbound (dissociative and
repulsive) state with energy greater than zero. In E; there
cannot be either vibration or rotation, and therefore no
quantized sublevels are seen. A number of vibrational
levels of E| and E, are schematically indicated.

Transitions may occur between different vibrational
and rotational levels according to certain selection rules,

+3

2}
+HF E; (A+B)
o}- _
=
=5
a1t =4 .
E (eV) =
=2 -1
v=1 -
2r B2 (AB*) ]
a3k .
4} n
5k .
L L

dl d2
A-B interatomic distance

Figure IV.37 Electronic, vibrational, and rotational energy levels.
The potential energy curves are given for three electronic states: E; is
the electronic ground state, E, is an electronically excited state with a
weaker bond and larger mean interatomic distance, and E3 is an un-
bound (predissociative) state in which the Coulombic repulsion force
exceeds the electronic binding force at all separations. Absorption of
radiation is essentially instantaneous: the nuclei cannot move on the
time scale of the transition, and only electrons may be perturbed. Thus
radiation could not excite this molecule from the v =0 level of the
electronic ground state to the v =1 level of the first excited state
because these two states cannot both occur at the same internuclear
distance. Note that some levels coincide almost perfectly in energy.
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which specify what changes in the vibrational and rota-
tional quantum numbers are allowed. Simultaneous
changes in electronic, vibrational, and rotational energy
may be brought about by absorption of a single photon.

Rotational fine structure is sketched in for only a
few low-lying vibrational levels of Ej, although it is
present for all bound states. The spacing of the rota-
tional levels has been substantially exaggerated so that
they can be seen; recall that their actual spacing is of
order 10> Hz, or 0.005eV. The characteristic energies
required for ionization, dissociation, electronic excita-
tion, vibrational excitation, and rotational excitation,
along with the characteristic temperatures [7(K) =
2897/ A(pm) = 2897v/c] of these modes, are shown in
Fig. IV.38. Also given for comparison is the energy
distribution of the solar spectrum.

Several points become clear from this diagram.
First, ionization and dissociation can absorb only a very
small fraction of the solar flux. Second, the peak of the
Planck function for the Sun lies in a region in which
gases are quite poor absorbers. Third, direct heating of
gases by the Sun is quite effective in the infrared. Fourth,
at gas temperatures from a few kelvins up to about
200K the kinetic energy carried by gas molecules (and
thus the distortion energy stored as potential energy of
bending or twisting during collisions) is adequate to
excite rotation of all molecules except H,. Fifth, at tem-
peratures of several hundred kelvins, the Cy of hydrogen
is 5R/2 and the Cp is 7R/2. The translational energy of
the average gas molecule can directly excite molecular
vibration.

The total internal energy of a gas depends on how
many of its modes are excited. At low temperatures, the
thermal energy of collision of molecules may be insuffi-
cient for rotational, vibrational, or electronic excitation
of the molecule. Then, according to kinetic theory, the
total energy of each molecule is just my?/2, and this
mean kinetic energy is just 3k7/2. We should add, from
our knowledge of the quantum mechanical treatment of
molecular vibration, that there is also a constant, small
zero-point vibration energy present. The rate of increase
of internal energy when the temperature is raised, the
heat capacity, is

Cy = d(3kT/2)/dT = 3k/2 (IV.162)

per molecule, or 3R/2 per mole. In Appendix I, we prove
that the heat capacity at constant pressure, Cp, is
Cv+ R=5R/2.

The rotational fundamental of hydrogen gas is at
17 pm, which, from Fig. IV.38, requires a collision with a
molecule at about 200 K to excite. Above about 200K,
therefore, heating the gas through dT requires supplying
energy for both translation and rotation, and the heat
capacity must be larger. We have seen that the molar
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Figure IV.38 Molecular energy levels, solar radiation, and thermal energy. The energy scales of
particles, radiation, thermal motion, and the solar emission spectrum are compared with the absorption

and excitation energies of a typical molecule.

heat capacity for translation is R/2 for each (x, y, z)
degree of freedom of the molecule, and we can recall
that H, has two orthogonal but energetically degenerate
rotation modes. Each of these modes also contributes
R/2 to the heat capacity, so that, at several hundred
kelvins, the Cp of hydrogen is SR/2 and the Cy is 7R/2.
The vibrational fundamental of H, at 1.7 um becomes
excited only near 2000 K. Each vibrational mode has a
kinetic part and a potential part, and Cp and Cy increase
by R/2 per mode. Because hydrogen begins to dissociate
near this temperature, Cp never attains its full possible
value of 9R/2. Figure IV.39 shows the behavior of the
heat capacities of H,, He, and a solar-composition mix-
ture. Hydrogen behaves in a very different way from
most other molecules: because of the low masses of the
H atoms, it is the most quantum mechanical (least clas-
sical) of molecules and has by far the largest vibrational
excitation temperature of any molecule.

Let us now imagine a cloud of H; gas containing a
trace of water vapor, exposed to solar illumination. The
near-IR tail of the solar emission can be readily
absorbed by the vibrational bands of water vapor. The
vibrational energy can be converted into rotational and
translational energy by collisions. A rapidly vibrating
water molecule can collisionally excite rotation of H;
molecules, even though the direct excitation of H, rota-
tion by the Sun is forbidden. If the trace of water vapor
is condensed, the gases in the cloud essentially cease to
interact with the Sun.

Now let us consider the significance of the fact that
typical collision energies may be far larger than the spa-
cings of the rotational levels of molecules. We shall con-
sider the fundamental vibrational transition for a general
gas in which the individual molecules are distributed over

a substantial number of different rotational states both
before and after the vibrational transition. To first approx-
imation, the transition energies of all of these molecules
are just hyy, where vy is the fundamental frequency. To be
more precise, we must allow for the energy differences
caused by changes in the rotational quantum number J
simultaneous with the change in v. Individual molecules
that are excited from, say, the v =1 and J = 8 level may
end up in any of a large number of v =2 states with
different (lower or higher) values of J. Thus the absorption
spectrum for this band (the v band) will contain a large
number of lines whose spacings are determined by the
energy differences between the rotational levels. From
Eq. (IV.161) we can see that the individual levels lie at
energies 59 0, 2, 6, 12, 20, 30, 42, 56...) above the
rotational ground state. It is clear that all possible transi-
tions (except of course for anharmonicities caused by the
centrifugal distortion of high-lying rotational states) have
energies that are multiples of +2¢?, and all multiples are
possible. Thus we expect a manifold of rather evenly
spaced lines, the spacing of which provides us the means
to deduce the rotational moment of inertia of the mole-
cule. These lines lie both above and below 4v; in energy.
Such a rotation—vibration absorption band is pictured in
Fig. IV.40. Each of the absorption lines is of finite width,
because the uncertainty principle allows AE = 0 only for
states with infinite lifetime and because the motions of the
molecules impart a Doppler broadening to the spectral
lines of large ensembles of molecules. Still, the line width
is small compared with the spacings between lines.

The envelope of the rotational lines contains valuable
information on the temperature of the absorbing gas,
because the relative intensities of the lines depend on the
relative populations of the rotational levels. In a hot gas
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Figure IV.39 Heat capacity of hydrogen, helium, and solar material. The low-temperature heat capacity is that of a
monatomic gas, because temperatures are too low for intermolecular collisions to excite even the rotation of molecular
hydrogen. Above 1000 K the vibrational excitation of hydrogen begins to appear, but the energy of the vibrational
fundamental is so close to the dissociation energy of the molecule that the molecule falls apart before the full
vibrational contribution to the heat capacity can be realized. The dashed line indicates the contribution to the apparent
heat capacity due to the absorption of the dissociation energy of hydrogen; the solid line indicates the heat capacity,
ignoring dissociation. Clearly the latter is an excellent approximation under almost all conditions, but in the vicinity of
the dissociation temperature it is a disastrously bad approximation. A handy measure of the degree of dissociation is

the mean molecular weight.
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Figure IV.40 A rotation-vibration absorption band. The rotational
structure of the band is complex and far from symmetrical. The inset
illustrates the effect of an increase in pressure on the spectrum (dashed
curve).

exp (—¢/kT) will be nearly unity, and the molecules in
the gas will be distributed widely and almost uniformly
over dozens of rotational levels. This will produce a vibra-
tion—rotation band with a very flat envelope. With regard
to Fig. V.40, it should be mentioned that the AJ =0
spike (the Q branch) will be absent for certain gases.

The spacings of the individual rotation lines are
about 10'2Hz, the envelope of the band spans about
10" Hz, and the frequency of the Q branch is about
10'4 Hz. The thermal energy of intermolecular collisions
at 300K is equivalent to about 3 x 10'* Hz. Thus any
molecule that has recently been involved in a collision
will have suffered distortion of its energy levels by an
amount that can easily smear out the rotational struc-
ture in the spectrum. This phenomenon of broadening
(and, in a dense gas, eventual obliteration) of rotational
lines is called collision broadening or, less precisely, pres-
sure broadening. At high pressures, ever larger pro-
portions of the molecules are suffering collisional
perturbations at any moment. The wings of the indivi-
dual lines expand and overlap, closing down the trans-
mission windows between the lines. The insert in
Fig. IV.40 shows the effect of increased pressure on the
line profiles. Thus a high-resolution spectrum in which
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individual line profiles can be measured provides infor-
mation on the pressure of the gas. Another point of
direct relevance to the present discussion is that a low-
pressure gas can “leak” radiation even in the heart of a
strong absorption band, if the wings of the lines are
weak. This principle may also be expressed by saying
that the continuum opacity of the gas may be very low at
low pressures, even when the line opacity is fairly high.

Line widths that are not Doppler limited are deter-
mined by the lifetimes of the undisturbed molecules,
essentially the times between collisions. A state that
persists undisturbed for A¢ seconds will have an energy
uncertainty of

AEAL = h)2 (IV.163)

The lifetime of the undisturbed state is the mean free
path of the molecule (/) divided by the mean thermal
velocity (7). For hydrogen at normal temperatures and
pressures, [/~ 10°cm and V~x10°cms™!', so
At =10"""s and v = 10'° Hz. (For Doppler broadening
under the same conditions, Av=vV/c= 10'4(10°/3 x
10'%) = only 3 x 108 Hz.) Because

| =kT/mr*P (IV.164)
and
V= (kT/m)"?, (IV.165)
we get
AE=h/2At = hv/l=hV ]I
/ / / (IV.166)

=rha®P/(mkT)"?,

where a is the radius of the molecule.

One consequence of molecular collisions is that the
collision shifts and distorts the electron shells relative to
the nuclei. Thus an H, molecule, while distorted by
collision with another molecule, will have a temporary
collision-induced dipole moment. It will then be able to
absorb resonant photons that would, for the isolated
molecule, be symmetry forbidden. The duration of a
collision is approximately the ratio of the radius of the
H molecule to its thermal speed, about 107%/10° =
10135, or about 1073 of the mean undisturbed lifetime
between collisions. Thus all energy levels are smeared
out to a width of about 10'* Hz during a collision. This
width is equivalent to a wavelength of about 30um,
comparable to the wavelength of the H, rotational fun-
damental itself (17 um). Therefore dense hydrogen gas
will absorb over a very broad spectral range of Av/v ~ 1
centered on the 17-um wavelength. This absorption
increases in strength in proportion to the fraction of
molecules involved in collisions and thus is not propor-
tional to P, as in ordinary transitions, but to P2. This
broad feature will contribute important thermal opacity

IV. The Sun and the Solar Nebula

at pressures > 1 bar if the temperature is such that the
Planck peak is anywhere near 17 yum,

T = 2900/ Anax ~ 170K (IV.167)

within about a factor of 2.

For the case of the solar nebula, pressures are too
low for this to be an important source of opacity in the
region of the nebula where the Planck peak is near
17 pm, and regions of the nebula dense enough to pro-
vide this opacity are so hot that thermal decomposition
has destroyed the H, molecule. This has not been a
futile exercise, however, because this phenomenon is
of central importance in the atmospheres of the Jovian
planets.

Now that we have seen the ways in which pressure
may affect the process of light absorption, let us return
to Fig. IV.40 to see how the path length traversed
through a gas will affect the spectrum. We have already
seen that the individual absorption lines can be narrow
and extremely strong in their centers while the average
band transmittance is still high. This is because the wings
of the line drop off in strength very rapidly away from
the line centers. The absorption coefficient is given by

a(N) =
1(e*/4eom@)N AN/ [A7 (A — Xo)* + (AN/2)%], (IV.168)

where )\ is the line center and A\ is the natural line
width:

AN = (N /he)AE = (X} /e)(1/At + 1/A). (IV.169)

Here Aty and At, are the lifetimes of the two states
between which the transition occurs. Weak lines with
unsaturated cores often have a Lorentz line profile, so
that their integrated strength is equal to the product of
their depth times their width. Rather than deal with the
width and the depth of a line, it is often convenient to
use an overall measure of the strength of an absorption
feature that is independent of the spectral resolution
with which we observe the line. We find the equivalent
width of a line, w, by integrating the transmitted inten-
sity over frequency. For a homogeneous slab of gas,

w= J (1 — exp ax)dv (IV.170a)

0

or, for the case of an optically thin gas (ax << 1),

w= xJ adv = xS, (IV.170b)

0

where S is a measure of the intrinsic strength of the line.
The equivalent width of a line is defined as the width of a
rectangular absorption line profile with zero transmit-

tance and the same area as the observed line, as illu-
strated in Fig. IV.41.
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Figure IV.41 Equivalent width and the curve of growth. a shows
the equivalent width of a weak line and a strong (saturated) line. b
shows schematically the changes in line shape that occur as the line
strength is increased by growth in either the gas number density or the
path length through the gas. The resulting equivalent widths for this
sequence of gas abundances are shown in c. Note the linear, nearly flat,
and square root portions of this curve of growth.

For weak lines, doubling the amount of gas or the
path length through the gas will double the equivalent
width. At each point on the absorption line, the
absorbed intensity is

dl = —Iondx, (IV.171)

where o is the molecular cross section (cm?/molecule), n
is the number density of the absorbing gas (cm~3), and
dx is the increment of path length through the gas. Thus

I,\’
J I'dl = In(1,./ 1))

)

— —on J dx = —onx. (IV.172)

0
For small amounts of absorption, I, = Iy(1 — nx). Also,
note that the product on is the same as e N, where ¢ is the
molar extinction coefficient and N is the number of
moles of absorber per cubic centimeter.
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Because we are holding the pressure constant and
using a Lorentz line profile, w is proportional to Iy — I,
or w o nx. Thus w increases linearly with the column
abundance of the absorber along the line of sight. The
relation expressing how w grows with the column gas
abundance is called the curve of growth, and we can say
that, for weak Lorentz lines, the curve of growth is
linear.

From Eq. (IV.172) we can see that, for large values
of onx, the intensity at the absorption line center will
drop only as

(IV.173)
(IV.174)

I, = Iyexp —(onx)
Iy — I, = Ih[1 — exp —(onx)],

whereas the wings of the line (small o) are growing as x.
When I(x) becomes very small at the line center, dou-
bling onx will have negligible effect on the transmitted
intensity. We then say that the center of the line is
saturated. When the core of a line is saturated, adding
more absorber to the line of sight contributes to the
opacity almost solely by increasing the absorbance in
the wings of the line. The equivalent width, which
increases as the product of width times depth, will now
grow due only to increasing line width. For a Lorentz
line profile, this means that w will now grow as (anx)l/2
in this domain. This is called the square root portion of
the curve of growth.

The changes of line shape and equivalent width with
onx are summarized in Fig. IV.41. Note that, at very
high gas abundances, the wings of the individual lines
merge and begin to lower the continuum. This effect is
wholly independent of the collision broadening phenom-
enon discussed earlier and is simply due to the presence
in the line of sight of such immense column abundances
of gas nx that even very small molecular absorption
cross-sections will provide significant onx products.

If we were to compress a fixed column abundance of
gas so that exactly the same mass of absorber is observed
at higher pressures, Nx will remain constant and the
absorption in the spaces between the lines would remain
constant until pressure broadening becomes detectable.
Thereafter, the absorption between the lines would

increase as n?.

Dust Opacity

Although condensates make up a very small fraction
of the mass of the nebula, they can be important sources
of opacity if they are good absorbers or scatterers. As
with gases, we can analyze the absorption of electromag-
netic energy in terms of electronic, vibrational, and rota-
tional transitions; however, in solids it is very unusual
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for free rotation of a molecule or portion of a molecule
to take place. Vibrational excitation of solids occurs at
particular wavelengths (lattice bands) that may be
located, especially in the case of weakly bonded solids,
very close to the wavelengths at which the vapor
absorbs. Silicates generally exhibit a band near 10 um,
which is an important source of opacity near 300 K.

A very large proportion of the continuum opacity in
the nebula is due to the presence of metal grains. Electrical
conductors contain, by definition, mobile conduction band
electrons that are free to move about. In a process analo-
gous to free—free absorption of energy by electrons in a
plasma, these electrons may couple with an oscillating
electromagnetic field and be accelerated. They in turn
collide with and are scattered by lattice atoms and dissi-
pate their energy as heat. Metallic iron—nickel alloy is thus
a moderately strong and very broad-band absorber.

Solids that do not contain conduction band electrons,
but that have an unoccupied delocalized (conduction)
level not too high in energy above the highest-lying occu-
pied levels, may become conductors if sufficiently ener-
getic radiation is present. The ultraviolet (or visible)
radiation promotes electron transfer across the band gap
into the conduction band, and the material will become a
broad-band absorber. Such substances are called semicon-
ductors. Typical naturally occurring semiconducting
minerals include a number of metal oxides, such as FeO.
It is interesting that such semiconducting surfaces are also
extremely effective catalysts for a wide variety of chemical
reactions, including the production of complex hydrocar-
bons from CO and hydrogen. This reaction, called the
Fischer—Tropsch process, was the basis of the production
of synthetic fuels by Germany during World War II.

In the nebula, conducting particles, especially iron—
nickel alloy, can interact most effectively with the radia-
tion field if their circumferences are at least as large as
the wavelength of the incident light:

2mr > A (IV.175)

Because metallic particles are stable in the nebula from
about 1500K down to below 500K, they will be
imbedded in a medium for which the Planck peak will lie
between about 2 and 6 ym. Thus metal particles with radii
of about 1 um or larger are most effective in providing
opacity. Clearly, however, there is nothing to be gained
by making the particles larger than this; the total cross-
section area of a given mass of spherical metal particles is
inversely proportional to the radius of the particles:

A(em?)/M (g) < (3na®)/(4nd’ prc)

=3/(4apg.) = K (cm’g™!).  (IV.176)
The absorption coefficient of the nebula is just
a = Kpy(em™), (IV.177)

IV. The Sun and the Solar Nebula

where K is the mass opacity and p, is the density of the
nebula.

The mass fraction of metal particles in the nebula,
which depends on the molecular weights (y;) and atomic
abundances (A4;) of iron, nickel, and the major elements,
can be approximated as ppedpe/(uuAn + ptHeAHe), OF
1.14 x 1073, and K in units of square centimeters per
gram of nebula is 0.034/(4ppea) = 10~%/a. Thus « is
10~*(p,/a). Assuming, as usual, ideal gas behavior,

a=10"*Pu/(aRT"?) (IV.178)

We have seen that [Eq. (IV.154)], at 1 AU from the
center of the nebula,

Po=1.5T"%73 = 157" (IV.179)

hence
a=15x10"*u/(aRT"?) (IV.180)

Taking T = 600K, R = 8.2 x 107, and p = 2.3, we find
that o is 1.7 x 10713/a. The mean free path of a thermal
photon is then

I=1/a=58x10"a. (IV.181)

For a=1pm =10"%cm,/ = 5.8 x 103cm, or 5800 km.
As we saw, the half-thickness of the nebula is about
0.05AU [Eq. (IV.147) and others], or 7.5 x 10'' cm,
more than 1000 photon mean free paths. The nebula is
thus optically thick in the thermal IR near Earth’s orbit.

The thermal opacity of iron would essentially vanish
if the mean free path of thermal photons approached
0.1 times the half-thickness of the nebula. For that to
happen, either 99% must be accreted into large planet-
esimals or all the iron particles must be near 150 um in
radius. A “smoke” of iron particles with sizes much less
than 1 um could also decrease the opacity.

Infrared radiation with mean free path / will penetrate
through the nebula in the z direction with an intensity

I(z) = Iyexp(—z/I) = Lyexp(—7). (IV.182)

The quantity 7 is called the optical depth. This and many
other definitions related to the attenuation of light are
collected in Table IV.10 as a guide to the necessary
terminology.

We have seen that most of the mass of the nebula
lies within z = 0.05r of the nebular symmetry plane and,
thus, at the level at which P = 0.6P.,z/l = = 1500.
The fraction of transmitted radiation is then

1(z)/Iy = exp (—1500) = 1076%, (IV.183)

A 100-times smaller optical depth would still be a very
effective opacity blanket.

Although we do not at present know how to assign a
size to particles in the Solar Nebula, we have seen that it
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Table IV.10 Light Absorption and Transmission Terminology

o = particle cross-section area (square centimeter per particle)

K = mass opacity (square centimeter of area per gram of absorber)

a = absorption coefficient = K, (square centimeter of area per cubic
centimeter of absorber) (cm™')

e = extinction coefficient = K/u (square centimeter of area per mole
of absorber) (used especially by chemists)

A = absorbance = optical depth[//Ip = exp ( — 7)] (used by chemists)

T = transmittance = 1 —exp(—A) =1 —exp(—17)

is altogether plausible that the portion of the nebula that
contains metallic iron could be highly opaque to thermal
infrared. For nebular temperatures between about 150
and 400K, the dominant sources of opacity would be
water vapor and solid oxides and sulfides of Fe.

Ferrous oxide (FeO) in solid solution in silicates
exhibits moderately strong but narrow (AM)\=0.1)
absorption bands at 0.95um and near 1.90 pm, with
the exact wavelength dependent on the structure of the
mineral in which FeO resides. Because of their short
wavelengths, these bands contribute little thermal opa-
city at relevant nebular temperatures: FeO becomes
abundant only below about 700 K, at which the Planck
peak is already beyond 4 um. At temperatures of a few
hundred kelvins, the most effective contributors to ther-
mal opacity are bands near 10-ym wavelength. Silicates
have a strong feature in this region.

Minerals that contain two different oxidation states
of the same element usually exhibit very strong charge
transfer bands due to exchange of electrons between the
high-lying energy levels of the two different charge states.
In the solar nebula the only important elements that can
assume more than one oxidation state in minerals are Fe,
Ti, and Ni. Iron is of course the most important of these.
Titanium can be found in the 3+ and 4+ oxidation states,
and, in silicate glasses, intense coloration can be produced
by a few percent of titanium. Iron can be oxidized at low
temperatures to form a mineral of composition
Fe;05- FeO, usually written Fe;O4, called magnetite.
Exposure of metallic iron to a solar gas below 400K can
produce magnetite, although we should recall that metal is
unstable with respect to formation of FeO-bearing silicates
at this temperature. Magnetite is very intensely black, but
is a weaker absorber than metal in the thermal IR.

Thermal Structure of the Nebula

We have seen, in our discussion of solar physics,
that the temperature gradient in a gas is related to its
opacity and the heat flux through it by

(dT /dr) = =3KpF(r)/40T? = 3aF(r) /40T>. (IV.18)
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Taking o = 1077, 0 = 5.67 x 107>, and T = 1000 K, we
get

(dT /dr) = 1.3 x 10712 F(r). (IV.184)

The gravitational collapse energy of an infinite gas
cloud of mass 1 M, to a radius of 0.1 AU is

E=—-GM}/r =180 x 10" erg. (I1.73)

The time scale for collapse is not well known, but is
estimated to be about 10° years. Thus the luminosity of
the solar nebula due to release of the gravitational
potential energy of collapse is about 2 x 1047/(10° x 3x
107) = 7 x 103 erg s~!. This luminosity is spread un-
evenly over the surface of a disk about 40 AU in radius,
of total surface area 27r? = 2 x 10°° cm?. The mean heat
flux through the surface of the nebula is
3 x 10*erg cm~2s~!. If the opacity were very low, then
the heat would be radiated more quickly; both the heat
flux and effective temperature would be higher.

The effective temperature of the radiating layer in this
example is (F/o)"* = 160K, or about the temperature of
water ice condensation. An error of a factor of 10 in the
time scale for collapse would change this temperature by a
factor of about 1.7 to allow a range of 100 to 300 K.

We can now derive a mean temperature gradient in the
z direction of 1.3x1072x3x107*=4x10""K/cm™!,
or 0.4K/km. Most of the heat is liberated within the
half-thickness z' [Eq. (IV.147)], and near z’ the gas pres-
sure drops by a factor of 2 over a Az range of
1.5x 10" cm. In this region the opacity is high enough
to provide a temperature difference of 4x107’
dz=6x10°K!

We must suppose that such an enormous tempera-
ture gradient, which is what would be required to deliver
the necessary heat flux through such a large opacity,
could not possibly build up without driving rapid con-
vective overturn. The adiabatic gradient is

(0T /0z) g = —pg/Cyp,

which, for solar-composition gas, is usually near
—2.3g/(7R/2), or about —10~%g. Substituting the expres-
sion for g in the nebula from Eq. (IV.143),

(0T /92)g=—10"GMz/r* = —1.5x10%2/r*.  (IV.185)

For r =1AU and z = 0.05 AU, the adiabatic gradient is
then about 3 x 107K ¢cm' or 3 x 107°K km™'. Thus
the radiative temperature gradient would be over 1000
times as large as the adiabatic gradient, and it is una-
voidable that rapid, efficient convective transport of heat
will dominate the cooling of the interior of the nebula. It
is very difficult to model the details of convective heat
transport, but we can mention for the moment that
convective speeds are unlikely to reach a Mach number

(IV.27)
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greater than about 0.3, or about 300m s~! in warm
hydrogen. (Mach 1 is the speed of sound in the
medium.) This turbulence causes rapid transport of
gases and easily blows about small dust grains, help-
ing to keep fine dust particles uniformly distributed in
the gas. Note also that with this adiabatic gradient, AT
becomes about 600 K, which is certainly of the right mag-
nitude for a region where the midplane temperature is less
than 1000K and the photospheric temperature is about
200K.

We may now collect a complete set of equations to
describe the vertical thermal structure of the convective
portion of the nebula. These include Eq. (IV.27) above,
plus

(dP/dz) = —PuGMz/RTr? (IV.142)

2(z) = GMz/r. (IV.143)
The most important differences between this model and
the isothermal first approximation shown in Fig. IV.35 are
that the central regions of the disk (low z) are hot and
isothermal because gr = 0 = 0, whereas regions far from
the central plane are isothermal at low temperatures
because of the low opacity far from the central plane.
The entire region out to P~ 1073P. is convec-
tive. Because temperature decreases with z, pressure
will decline much more rapidly with z at high z than
pictured in Fig. IV.35. A sketch of such a numerically
integrated (P, T) profile across the disk is given in Fig.
1V.42 along with an isothermal comparison model with
the same midplane temperature and pressure.

There are many possible approaches to modeling
the radial structure of the nebula. These approaches
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Figure IV.42  Vertical temperature and pressure profiles in an adia-
batic nebula. The adiabatic model with any fixed central-plane tem-
perature has a lower mean temperature and smaller scale height than
the corresponding isothermal model. This model corresponds to a
section through the nebula near the orbit of Venus.
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generally give results that are both divergent and
difficult to test observationally. We shall be content
with the semiempirical method already employed,
whereby observational and theoretical limits on o(r)
are used to constrain the pressure and density at
midplane. Given that the surface density varies as
=13 (Fig. 1V.33),

P = o[RTGM 2mp?V? = 1.5TV%3  (IV.152)

for the minimum-mass nebula with isothermal vertical
structure. For the mean model, P, should be about 5
times larger, and for the massive model, P, would be
about 30 times larger. The effect of an adiabatic ver-
tical structure is to decrease P. by 10 to 25% for any
given o, which is a very minor correction. From Ap-
pendix I, the relationship between temperatures in an
adiabatic process is

P/Py = (T)Ty) 'R, (AI.26)

The value of Cp/R for the solar nebula between about
150 and 2000 K is close to 3, whence T varies as P>, P,
will then vary as r~*!, and T, will vary as r~"1°. The
radial and out-of-plane pressure structure of such a
model is shown in Fig. IV.43. An explanation of the
deduced dependence of o upon r must be sought in
detailed physical models of the solar nebula. One prom-
ising approach, in which steady mass flow into the
nebula is assumed, has been developed by A. G. W.
Cameron, T. D. Lin, G. Morfill, and others. This accre-
tion disk model was inspired by recent advances in the
study of astronomical X-ray sources.

We have now used our limits on o(r) deduced from
the mass distribution in the Solar System in combination
with our deduction of adiabatic structure for the nebula
to predict the radial variations of the midplane tempera-
ture and pressure, P.(r) and T.(r). We will now turn to
the available data on the densities and bulk composi-
tions of the planets as we discussed them in Chapter I11
and the theoretical calculations of the temperature and
pressure dependence of the bulk condensate density in
order to test our model for the nebula, especially the
functional form of 7(r).

First, we must compare the uncompressed (zero
pressure) densities of planets and satellites, as deduced
from their observed masses and radii, with the theoreti-
cally calculated densities. Both the strict equilibrium
condensation and the strict rapid (nonhomogeneous)
accretion scenarios are summarized in Fig. IV.44. The
observed densities of solar system bodies are located in
the diagram by the simple assumption that the high zero-
pressure density of Mercury requires formation at a
temperature just below the condensation temperature
of metal, before magnesium silicates are fully condensed.
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Figure IV.43 Isobaric contours in an adiabatic nebula. This figure
provides an overview of the pressure structure of an adiabatic nebula
constructed according to the discussion in the text.

The theoretical estimates of the density of Mer-
cury both fall somewhat short of the observed den-
sity, but the behavior of the other planets and
asteroids, as well as the distant satellites of the Jovian
planets, is remarkable. The nebular model fits the
zero-pressure densities of the planets with remarkable
precision, providing that the preplanetary solids have
been thoroughly equilibrated with the local nebula
over narrow and well- defined temperature intervals.
The equilibrium assumption yields predicted densities
that differ dramatically from those of the nonhomoge-
neous accretion model for Mars and the asteroids; we
must, if we accept the principle of equilibration of solids
with gas in a nebula with a steep radial temperature
gradient, conclude that almost all of the asteroid belt
except its innermost edge is dominated by highly oxi-
dized, serpentinized material. This is a prediction that
was made by the equilibrium condensation model in
1970, prior to the first compositional characterization
of any asteroid by infrared and visual photometry, spec-
troscopy, and polarimetry. Observations described in
Chapter VIII provide a powerful test of this idea.

We must conclude that, based on the limited set
of data so far considered, our semiempirical nebular
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Figure IV.44 Uncompressed densities of solid bodies vs heliocentric
distance. The densities of a number of solar system bodies are com-
pared with the predictions of both the pure equilibrium and pure
nonhomogeneous accretion schemes. The density of Mercury can be
only approximately fit at best, and any allowance for accretion of
Mercury out of materials formed over a range of heliocentric distances
would make the problem worse.

model with adiabatic structure, with a temperature
dropping off as r~!'!, does a very good job of explain-
ing the densities of solid Solar System bodies. When
we take into account the similarity of the satellite
systems of Jupiter, Saturn, and Uranus to little Solar
Systems, we see that radial temperature gradients
should have been present within these systems during
the nebular stage. Thus a study of the dependence of
the density and bulk composition of these satellite
systems on distance from their primaries ought to be
very rewarding.

We should remark that the corrections of the
observed planetary densities to zero pressure are very
small for Mercury and Mars, and hence the densities
given must be quite reliable. The corrections for the
self-compression of Venus and Earth are much larger,
in excess of 1 g cm ™3, but Venus and Earth are so similar
in mass and composition that the relative zero-pressure
densities can be quite reliably compared. It is likely, but
not certain, that the uncompressed density of Venus is
smaller than that of Earth by about 1%. It is interesting
that the equilibrium model predicts that condensates at
the orbit of Earth ought to be about 1.5% denser than
those at the orbit of Venus, due to FeS retention at
Earth. It would be fascinating to know whether this is a
case of art emulating nature or of random variations
emulating data.
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It is in some ways a bit startling that the differences
between the terrestrial planets are so sharply defined. It
is entirely plausible that the accretion of a planet should
involve sampling of solids originating over a rather wide
range of heliocentric distances. This would inevitably
lead to an averaging of compositions and a blurring of
distinctions between planets. The observed densities of
the planets attest to the preservation of primordial dif-
ferences. It is thus valuable to explore the dynamics of
accretion of vast swarms of solid bodies to see whether
planets can in fact be assembled without erasing evi-
dence of these differences.

Our discussion has emphasized that equilibrium
condensation with accretion of local condensates offers
a far more satisfactory prediction of the densities of
Solar System bodies than the sequential-accretion
model. Nonetheless, all studies of the planetary accretion
process agree that each planet must accrete a significant
fraction of its mass from distances of at least a few tenths
of an AU away, both outward from and inward toward
the Sun. A planet cannot be composed solely of locally
condensed material. If, say, 15% of the mass of Earth
were accreted from Mars’ region and another 15% from
Venus’ region, the bulk density of Earth would be very
little affected. Accretion by Earth of 1% of volatile-rich
material from the asteroid belt likewise would have no
detectable effect on Earth’s density, but could be an
extremely important source of volatiles, possibly dom-
inating Earth’s inventory of water, carbon, nitrogen, etc.
Comparison of Earth’s volatile-element inventory with
those of Mars, Venus, and meteorites may therefore
provide a sensitive test of models of planetary accretion.

Turbulence and Dust Sedimentation

As long as the opacity of the nebula remains high, it
will maintain a steep temperature gradient and be con-
vective. If the dust grains, which are the principal source
of continuum infrared opacity, settle quickly into the
central plane of the nebula, then the thermal opacity will
vanish and turbulence will virtually cease. On the other
hand, the distribution of small grains of dust in the
nebula is governed by the interplay of several important
forces, including gravity, coagulation, and turbulence.
The principal homogenizing agent for dust is turbulence,
and the continued existence of turbulence requires a
nearly homogeneous distribution of dust! Not all the
forces affecting dust have been modeled simultaneously,
but calculations on the sedimentation and coagulation
of dust particles in a nonturbulent nebula have been
reported. We shall quickly summarize the major physical
phenomena associated with the behavior of dust in the
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nebula. We begin with what little can be said regarding
turbulent speeds in the nebular gas.

At various stages in the evolution of the nebula, up
to four different driving forces for turbulence may be
active. The first of these is the chaotic deposition of mass
and angular momentum in the solar nebula by infalling
matter. This is especially important during the growth of
the nebular disk. It is customary to model disk forma-
tion as occurring symmetrically and smoothly; no one
believes this is the case, but this simplification permits us
to evade an area of near-total ignorance with minimal
loss of face.

The second major source of turbulence is the ther-
mal energy liberated in the interior of the nebula by its
gravitational collapse. Although we are not sure exactly
how large a heat flux was provided by this source, we can
make a reasonable guess. We shall simply estimate the
amount of gravitational potential energy released by the
collapse of an interstellar gas cloud from infinite distance
to, say, a size of a few astronomical units. This amount
of energy is just —GM?/r, or about 10*? erg. This energy
is radiated from the surface of a disk with a total surface
area of 272 &~ 10® cm?2, and the lifetime of the nebula is
limited by various modes of instability to about 10'%s.
The mean thermal flux is thus about 10ergem 2s~!. By
comparison, the total potential energy available from
the collapse of the Sun to a radius of 10°km is about
10¥ erg. Some portion of this is surely transmitted to
and through the nebula by turbulent mixing. We shall
then take the flux through the nebula as
10*erg cm~2s~!, with an uncertainty of a factor of 10°.
This means that the lower limit on the photospheric
temperature of the disk, corresponding to the lowest
possible heat flux, is about 20K, whereas the highest
possible temperature (for 107 erg cm=2s~!) would be
600K. Since, based on chemical evidence alone, we
would expect a mean disk surface temperature on the
order of 100 to 200K, we can accept these limits as
reasonable and probably overly generous.

We shall assume that the heat transported from the
vicinity of the central plane of the disk to the nearest
region of the disk surface is carried by free convection.
From mixing length theory, the heat flux (F) carried by
convection is related to the mean vertical turbulent speed
(v;) and to the density of the gas by

v-=(F/p)'"*.

Near 1 AU the density not far from the midplane is

about 1078 g cm—3, and hence a flux of 10*erg cm=2s~!

would require a mean vertical wind speed of 10*cms~'.
Note that, if our flux estimate is in error by a factor of
103, the estimated turbulent speed is changed by only a

factor of 10. We now know the characteristic size and

(IV.186)
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characteristic turbulent speed, and we can calculate a
mixing time of about 103 s.

Sound speed in the nebula is about 10° cm s~!, so we
are here considering turbulent wind speeds of Mach 0.1.
Wind speeds in planetary atmospheres rather often
reach this Mach number, and even the turbulence in
the stem of the mushroom cloud from a large thermo-
nuclear explosion does not exceed Mach 0.3.

Now let us consider a dust particle of mean radius a
(keep in mind that real dust particles are almost never
spherical!) falling through a gas of density p with thermal
speed V, in a gravitational field of acceleration g. The
instantaneous speed of fall of the particle relative to the
gas is V.. Because of the motion of the particle through
the gas, collisions with gas molecules are more frequent
and more severe on the front of the grain. The pressure
exerted by the local gas on a stationary surface is

1

P=nRT/V = pV?/3, (IV.187)

and the pressure difference between the front and the
rear surfaces of a moving grain is
AP = (p/3)|(V,+ V)P = (V, = V)", (IV.188)

The acceleration produced by this pressure difference is
just the force (AP x area) per unit mass:

2. = (p/3)(4V,V.)(3nd* [4mpsa’)
= (P/Ps)(VzV;/a).

The acceleration vanishes at the terminal velocity of the
grain:

(IV.189)

V. = (psa/pV)(GM./r). (IV.190)

Thus a particle of @ = 1 um(10~!! g) falls at 10~>cms~!,
and a terminal velocity of 10* cm s~! is reached by bodies
of radius 100cm (107 g). Thus a 1-um particle has a
fallout time of 10'*s, some 10 times longer than the
expected lifetime of the nebula. In the presence of turbu-
lence with a mean vertical speed of 10* cms™', particles
up to = 100 cm in size will be blown along with the gas
and effectively homogenized over a region extending
some 10'> cm above and below the central plane.
Bodies with dimensions of about 10cm to 1 m will
experience a force balance quite different from that
which acts on a parcel of atmosphere. The meter-sized
rock is so small and dense that the pressure-gradient
force is negligible. In the absence of turbulence, the
centrifugal force would be balanced exactly by the grav-
itational force. Any displacement of the body from the
central plane would cause the body to execute an
inclined Keplerian orbit, which crosses the dense central
plane region twice per orbit. The out-of-plane (z)
component of the momentum of the body would decay
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rapidly because of frictional drag. This drag can be
calculated from Stokes’ Law, because the size of the
body (>10cm) is now larger than the gas mean free path
(0.1cm). To an adequate approximation, however, the
body will halve its momentum relative to the gas after it
sweeps out a volume of gas with a mass equal to its own.
If the body moves over a range of 10'! cm in z in half an
orbital period (P = 1 year), the mean vertical speed of
the body will be about 10*cms~!. With a cross-section
area of 3 x 10*cm? and a speed of 10*cms~! in a gas
with density 107® g cm~3, the body will sweep out mass
at the rate
m= pAv., (IV.191)

or about 3 g s~!. With its mass of about 107 g, the body
will damp out most of its out-of-plane momentum on a
time scale of only 3 x 10°s. Note that, if the mean
vertical turbulent wind speed is 10*cm s~', it will accel-
erate the body sufficiently to maintain vertical excursions
of this magnitude on the same time scale.

However, because the meter-sized body is essentially
in a Keplerian orbit and because it is moving through a
rarefied gas for which the inward gravitational force is
slightly offset by the outward-directed component of the
pressure-gradient force, the body must be moving about
the Sun more rapidly than the gas. The force on a body
due to solar gravity, the centripetal force necessary to
maintain circular motion, the pressure gradient force,
and the gas turbulence force are, respectively,

Fy = GMm/r* (IV.192)
Fe=mVi/r (IV.193)
Fp = (m/ poody) (dP/dr) (IV.194)
Fo = —cppdp(V — V). (IV.195)

The forces on a 100-cm body are 6 x 10°,6 x 10°, 1074,
and 10*dyn, respectively, whereas those on a cubic
centimeter of gas at the same heliocentric distance are
10-3,1078, 107", and 10~''dyn, respectively. Thus the
body must move through the gas with a relative speed
of about 107''/10~% times the Keplerian speed, or
10*cms™!, and a frictional drag term must be added to
the force balance on the body. The body will accordingly
constantly lose momentum to the gas and constantly fall
sunward to lower-energy orbits. Eventually, such motion
could cause a solid body to spiral into the Sun. Note,
however, that the randomly directed turbulent drag is as
large as this noncorotation drag.

At sizes of 10* to 10° cm the drag acceleration on
rocky bodies becomes so small that their orbital evolu-
tion in response to drag becomes negligible. It is often
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convenient to describe turbulent mixing in terms of a
single number, analogous to the molecular diffusion
coefficient, D(cm?s~'). Random turbulence in the
z direction may be thought of as a one-dimensional
random walk, for which the mean displacement of the
gas parcel from its initial position increases as the square
root of time. That is, its linear displacement (Az) squared
is equal to a constant times the elapsed time, Az. The
constant, K, is called the eddy diffusion coefficient:

K = (Az)* /At (IV.196)
If the gas has a characteristic dimension such as the scale
height (H) (the altitude interval over which the pressure
changes by a factor of ¢), then K can be written as H?/t,
where ¢ is called the mixing time: it is the mean time
required for a molecule to be transported a distance (H)
by random turbulent mixing. Alternatively, we can
equate K to Hv,, where v, is the mean vertical speed of
the gas due to turbulence. Except at very low gas den-
sities, at which the molecular mean free path is very
large, eddy mixing is almost always much faster than
molecular diffusion. We may see this easily by writing
the relationship between the molecular diffusion coeffi-
cient and the characteristic length and speed scales of
molecular diffusion: D = Iv,/3, where [ is the mean free
path and v, is the thermal speed of the molecules. In the
nebula at 1 AU, K is about 10'7 and D is about
10*em?s7!.

There are several important chemical consequences
of such large eddy mixing rates. First, we have seen that
CO and N, are stable gases at high temperatures, but
that these gases are thermodynamically unstable relative
to CH4 and NHj at low temperatures. We have already
seen that the conversion of molecular nitrogen to
ammonia in the solar nebula becomes thermodynamically
possible only below about 330 K, and it is surely difficult
to carry out this reaction at such low temperatures
unless infinite time is available. But if turbulent mixing
is rapid, gases that have recently been equilibrated in the
hot, dense interior of the nebula, where reactions are
very fast, may be blown outward into regions where
their chemical lifetimes are very much longer than the
convective mixing time. Thus the high-temperature gases
will be replaced by mixing far more rapidly than they
will be destroyed by reactions. Further, any methane or
ammonia made by the slow low-temperature reduction
process will not be allowed to accumulate, but will
instead be quickly mixed inward into hot regions where
it is unstable and is rapidly destroyed. As a result, the
entire solar nebula was probably rich in CO and N,
with only a few percent of the total carbon and nitrogen
abundance in the form of methane, ammonia, or carbon
dioxide. The process by which high-temperature gases
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are preserved under nonequilibrium conditions by rapid
cooling is called quenching.

Our discussion of turbulence in the nebula also per-
mits us to make a crude estimate of the lifetime of the
nebular gas disk. The eddy diffusion coefficient for radial
motions in the nebula can be approximated as the pro-
duct of the mean turbulent speed v and the radial scale
height H: K = 10* x 103 = 10" cm?s~!. The time scale
for radial transport of angular momentum is set by the
time it takes for turbulent mixing to “diffuse” from the
heart of the nebula to its periphery, a distance of about
32 AU (5 x 10'* cm). That characteristic radial diffusion
time is just the square of the distance scale (/) divided by
the eddy diffusion coefficient. Thus the time scale for
extensive structural evolution of the gas disk is about
(5 x 10")?/10'7 = 2.5 x 10'?s, or nearly 10° years.

Accretion of Rocks, Planetesimals, and Planets

We have seen that gas motions can move meter-
sized rocks. This implies that the dissipation of the neb-
ula will remove meter-sized chunks of rock from the
Solar System. Clearly the present bodies in the Solar
System must have accreted to at least that size while
the nebula was still present. But how rapid could accre-
tion be, and how large could the objects become? What
were the mechanisms by which individual grains grew to
rocks, mountains, asteroids, and finally to planets?
Could full-sized planets have been present within the
solar nebula?

The first step in the accretion process is for indivi-
dual grains to encounter each other and collide. This
occurs inside a convective, turbulent medium, with wind
speeds on the order of 100m s~!. The density of
the nebula is only about 1078 g cm~3 near 1 AU, and the
density of rocky material is only 1% of the total. If the
average particle is about 1 ym in radius (a mass of about
2 x 107! g), then there were a few grains per cubic
centimeter. The gas mean free path was about 0.1 cm,
and thus the mean particle size was about 100 times
smaller than the mean free path. Under these conditions,
dust particles behave like large molecules, not aerody-
namic bodies. The drag acceleration for these small par-
ticles is that given in Eq. (IV.189). Dust particles of
somewhat different sizes entrained in the same eddy will
have a relative motion due to the different terminal
velocities of the grains; the larger grain will move faster
and will therefore tend to sweep out smaller particles.

As an example, consider particles of radii 0.1 and
1 um, with terminal velocities of about 1073 and
102 cms~!, respectively. The larger particle is thus mov-
ing at about 1072 cms~! through a diffuse cloud of finer
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dust. The particle sweeps out a volume of 7ma?v.cm ™3 s~ !,
or about 3 x 107'cm™3s~!. There is about 10~'%¢g of
dust per cubic centimeter of gas, equivalent to 10* 0.1-um
grains. The mean time between collision events is about
3 x 10%s, and the larger particle will sweep out about
enough mass to double its own mass in about 3 x 108s.
If all collisions result in sticking, then centimeter-sized
particles with masses of about 10 g will be common after
about 4000 years. Further growth over the range a = 1
to 100 cm would take another 2000 years if all collisions
continued to result in accretion. Bodies in this size range
have achieved speeds of 10 to 10*cm s~!, and collisions
of small particles with them will be rather violent. Even a
collision of a 10-cm object with a 100-cm object will
occur with a collision speed of about 10*cm s~!. It is
not obvious that such collisions result in net accretion,
because these speeds are sufficient to crush a mass of
material much larger than the mass of the smaller collid-
ing body. Complete shattering of hard rock requires an
energy of about 3 x 107 erg cm 3. Thus a 10-g chunk of
radius ¢ = 1 cm colliding with a piece of hard rock at
10*cm s~! will bring in a kinetic energy of 5 x 108 erg,
enough to shatter 16cm?® (50 g) of rock. It seems likely
that such collisions must be highly erosive. This conclu-
sion is greatly strengthened by the consideration that
sub-meter-sized bodies assembled in slow collisions must
have very low crushing strengths, probably comparable
to those of clods of dirt or carbonaceous meteorites
(10%erg cm™?). Similar impacts upon such weak targets
could crush and expel a mass a thousand times that of
the impacting grain.

It is therefore by no means certain that slow colli-
sions of small grains will result in efficient accretion.
Hard, dry single grains of silicates would surely tend to
rebound without accretion. There are, however, several
other types of intergrain forces that favor accretion. One
of the more obvious of these is magnetic attraction.
Grains below their Curie temperatures with permanent
dipole moments will tend to orient themselves so as to
minimize their potential energy. This results in strong
intergrain attraction at small distances. The meteoritic
materials that are capable of such magnetic attraction
are magnetite (Fe;04) and the metallic phases kamacite
and taenite.

Another important intergrain force is electrostatic
interaction. Typically, most grains will be positively
charged or neutral. Because silicate grains are dielectrics,
a positively charged grain will induce an image dipole in
a neutral collision partner by polarizing the electron
distribution in it. This results in a small net attractive
force. This force is even sufficient to overcome the over-
all electrostatic repulsion of weakly charged dielectric
grains with like charge. A third type of sticking force is
essentially a strong van der Waals attraction, usually
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associated with surface coatings of highly polar materi-
als or long-chain organic molecules.

A fourth type of sticking force is due to partial
fusion of a grain at the point of impact with another.
For cold grains, shattering is energetically much more
probable than fusion. This fusion mechanism probably
works only for grains that are already at a temperature
very close to the melting point prior to collision. How-
ever, very few materials ever experience temperatures
close to their melting temperatures in a solar-composi-
tion system at reasonable pressures. The most promising
materials are metallic iron—nickel, water ice, solid
ammonia hydrate, and solid methane. All of these
phases require total pressures on the order of 1 bar or
higher for their liquid to be stable and hence are of
limited utility in the solar nebula.

We may conclude that accretion of bodies to at least
meter size must have occurred in the nebula, but that
there were certain constraints on the growth process.
Over a period of about 10* years, some particles accu-
mulated to sizes of several centimeters. Collisions of
these bodies with much smaller (gas-following) grains
became so disruptive that the larger bodies were able
to accrete only other bodies with sizes similar to their
own, that is, bodies with low relative velocities. During
this phase, collisions of small grains with large rocks
would serve to greatly increase the number of small
grains. Because the thermal opacity is due almost
entirely to small grains, the opacity presumably remained
large, and the gas remained convective.

Next, we must consider the effects of meter-sized
bodies embedded in the nebula, but traveling
10*cms~! relative to the gas. The drag force exerted on
the gas by such a body is

Fp = %Cmmszz, (IV.197)
where Cp is the drag coefficient (about 0.44 in this case).
The Earth formation zone contains some 6 x 10>’ g of
solids and about 10°g of gas. The number of 107 g
(a =100cm) bodies was on the order of 6 x 10%.
Each body experiences a drag force of 6 x 103 dyn and
dissipates a power of FVV =6 x 107 erg s~!. The entire
planetesimal swarm then dissipates 3.6 x 10%erg s™!.
The surface area of the disk in the Earth formation zone
is about 6 x 10?° cm?, so the steady-state energy flux out
of the zone must be about 60 erg cm~2s~!. This power is
dissipated deep within the disk, near the central plane,
by bodies that cross the central plane at small angles.
The mean vertical turbulent wind speed, as estimated
from mixing length theory, is then just V. = (F/p)'"?,
or about 1600cm s~'. Thus it is an unavoidable conse-
quence of accretion that the nebula be strongly stirred.
This conclusion is not sensitive to the sizes assumed for
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the largest bodies; if, instead of 107 g, we assume that
the mass is apportioned between bodies with masses
of 10'7 g, the calculated turbulent wind speed becomes
200cm s~!'. This is fast enough for the turbulent
gas to carry along bodies up to centimeter size. It
should be noted that these wind speeds are markedly
subsonic.

We do not presently know to what size bodies
could grow while the nebula was still present, but it
seems likely that, over a time scale of about 10* years,
much of the mass accreted into bodies with sizes of
meters to kilometers. If bodies with dimensions of
thousands of kilometers were able to form in certain
regions of the nebula, due perhaps to the local avail-
ability of an extraordinarily effective sticking agent or
to the rapid settling out of the dust grains which
provide opacity and turbulence, then these bodies
could interact gravitationally with the nebular gas in
interesting ways. We shall return to this possibility
below.

Once the nebula has been dissipated, after perhaps
10° to 10° years, the accretionary evolution of the Solar
System proceeds without any complications imposed by
aerodynamic forces. We may picture a vast swarm of
kilometer-sized bodies in slightly eccentric and slightly
inclined orbits, colliding at low speeds and accreting. As
larger bodies with appreciable gravitational fields build
up, the sampling of many small accreting bodies causes
the orbital eccentricity and inclination of the large body
to average out to ever smaller values. At the same time,
the ever-increasing gravity of the body causes it to
become ever more efficient at perturbing the smaller
bodies and pumping them up to ever higher inclinations
and eccentricities. This in turn causes the orbit of each
body to cross the orbits of more other bodies. Collisions
thus become both more numerous and more energetic.
Collisions between roughly equal-sized bodies may be-
come disruptive, whereas collisions between bodies of
disparate sizes may almost always result in net accretion.
Orbital inclinations of 10 or 20° and eccentricities of
about 0.15 can be built up during this era, as the size
of the largest body grows from about 500 to 6000 km in
radius (asteroidal to planetary size).

The acceleration of smaller bodies by gravitational
interactions with the large planetesimals means that the
material accreted by each growing planet, although
dominated by solids from near by, also contains appre-
ciable contributions from well outside and well inside the
orbit of the planet. Further, we must not forget that the
orbital decay caused by aerodynamic drag in the nebula
has already moved a large amount of material inward to
various degrees. Thus each planet must sample materials
with a range of formation locations and conditions.
Indeed, computer simulations of the terminal stages of
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accretion suggest that 10 to 25% of the mass of each
planet may come from regions closer to the next inner
and next outer planet, and a fraction of a percent of the
mass of a planet like Earth could come from as far away
as the asteroid belt. Such sampling will have little effect
on the major-element chemistry and bulk density, but
may be extremely important in determining the volatile-
element abundances of a planet. As little as 0.1% of
water-rich low-temperature material from the asteroid
belt could provide all the water in Earth’s oceans, crust,
and mantle!

But such accretion of volatile-rich minerals pales to
insignificance compared with the amount of volatiles
that might be captured by a planet if the planet were
present with its full present mass in the Solar Nebula.
We therefore must briefly explore the mechanisms by
which a massive body can capture nebular gases.

Gas Capture from the Solar Nebula

Imagine a gravitating body that is accreting while it
is embedded in a continuous nebula. Over dimensions
of, say, 100 radii of the body, the density, temperature,
and pressure are essentially constant except for the
effects of the gas distribution caused by the gravitational
influence of the body. From the Boltzmann equation for
the distribution of molecules over energy levels E, the
population of particles at the surface of the body relative
to that at large distance is

s /Moo = €XP Eese /KT, (IV.198)

where ng and n, are the gas density in cm >, and E is

the gravitational energy difference between the surface
and “infinity,” which we take to mean “greater than 100
body radii.” The energy required for the escape of a
molecule of mass m is Eese = mvgsc/Z = GMm|r,. Thus,
for an isothermal gas,

ns /Moo = exp 2GMm/rsk Ty). (IV.199)

Substituting M = 4mpr?/3 and m/k = p/R, where 1 is the
gram molecular weight, we have

Ny /s = exp [8mpGurl /3R T ). (IV.200)

We may then simply specify the molecular weight of
solar material as g = 2.3 and then use the radius and
density of any solar system body in conjunction with its
estimated nebular temperature (7) to calculate the
resulting gas pressure distribution. We base the esti-
mated nebular temperatures on Fig. IV.44, which gives
us the highest temperature at which the solid compo-
nents of each body were in contact with the gas. Note,
however, that this probably grossly overestimates the
ability of a body to capture gas, because the equilibration
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temperatures refer to a dispersed state of solids in the
nebula, not to contact between a few large bodies and
the nebula.

One convenient way of parameterizing this problem
is to regard the escape speed of the body and either the
thermal speed or the temperature as the independent
variables. Thus,

R Tloo X Ps | Poo X ps/ Poo =€XP V2. /2RT ). (IV.201)

Figure 1V.45 displays the results of these calculations
for a wide range of escape speeds and temperatures
relevant to the interaction of massive bodies with the Solar
Nebula. It can be seen clearly that lunar-sized bodies are
ineffectual at capturing a solar composition atmosphere
at temperatures much above 100K and that Mercury,
even if fully accreted in the nebula, would have been far
too hot to have captured any significant amount of gas.
Mars, with an enhancement factor of 10° to 10%, em-
bedded isothermally in a medium with a pressure of
about 107> bar, would have a surface pressure near
10~ bar of solar composition gas. The most extreme
examples, Venus and Earth, could have captured masses
of solar material comparable to the mass of the planet.
This would of course require that we take into account
the contribution of the captured gas to the gravitational
potential, which would in turn have increased the mass
of captured gas. It would seem that isothermal gas
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Figure IV.45 Isothermal gas capture from the solar nebula. Con-
tours of surface gas pressures relative to the nearby unperturbed cen-
tral plane nebular pressure are given.
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capture from the solar nebula would have turned Earth
and possibly Venus into Jovian planets.

The planets, however, follow near-Keplerian trajec-
tories through a nebula in which the radial pressure
gradient force partly offsets gravity. Accordingly, the
planets move about the Sun faster than the gas, with a
relative velocity of about 0.1 kms™', close to the speed of
sound. Thus the gas flows through the planetary poten-
tial well rather rapidly, and it is no longer clear that it
can radiate out the energy it picks up as it falls into the
gravitational potential well so as to remain isothermal.
Consider gas not far from the surface of the Earth at a
level at which the pressure is 1 bar. The local density is
about 107*gcm™3, and the scale height of the gas dis-
tribution (the altitude interval over which the pressure
falls by a factor of ¢) is H = RT/ug or about 2 x 10’ cm
(200 km). We now need to know the opacity of solar
material (Fig. IV.46). The opacity is about 10~* cm? g~!
under these conditions, so the vertical gas column is
above the [I-bar level, which contains pH =
2 x 10 gem~? of nebular material. The opacity is then
about 2cm? per square centimeter of surface area, that
is, an optical depth 7 of 2. In addition to the damping
effect of this opacity, there is another constraint imposed
by the relative time scales of infall of the gas and emis-
sion of radiation. A speed of 10°cms~' at high altitudes
and a gas density of 1078 gecm™3 at these altitudes mean
that the mass influx rate will be about 1073 gem 257!,
The heat content of this gas after capture is near v2_/2
per gram, or just under 10'> erg g~!'. This means the flow
will bring in a heat load of about 10°ergem=2s~!. In
order for a perfect black body to radiate out this large a
heat load, the temperature must be (F/o)"* or nearly
2000 K. Thus the presence of a massive body embedded
in the solar nebula requires either that the body heat up
continuously or that the envelope must, even at high
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Figure IV.46 Opacity of solar material. The total opacity of solar
material, K (cm? g!), is given for the temperature and pressure range
of interest. At high temperatures, all solids evaporate and all polya-
tomic molecules decompose, so the mean opacity becomes dominated
by the negative hydrogen ion, as in stellar atmospheres.
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altitude, be so hot that solids are fully evaporated. Evi-
dently we must look more carefully at the energetics of
gas capture and leave out the clearly inappropriate as-
sumption of isothermal capture.

In this case we shall assume hydrostatic equilibrium,

dP = —gpdr = —(PuGM /RTr*)dr, (IV.202)
adiabatic structure, and ideal gas behavior:
CpdT = vdP = (RT/P)dP. (IV.203)

Solving the latter equation for dP and substituting into
the former,

CpdT = —(uGM /r¥)dr. (IV.204)
Integrating from (rs, T) to infinity, we find
Cp(Ts — Two) = pGM [ry = S k.. (Iv.205)

The surface temperatures found are given in Fig. IV.47
along with the corresponding pressures at the surfaces of
the massive bodies. It should be recalled that at 2000 K
on the Solar Nebula adiabat even refractory oxides
vaporize. Iron and magnesium silicates vaporize below
1500 K. Thus we see that the surfaces of both Mars and
Mercury would have been hot enough to vaporize sili-
cates, had these planets been present in the nebula. Earth
and Venus are another matter altogether: adiabatic gas
capture by either of them would have produced surface

Figure 1V.47 Adiabatic gas capture from the solar nebula. The
surface temperatures and pressures for strictly adiabatic gas capture
from the standard solar nebula model are shown.
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temperatures in excess of the photospheric temperature
of the Sun.

The conclusion seems to be that very rapid planetary
accretion (which is of course essential in order to have
planets present while the nebula is still intact), because it
delivers such huge heat loads to the surfaces of the
accreting planets, will keep planetary atmospheres con-
vective and adiabatic up to altitudes at which the optical
depth becomes small. This conclusion, however, must be
tempered by the realization that most of the outer envel-
ope of such a body would be tenuous and transparent, so
that the outer atmosphere would be able to radiate off its
capture energy and remain roughly isothermal. The
atmospheric structure would be radiatively controlled
above that altitude and would quickly become adiabatic
below that level. Thus nature would conspire to establish
a structure intermediate between the isothermal and the
adiabatic cases, which are the two easiest to calculate.
Such a radiative—convective thermal structure will again
be of interest when we turn to the atmospheric structure
of Jupiter and Saturn.

With respect to quantitative modeling of gas capture
by embedded planets, we point at two further difficulties.
First, because of the ram pressure due to the motion of
the planet through the nebula, spherically symmetrical
hydrostatic equilibrium solutions cannot be correct.
Further, the relative speeds are close to sound speed; a
bow shock may be present. An acceptable solution to
this problem may require use of a supersonic hydrody-
namic model, a task of formidable proportions in light
of our very modest knowledge of the conditions present
in the nebula and the physical properties of the bodies
moving within it. It makes little sense to invest a great
deal of time and energy in this problem unless there
exists some evidence that such a primitive captured solar
atmosphere was in fact once present on one or more of
the inner planets. In our treatment of the atmospheres of
the terrestrial planets (in Chapter X) we shall search
diligently for any such evidence and (alas) fail to find it.

Despite these difficulties, it is clear that some of the
planets must have formed in the presence of the nebula,
because vast quantities of solar gas were captured by
them. These of course are the Jovian planets Jupiter,
Saturn, Uranus, and Neptune. We now have in hand a
large body of information on the chemical and physical
behavior of solar-composition material, atmospheric
structure, and heat transport, gained mostly in very
hot, dense stellar interiors or very tenuous gaseous neb-
ulae. We are now in an excellent position to survey the
current state of our knowledge of these planets.

There is a further bonus that we may collect upon
study of the Jovian planets and their satellites: the sys-
tems of Jupiter, Saturn, and Uranus each contain a
number of satellites in prograde, coplanar orbits of low
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inclination and eccentricity. In short, they resemble min-
iature Solar Systems. Thus study of the physical and
chemical systematics of these satellite families may pro-
vide us with independently derived insights into the
workings of the Solar System at large, including the
processes that gave it birth.

The T Tauri Phase

Like all good things, even the solar nebula came to
an end. The events surrounding the ignition of the Sun
may have been violent, because a slight overshoot in the
collapse process may have caused a “hydrogen flash”
analogous to the helium flash we encountered in our
survey of stellar evolution. Whether or not such a heat
pulse occurred, the Sun entered the T Tauri phase with
two or three times its present luminosity and subsided
over about 107 years into a stable early MS star. The
effective temperature of the T Tauri Sun was probably
close to the present value.

The stellar winds of T Tauri stars have been observed
to have radial velocities of 200—300 km s~ ' at two or three
stellar radii. This is about half the escape velocity of the
star at that level, but is presumably still well within the
acceleration region. Mass loss rates of about
10-8M, year—! extending over about 107 years seem to
be typical and will be assumed for the current discussion.

The kinetic energy carried by this dense solar wind
at distances greater than about 20 stellar radii is

KE/m =1y, (IV.206)
about 10Pergg™!, and the mass loss rate is then
7 x 10" gs~!. The mass flux at distance r (AU) is then
2.5%x 107192 gem2s7!. This is a proton flux of
1.5x 10 em—2s~! at 1AU.
The solar wind power is
p=1vim, (Iv.207)
or 2.5x10°?2ergem2s~!. The momentum flux is
0.01dyncm ™2 at 1 AU. This dynamic solar wind pres-
sure is some 10° times the present solar wind pressure.
This force is directed radially; however, the solar wind
impact on a particle suffers aberration due to the orbital
speed of the particle, which is typically a few percent of
the solar wind speed. The radial component of the
incident momentum simply serves to offset a small part
of the solar gravity. The tangential component tends to
decelerate the particle and cause it to spiral into the Sun.
A small solid particle of radius a exposed to this
wind for time ¢ will gain a tangential momentum of

p=mAV, = wa*tP/r(AU), (IV.208)
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which, over the duration of the T Tauri phase, is
1—10'2(a/r)*. The mass of the particle is 4mpa®/3, and
hence the radial velocity accumulated by a particle near
1 AU is approximately v, = 5 x 10!1%/acms™! for a typi-
cal solid grain of density 4 gcm 3. The orbital velocity of
the grain is about 3 x 10°cms~!. The energy that must
be imparted to the grain in order for it to fall into the
Sun is just half the energy required to lift the grain to
escape velocity from the Sun:

J Fdr = —GMmJ r~2dr = GMm/ry. (IV.209)

0 0

That work is of course exactly equal to the kinetic energy
the particle would assume by falling from infinity to r,
which in turn is exactly the kinetic energy required for
the object to escape from r to infinity:

Eee = %MVesc = GMm/r, (IV210)

or

Vee = (2GM /1)'\? = 2u/r)'2. (IV.211)
We recall from Eq. (II1.31) that a body in circular orbit
has an orbital speed

Veire = (1) r)? = Vg /2! (IV.212)

The escape speed is then 4.22 x 10%~">cms~!. The es-

cape energy per unit mass is 8.9 x 102712 ergg~!, from
which we see that each gram of the T Tauri solar wind
carries enough energy for the dissipation of about 100 g
of nebular material from 1 AU to infinity. Only about
5% of this energy is directed at the inner edge of the
nebular disk, but, if this energy were used with perfect
efficiency to remove gas, it could sweep out 0.2 solar
masses of gas and entrained solids. Nebular masses
much less than this would be easy to remove.

Close to the Sun, out to perhaps 20 solar radii, the
magnetic field strength is high enough to effectively tie
the solar wind to the solar surface and force the entire
plasma out to that distance to corotate with the Sun. The
radial velocity at the surface of the corotation region is
about 400kms~! and the corotation speed is 2reo/t0,
where r¢, 1 the distance from the Sun and ¢, is the solar
rotation period. For r,, = 20R, we have v = 407 R /1.
One of the main effects of such a dense solar wind is the
radial transport of angular momentum and hence the
slowing of the Sun’s rotation. The corotation speed at
20R is of course 20 times the speed of rotation of the
surface of the Sun, and the angular momentum per unit
mass of material exiting from the corotation region is
Veolco = 20ve X 20R, or 400 times that of the equatorial
photosphere of the Sun itself. Loss of less than 0.01M,
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of this material would be sufficient to essentially despin
the Sun. If the Sun formed with an equatorial rotation
rate typical of early spectral class (O, B, and A) MS stars,
we can see from Fig. I1.16 that the equatorial surface
rotation speed might have been 50 to 500kms~'. The
escape speed from the surface of the present Sun is

Vese = (2GM 5 /R,)"* = 618 kms ™. (IV.213)

For an early T Tauri phase Sun of 1.2 solar masses, 3L,
and the same temperature as the present Sun, we can
estimate R = 1.7R5. The escape velocity would then be
520kms~!. A rotation speed greater than 300kms~!
would involve great geometrical distortion and be on
the verge of rotational fission. A maximum rotation
speed on the order of 100 kms~' is more reasonable.
Another important consequence of the removal of
the nebula is the changeover of the thermal environment
of solid bodies from an adiabatic gas (T = ¢~ ""!) to
radiative control by the Sun. A rotating solid body of
radius a will intercept solar energy with a flux of L., /47r?
with a cross-section area of ma®. A fraction (A4) of the
incident light will be reflected back into space, and the
remainder will be absorbed and eventually reemitted as
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thermal black body radiation from the entire surface of
the body, 4ma’. At steady state,

(1 — A)(7d’ Lo, /4mr*) = 4nea’oT?, (IV.214)

where ¢ is the thermal emissivity of the body (usually
close to 1.0) and A4 is the Bond albedo. It can then be
easily seen that

T =[(1—A)Lo/16mc0]/* 12 ocr 12 (1V.215)

which is a much weaker dependence of T on r than that
found for the convective nebula.

Also, we saw that, in the presence of the nebula, the
temperature was near 600K at 1 AU. From Eq. (IV.215)
we see that, in the presence of a T Tauri Sun of lumin-
osity 3L, a body of albedo 0.2 at 1 AU from the Sun
would have a temperature of 347 K.

Figure I'V.48 shows typical nebular and T Tauri phase
temperatures vs distance from the Sun. Because the albe-
do depends on the composition of the solids, we have
sketched in a schematic temperature dependence for ra-
diative steady state between the Sun and likely local solids,
using high albedos for refractory oxides and ices, but low
albedos where metallic iron or iron oxides are important.
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Figure IV.48 Radial temperature profiles in the nebula and during the T Tauri phase of the Sun. A solar
luminosity of 3 L, is assumed for the T Tauri phase. Note that, in the inner Solar System, removal of the nebula
would cause cooling, whereas far from the Sun, the opposite would occur. A high albedo is used both for icy
condensates and for refractory oxide minerals, whereas metal, sulfide, and iron-bearing mineral grains are

assumed to be dark.



Thermal History of the Early Solar System

It is interesting that the entire inner Solar System
would be dramatically cooled by dispersing the nebula
and turning on the superluminous T Tauri phase! This is
of course directly attributable to the dissipation of the
thick insulating blanket of gases and dust that hindered
radiative cooling while the nebula was in place. From
about 4 to 10 AU the thermal effects of removing the
nebula would not have been great, and beyond about
10 AU solar radiation would cause a significant increase
in the temperature, perhaps to the serious detriment of
any solid methane or solid argon that may have origin-
ally condensed. Their vulnerability to evaporation
depends on the size of the solid bodies: particles can
evaporate very readily, while planets with deep potential
wells would persist.

Thermal History of the Early Solar System

When one considers the complexity of the thermal
environment in the solar nebula, with gravitational
energy being turned into heat by collapse; with infall of
interstellar gas and dust; with condensation, sedimenta-
tion, and accretion of solids; with temperature structure
and energy fluxes dependent on opacity, which varies with
position and time; and with the eventual ignition of the
Sun, the T Tauri phase, deuterium burning, etc., it is
astonishing that so simple an idea as equilibrium could
work at all. We have wholly neglected variations of tem-
perature with time, the luminosity history of the nebula,
radial and vertical transport of particles, and many other
effects as well. Was the nebula really so simple?

The answer can be only that it certainly was not
simple, but it may be that, for certain crude uses such
as estimating bulk composition and density, it is good
enough. Also, for the purposes of an introductory text, it
is much more important to teach the principles by which
these processes can be modeled and understood than to
attempt a final solution to all these difficult problems!
A more stringent test of the model would involve the study
of very ancient meteorites, many of which carry virtually
unaltered evidence regarding physical and chemical pro-
cesses in the nebula. Another test would be to examine
closely the planetary inventories of highly volatile ele-
ments, which are sensitive indicators of radial or vertical
mixing processes; can pure equilibrium condensation
explain these abundances, or must long-range sampling
be invoked? Both of these areas are complex and inter-
esting and will be dealt with in Chapters VIII and X,
respectively.

For the moment, there seem to be only a few
weak generalizations about the thermal history of the
nebula that we can assert with reasonable certainty.

143

The temperature at any heliocentric distance first rose
during the period of most rapid collapse and then cooled
preparatory to or in concert with the dissipation of the
nebula, over a time of about 10° years. The interplane-
tary medium was then swept with a powerful T Tauri
phase solar wind lasting about 107 years, which gradu-
ally subsided into an early MS phase with luminosity
about 20% lower than that at present. During the
T Tauri phase the Sun was highly luminous in the ultra-
violet. The local thermal history at particular points in
the Solar System may have been considerably more com-
plex than this, and the genealogy of the grains that end up
in a particular planet, after a gas-free accretionary era of
about 10® years, may be even more complex again. What,
then, is the significance of the “formation temperatures”
deduced from the chemical compositions of solid bodies?

We have emphasized that the equilibrium condensa-
tion model is path-independent and ascribes a single
temperature to each distance from the Sun. This makes
the model tractable, and it turns out to work surprisingly
well. The nonhomogeneous accretion model we explored
is just one, perhaps the simplest, of the path-dependent
models. It is surprising that this alternative model works
so poorly. We must suppose that the temperatures in the
nebula passed through a well-defined maximum in the
presence of the full solar complement of gas and prior to
any substantial accretion of large (> 10m) planetesi-
mals. The chemistry at each distance from the Sun then
reflects most closely the conditions at that time when the
rates of chemical reactions were at a maximum for that
location. Either subsequent alteration at lower tempera-
tures was very brief or it failed to leave a substantial
imprint due to the extreme sluggishness of reactions at
lower temperatures. This argument would suggest that
sulfidization and hydration of grains in the nebula, if
unimportant in the cooling stages of the dense inner
nebula, might have been even less important in the much
less dense gas farther out. But if formation of sulfides,
hydroxyl silicates, FeO, etc., is not important farther
from the Sun, how do we explain the observed densities
of Mars and the asteroids? There are two possible
answers. The presolar grains were highly disordered, glassy
particles with substantial stored potential energy, which
were highly reactive in the nebula. The second possibility
is that the oxidized and volatile-rich minerals did not
need to be formed in the nebula because they themselves
are presolar; the nebular phase simply cooked and
reequilibrated grains in the innermost, warmer regions
inside the inner edge of the asteroid belt. In either case,
there is no evidence that the nebula was ever hot enough
for wholesale evaporation of the major rock-forming
minerals anywhere outside the orbit of Mercury. We
shall present isotopic evidence to this effect in our
discussion of meteorites in Chapter VIII.
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At this point in our survey, we may look back over
the events that transpired from the time of the Big Bang
through the era of formation of stars and galaxies, cul-
minating in the condensation of solid preplanetary
material in a stellar nebula and its accretion into planets.
Figure 1V.49, although it mentions only hydrogen,
should evoke the similar journeys traveled by the other
elements as well. From a universe populated only by
photons, neutrinos, and energetic particles, we have seen
the progressive emergence of leptons, baryons, hydro-
gen—helium plasma, neutral atomic gas, molecular
hydrogen, and finally solids. Our pursuit of cosmology
and nuclear physics gave us entry into the realm of
atomic physics, then chemistry, and finally geochemistry.
So far we have dealt almost exclusively with events and
processes that affected at least the whole Solar System,
even the whole Universe. We now can turn our attention
to the component bodies of our planetary system. We
shall begin with those that we are currently best equipped
to face: the Jovian planets, with their nearly Sun-like
composition. In so doing, we may reencounter at a deeper
level of understanding many ideas already introduced
qualitatively or semiquantitatively. Perhaps some day we
may know enough to confront our own planet. . ..

Exercises

Energy Production in the Sun

IV.1 If a star’s composition differed from that of the
Sun only in that it contained absolutely no carbon,
the star is not precluded from fusing hydrogen via
both the pp chain and the catalytic carbon cycle.
Explain why.

IV.2 Suppose a detector containing a million gallons
(call it 3.6 million liters) of carbon tetrachloride
detects one neutrino per month derived from the
decay of ®B in the Sun. How many neutrinos pass
through the tank each second without reacting?

Energy Transport in the Sun

IV.3 Calculate the ionization potential of the C°* ion.
This ion is present in the Sun’s corona. Tables IV.4
and V.2 contain some useful data on a number of
other species.

IV.4 Is Thomson scattering quantized or continuous?

IV.5 A chemically homogeneous, nonrotating, self-
gravitating fluid sphere happens to have a density
profile that can be rather accurately described by
the empirical equation p= p.(1 —r/rs). The density
outside the surface radius of the body (r>rs) is
everywhere zero. What are the pressures at the
surface of the body and at its center?
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Figure 1V.49 Hydrogen: from the Big Bang to stars and planets.
The history of the dominant element in the Universe is sketched out to
serve both as a parable for the others and as a reminder of the threads
linking the previous chapters of this book.

IV.6 In the derivation of Eq. (IV.53), the effect of
protons has been neglected. How large a change
in the Thomson scattering cross-section would
result from including protons along with
electrons in the derivation?

Radio Wave Propagation in Space Plasmas

IV.7 Using Equation (IV.64), calculate the lowest
frequency that could be wused by a radio
transmitter on a Venus entry probe to send data
back to Earth. Estimate the peak electron density
in the upper atmosphere of Venus by reference to
Fig. X.35.

The Solar Wind

IV.8 Show by dimensional arguments that the energy
density of a gas (ergecm™) is equivalent to the
pressure exerted by the gas (dyncm™?).

IV.9 The pressure of sunlight, like that of the solar
wind, depends on the energy density:

Plight = E/V = FO/C
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Compare the pressure of sunlight to the solar
wind dynamic pressure at Earth’s orbit.

Ionization
IV.10 Show how to include the H™ ion in Egs. (IV.88f),
(IV.89a), and (IV.89D).

Hydrogen and the Rare Gases

IV.11 What is the average molecular weight of a
mixture of helium and molecular hydrogen in a
cosmic (solar) composition gas?

IV.12 Figure IV.15 shows that the maximum chemical
complexity of carbon compounds occurs at a
rather well-defined temperature and pressure.
List the four carbon species found in
comparable abundance at that point, and give
its pressure and temperature.

IV.13 The line describing the partial pressure of atomic
H in Fig. IV.16 has a constant slope. Derive the
equation for that slope.

Magnesium, Silicon, and Iron

IV.14 Several authors have proposed that processes in
the early solar nebula may have caused selective
transport of water. Qualitatively indicate what
changes in the condensation sequence described
in reactions (IV.118) to (IV.134) might occur as a
consequence of
a. atenfold enhancement of the water abundance

above solar,

b. a tenfold depletion of the water abundance.

Iron and Sulfur

IV.15 As a test of your understanding of these sections,
sketch out the course of condensation behavior of
iron and sulfur in a simplified chemical system
that contains hydrogen, helium, carbon,
nitrogen, oxygen, neon, iron, and sulfur in their
solar proportions, but no silicon or magnesium.
How would Fig. V.19 be changed?

IV.16 Assuming a solar composition gas at temperatures
low enough for tremolite to form, what is the
maximum number of moles of tremolite that
could be formed per mole of silicon?

Geochemical Classification of the Elements

IV.17 a. What are the liquid phases that can be
condensed out of a solar-composition gas at
pressures of less than 100 bars?

b. Under what circumstances might a liquid
phase condense in a gas of solar elemental
abundances?

c. Could this happen in the Solar Nebula?
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The Chemistry of Rapid Accretion

IV.18 To follow the equilibrium chemical behavior of the
elements in a system of solar composition, we
have, for didactic purposes, presented the results
in order of decreasing temperature, starting at
high temperatures at which no solids are present,
and ending at low temperatures with a complex
mineral assemblage. But equilibrium calculations
are rigorously independent of path: the calculated
mineral assemblage at any given temperature—
pressure point is a state function, unaffected by
whether the system was previously warmer,
previously colder, or previously at a different
pressure. If one mistakenly assumes that the
entire mineral content of the early Solar System
was in fact made by cooling and sequential
condensation from a hot gas, then one would
also mistakenly predict that the oxygen isotopes
of all solids would be thoroughly homogenized. If,
however, one assumes that preexisting low-
temperature solids were partially equilibrated
during a warm phase in the solar nebula, with
the maximum temperatures and pressures
experienced only close to the Sun, then equilibrium
would be closely approached near the Sun,
reflecting temperatures and pressures dropping
off with heliocentric distance, but also that
equilibration beyond the orbit of Mars would
occur at temperatures too low for equilibrium to
be closely approached.

Using the low-temperature rocky con-
densate composition given in step 8 of Table
IV.7 as the raw material present throughout the
inner Solar System, describe how the products of
partial equilibration might depend on distance
from the Sun, and assess whether such a process
might help satisfy the constraints mentioned in
the section on Kinetic Inhibition.

Mass and Density of the Solar Nebula
IV.19 Note that slope of the nebular surface density plot
in Fig. IV.33 could be affected by the presence of

a large undiscovered mass at or beyond Pluto’s

orbit.

a. We would probably have already detected a
Uranus-like planet as far out as 200 AU.
What would be the effect of the discovery of
such a body on the slope?

b. How many 100-km (10*' g) icy bodies in
roughly circular orbits just beyond Pluto
would be necessary to cause us to change the
slope of the diagram? Note: This region is
referred to as the “Kuiper Belt.”
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Thermal Opacity in the Solar Nebula

IV.20 Consider a uniform sphere with a radius of 4cm
and a density of 1.0gcm™ rotating at 100 Hz.
What is its rotational quantum number J?

IV.21 The heat of dissociation of molecular hydrogen is
about 100kcal per mole. If most of the
dissociation occurs, as in Fig. IV.39, over a
S00K range of temperature, how large is the
inflection of the apparent heat capacity
(the dashed line)?

Dust Opacity

IV.22 Explain clearly in words why several-micrometer
iron particles provide far more thermal opacity
than the same mass of iron distributed as either
0.1-pm or 10-cm particles.

Thermal Structure of the Nebula

IV.23 The adiabatic temperature profile presented in
Fig. IV.42 completely neglects radiative transport
of heat, which is most important at low pressures
(i.e., low opacities). Sketch qualitatively how the
temperature profile might look for a fully radiative-
convective model that takes proper account of both
forms of heat transport.

Turbulence and Dust Sedimentation
IV.24 An auditorium 10 m in height, width, and depth is
sealed and maintained in a perfectly isothermal
state. A plastic bag of air spiked with a trace of
radiocarbon (in the CO, component of the air) is
gently opened by remote control at the front of
the auditorium. The diffusion coefficient can be
taken as about 103 cm?s~!.
a. What is the time scale for molecular diffusion
of the radioactive gas to the back of the room?
b. If the air in the room were being circulated by
fans, what would be the required mean
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turbulent wind speed for eddy diffusion to
beat molecular diffusion in dispersing the
radioactive gas?

IV.25 Volcanic dust particles with radii of 0.05 ym are
injected into Earth’s stratosphere at an altitude
where the atmospheric pressure is 0.1 bar. What
is the mean sedimentation rate of these
particles?

IV.26 Solid bodies must accrete to significant size in
order to survive the dissipation of the nebula.
Reasoning from the data in Table IV.§, estimate
how large solid bodies near Earth’s orbit must
have been in order to avoid being blown away
during the dissipation phase of the nebula.

Gas Capture from the Solar Nebula

IV.27 Adiabatic capture from a continuum background
gas is a very marginal process, since removal of
the background gas (in the present context,
dissipation of the solar nebula) impacts the
structure of the entire atmosphere. Discuss this
issue in light of Eqgs. (IV.202) through (IV.205), and
indicate why the time scale for loss of the nebula
is an important factor.

The T Tauri Phase

IV.28 According to Fig. 1V.48, removal of the solar
nebula by the T Tauri phase of the Sun will
expose the inner planetary region to the high-
luminosity early Sun, resulting in a decrease in the
surface temperatures of solid bodies in that region.
Either planet-sized (100 g) bodies have accreted by
that time in the inner planet region, or they have
not. Suppose that, for example, only 10-m bodies
were present in the Mercury region (0.4 AU from
the Sun). How long would it take for them,
radiating at their nebular temperatures, to cool to
their T Tauri steady-state temperature?
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Introduction

The outer Solar System presents an astoundingly
diverse panorama. The four giant planets subdivide
naturally into two classes, Jovian and Uranian. The Jovian
planets, Jupiter and Saturn, which are not very far from the
composition of the Sun or of other Population I stars,
together have more than 100 times the combined masses
of the terrestrial planets. The Uranian planets, Uranus
and Neptune, are far denser than solar material and
present strong but ambiguous evidence regarding large-
scale fractionation processes in the outer regions of the
solar nebula. Comets, which spend nearly all their life-
times in interstellar space, may be the least altered and
most ancient material in our Solar System. The Asteroid
Belt, which defines the boundary between the inner and
outer regions of the Solar System, contains surviving
rubble from a planet or planets that failed to grow, but
instead was ground into dust and boulders. Cometary
meteors and asteroidal meteorites provide samples for
study on Earth, permitting the application of sophisti-
cated analytical techniques to samples from bodies
which have not yet been visited by spacecraft. Comets
and asteroids, as small bodies, may preserve evidence of
conditions and processes during the time of the forma-
tion of the Solar System, unaltered by thermal activity
since that time. The Centaurs and trans-Neptunian

objects provide important clues to chemical and dyna-
mical processes in the early Solar System, including the
interrelationships among these “asteroidal” bodies,
short-period comets, and the ice-bearing satellites of
the outer planets.

Each of the four giant planets is accompanied by a
satellite system of some complexity. Those of Jupiter,
Saturn, and Uranus are reminiscent of small Solar Sys-
tems, while that of Neptune bears witness to profound
and catastrophic evolutionary changes. All four of these
giant planets also have at least rudimentary ring systems.
Pluto, about which little was known until recently, and
the only planet in the Solar System not yet visited by a
spacecraft, is odd in a number of ways and seems easier
to relate to the satellites of the outer planets than to the
planets themselves.

The satellites of the outer planets are extremely
complex and interesting bodies in their own right and
are of great intrinsic interest. Some of them are so large
that, if they orbited directly around the Sun, we would
not hesitate to call them planets. At least fifteen of these
satellites are larger than the largest asteroid, 1 Ceres.
Many of these satellites have such low densities that ices
must be a major constituent of their interiors. The com-
parative study of the satellites is potentially as difficult
(and as rewarding) as the study of the planets them-
selves. There are 10 times as many known satellites as
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planets in our Solar System, representing a wide variety
of types. We must in addition consider the ring systems
of Jupiter, Saturn, and Uranus, which present almost all
the structural properties of the asteroid belt, plus a
number of other traits peculiar to themselves.

As with our initial approach to the study of the Solar
System, we shall begin with an overview of the origin and
global properties of the Jupiter and Saturn systems. The
detailed treatment of the giant planets will occupy all of
Chapter V. We shall devote Chapter VI to Pluto and the
satellites of the outer planets. The next two chapters are
dedicated to the study of small, primitive solid bodies:
Chapter VII is devoted to comets and meteors, and
Chapter VIII to asteroids and meteorites. The Centaurs
and trans-Neptunian objects, including the Kuiper Belt,
have such strong affinities with Pluto, large icy satellites,
comets, and the most distant asteroids that they might
sensibly be relegated to Chapter VI, VII, or VIII. So that
we may have the broadest perspectives on these bodies,
we shall delay discussing them until Chapter VIII, where
we will have the benefit of the relevant satellite, comet,
and asteroid lore from Chapters VI-VIII.

The main themes of Chapter V are the internal
composition and structure of the giant planets, the struc-
ture, composition, and motions of their atmospheres and
clouds, the effects of ultraviolet sunlight and lightning,
and the nature of their magnetospheres. This discussion
draws heavily from the results of the Pioneer 10, Pioneer
11, Voyager 1, Voyager 2, Ulysses and Galileo missions.
Where our present understanding is poor, we shall
emphasize principles and survey the available data.

Interiors of Jupiter and Saturn: Data

There are several important sources of information
regarding the internal composition, structure, and
dynamics of the Jovian planets. Among these are the
masses, radii, and densities of the planets; the oblateness
of their disks; their rotation periods; their internal mass
distributions (departure from spherical symmetry) as
deduced from studies of the orbits of their natural satel-
lites and planet-orbiting spacecraft (the Galileo Orbiter),
and the trajectories of flyby spacecraft; their external
magnetic fields as studied by Earth-based radio astron-
omy and by in situ spacecraft; and the elemental, iso-
topic, and molecular composition of their atmospheres
deduced from both remote sensing and the Galileo
atmospheric entry probe.

Historically, the abundances of several of the major
components of the atmospheres of the giant planets gave
us crucial insight into the possible nature of their inter-
iors. Before the era of spacecraft exploration of the Solar
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System, compositional information on these planets was
most easily obtained via spectroscopic studies of the
molecular constituents of the outer fringes of their atmo-
spheres.

In the case of both Jupiter and Saturn, the penetra-
tion of visible and near infrared radiation into their
atmospheres is blocked at pressures of about 1 bar by
one or more dense layers of clouds. Rupert Wildt, work-
ing at Gottingen in the 1930s, was the first to show that
the visible reflection spectrum of Jupiter could be
explained as being dominated by “combination bands” of
methane and ammonia. The vibrational-rotational fun-
damental frequencies of these molecules lie in the infra-
red, with energies far too small to be seen in the visible
part of the spectrum, but multiple simultaneous transi-
tions in which several such transitions are excited by a
single energetic photon can occur. Such “combinations”
are quite rare in a tenuous gas and generally can be
observed readily only when there is a vast amount of
absorbing gas in the line of sight. Wildt thus concluded
that there must be immense amounts of methane and
ammonia in the atmosphere of Jupiter and that methane
must be enormously abundant on all the giant planets.

Wildt, however, did not stop there. He pointed out
that both methane and ammonia are readily destroyed
by ultraviolet radiation, yet both are still present in the
outer Solar System. Because the only feasible way to
restore the methane and ammonia seemed to be equili-
bration with large amounts of hydrogen at high pres-
sures (deep within the planetary atmospheres), Wildt
postulated that there must be deep, convective, hydro-
gen-rich envelopes on all the Jovian planets. The Nobel-
prize-winning Canadian spectroscopist Gerhard Herzberg
later confirmed the presence of very large amounts of
hydrogen on all of the Jovian planets. By 1952, Gerard
Kuiper of the University of Chicago proposed that
the main cloud layer on Jupiter was made of tiny crystals
of solid ammonia and hence that ammonia had been
partially depleted by condensation in the portion of the
atmosphere observable from above. Although our pres-
ent knowledge of the atmospheres of Jupiter, Saturn,
Uranus, and Neptune is vastly superior to that available
at that time, all of these fundamental conclusions have
survived the test of time.

That atmospheric observations had profound impli-
cations for our understanding of the interiors of these
planets was first pointed out by Wildt in 1934. He
showed that bulk planetary compositions very rich in
hydrogen were apparently required to explain the low
densities of Jupiter and Saturn and proposed that both
the atmosphere and the interior might have the same
composition. That composition might very well be the
same as that of the Sun. This possible equality of atmo-
spheric and bulk composition meant that careful



Interiors of Jupiter and Saturn: Data

quantitative interpretation of the spectra of their atmo-
spheres might provide input data for theoretical models
of their interiors.

As high-resolution infrared spectroscopy advanced
during the 1960s and 1970s the abundances of the major
elements H, C, and N were determined in the Jovian
atmosphere. The best determinations of the solar H:C
ratio are near 2700 (Table I1.4), whereas the latest esti-
mates of the H,:CH, ratio on Jupiter and Saturn lie in
the range from 450 to 1400 (H:C = 900 to 2800). Thus
the carbon abundance could be solar or could range up
to as much as three times solar. Independent interpreta-
tions of the Jovian IR spectrum give methane to hydro-
gen ratios that range over a factor of three because of
uncertainties in the optical models of the Jovian atmo-
sphere that are used to interpret the spectra, not because
of major differences in the observations themselves.

The ammonia abundance above the Jovian cloud-
tops, as determined by infrared spectroscopy, gives an
N:H ratio that is several times lower than solar. This is
of course expected if the clouds contain solid ammonia,
with the gaseous ammonia abundance above the clouds
limited by its vapor pressure at these low temperatures
(below 120 K). As we would also expect, Saturn, which is
farther from the Sun and colder than Jupiter, shows
much less ammonia vapor above its cloudtops. There
is no direct infrared detection of ammonia vapor on the
even colder Uranus and Neptune.

If the elemental abundances in Jupiter and Saturn
are in fact close to those in the Sun, then the second most
abundant element in these planets, both by number and
by mass, must be helium. The helium atom of course has
no vibrational or rotational features in its spectrum.
Direct detection of electronic features due to helium is
possible only in the far ultraviolet, a wavelength region
in which Jupiter’s atmosphere is a very strong absorber
and Earth’s atmosphere is completely opaque.

With the advent of spacecraft flybys of Jupiter
(Pioneer 10 and 11, Voyager 1 and 2, and Ulysses) it
became possible to determine the helium abundance in
the upper atmosphere of Jupiter. The measured H:He
ratio, deduced from the effects of helium-hydrogen
collisions on the absorption of long-wavelength infra-
red radiation, is 17.2 £ 2 for Jupiter and 32 £+ 8 for
Saturn, compared with the solar value of 14.4. Jupiter’s
atmosphere is thus probably slightly depleted in
helium, whereas Saturn’s atmosphere is apparently
depleted, relative to the Sun.

Two other elements are represented by tiny traces of
gases in Jupiter’s atmosphere: phosphorus, a component
of the gas phosphine, PH3, and germanium, in the gas
germane, GeHy. The observed abundances of both ele-
ments are close to their solar abundances. These obser-
vations, like the others detailed above, probe to only
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rather shallow depths in the Jovian atmosphere, to levels
where the pressures do not exceed a few bars. These and
other minor and trace constituents of the atmospheres of
Jupiter and Saturn have chemical and dynamical interest
and will be discussed later in this chapter.

Is there any other kind of compositional informa-
tion that we might be able to derive from remote sensing
observations? Because we are able to observe only the
outermost, coldest, and most rarefied fringes of the
atmosphere, we are limited to observing only highly
volatile, relatively abundant species.

As we can recall from our discussion of the equili-
brium chemistry of solar material in Chapter IV, the
only species that remain uncondensed at the saturation
temperature of ammonia are hydrogen, methane, and
the noble gases. From our discussion of light absorption
by gases, we have seen that the noble gases, being mona-
tomic, can absorb light only by electronic transitions.
These transitions require so much energy that they lie far
in the ultraviolet region of the spectrum, at wavelengths
far too short to penetrate the Earth’s atmosphere.
Hydrogen, as a symmetrical diatomic molecule, can rotate
and vibrate quite freely, but interacts very poorly with
radiation because the rotational and vibrational excita-
tions are formally forbidden because of the molecular
symmetry. A temporary dipole moment may be induced
in a hydrogen molecule during a collision with another
molecule, and thus H, becomes a good absorber only at
high gas densities, at which collisions are frequent. Thus,
at the level of our present knowledge, the composition
expected for a solar composition atmosphere at the con-
densation temperature of ammonia is fully in accord
with our meager observational data on Jupiter. Saturn
departs most strikingly from Jupiter in its enhanced
abundances of helium (about twofold) and phosphine
(about sixfold).

Aside from spectral data, there are several other
lines of evidence that bear on the physical state of these
atmospheres. We have, for example, already seen how
the relative intensities of the rotational lines in a near
infrared vibration—rotation band permit us to determine
the temperature of the absorbing gas and how the shapes
of the individual absorption lines contain information
about the gas pressure.

In addition, we may make use of the long-wave
thermal emission from the planet to determine its effec-
tive temperature. For a black body emitter, the effective
temperature will be independent of wavelength: B, is
Planckian. However, real objects (and especially gases)
deviate from black body behavior in complex and
informative ways. Thus a spectrum of By vs A or T vs A
will convey useful data on thermal structure and on the
identity and abundance of specific absorbing and emit-
ting species.
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The “bolometric” (integrated over A) emission
from both Jupiter and Saturn is very interesting. In
principle, if a planet is in thermal steady state with
the Sun’s radiation, we should be able to calculate the
planet’s temperature knowing only the fraction of
incident light absorbed and the distance of the planet
from the Sun.

The flux of energy from the Sun at 1 AU,
1.98 calcm > min~", is called the solar constant, denoted
Fg &. In more useful units, the flux at distance r from the
Sun is

Fo, = 1375 x 10°/r(AU)? ergem 257", (V.1)

Denoting the fraction of the total incident energy
(integrated over all wavelengths) that is reflected back
into space as the albedo (A4), the amount of energy
received by a planet of radius a is (1 — A)wa?. If the
planet attains a steady state with the Sun, then the total
amount of energy absorbed per second will be equal to
the total amount of thermal emission per second over

the entire surface of the planet,
Fo, = (1 — A)nd® = 4nd* oeT*, (V.2)

where T is the mean temperature of the planet and ¢ is
the emissivity. If the emissivity is not known, we can let
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T4 =eT*, where T, is the effective temperature of the
planet, the temperature a perfect black body would have
to have in order to radiate the observed total thermal
flux. We then find that

T, = [1.38 x 10°(1 — A) /40124

=280[(1 — 4)/r]"/*. (V.3)

The visible and near-infrared reflection spectrum of
Jupiter is well known, and the fraction of all incident
sunlight that is reflected is found to be 4 = 0.44, which
gives T, = 106 K for Jupiter. For Saturn, 4 = 0.62,
r=9.539 AU, and thus T, = 71 K.

However, the observations of Jupiter and Saturn in
the thermal infrared have a very different story to tell, as
Fig. V.1 shows. The effective temperature is observed to
be 126 K over a very wide range of wavelengths, and the
planet is not at any wavelength as cold as 106 K! The
turn-up in brightness temperature below 5 ym is simply
due to reflected sunlight, but the large emission spike,
with effective temperatures of 220 to 310K at 5 um, is
definitely intrinsic to the planet. Hydrogen, methane,
and ammonia are all very weak absorbers at this wave-
length, and this narrow spectral region may represent a
“transmission window” within which we can see unu-
sually deeply into the atmosphere. At long wavelengths,
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Figure V.1 Reflection and emission spectrum of Jupiter. a shows the smoothed reflection

spectrum and thermal emission spectrum of Jupiter on a plot of log B, vs log A. The peak of the
reflected intensity lies near the Planck peak for the Sun, whereas the thermal emission peak lies
near the Planck peak for a body with the temperature of Jupiter’s cloud tops (i.e., at a
wavelength of about 20 um). b illustrates the effective temperatures of Jupiter and Saturn as
functions of wavelength. Note the 5-um “window” on Jupiter and the rapid turnup of bright-

ness temperatures beyond about 10 cm.



Isothermal Interior Models of Jupiter and Saturn

ammonia is a good absorber near 1.3cm, but all the
gases expected to be present in a solar-composition mix-
ture quickly become transparent at A > 3 cm. The region
from 5 pm to 1cm is full of highly collision-broadened
rotational and vibrational bands and is quite
opaque.

The emitted thermal flux from Jupiter is
oT4=1.6 x 10*ergem 2s~!, and the thermal compo-
nent due to the reemission of absorbed solar energy is
0(106)* = 0.7 x 10*ergem—2s~!. Thus the total energy
output of Jupiter is 2.3 times as large as the amount of
energy received from the Sun. This observation shows
that Jupiter has a thermal net luminosity of
5.6 x 10**ergs™'. Coupled with the evidence in the
5-um window and the centimeter wavelength region for
substantially higher temperatures not far beneath the
cold (130 K) cloudtops, we can see that we have several
strong constraints on the thermal structure of the Jovian
atmosphere.

Our observations of the thermal emission from Saturn
tell a closely similar story. Over the wavelength range
nearest the Planck peak, Saturn has an effective tempera-
ture of 95K. The total emitted flux is therefore
(95/71)* ~ 3.2 times the reemitted solar flux. The total flux
is oT% = 4600 ergcm~2s~!, of which 1400 ergem 257! is
due to the Sun and 3200ergcm2s~! to an internal heat
source.

One powerful constraint is that the atmospheric
structure must be capable of transporting the large
observed flux upward through the atmosphere. Another
is that the high 5-ym and centimeter-wavelength bright-
ness temperatures must be accounted for by a reasonable
model for the altitude and wavelength dependence of
opacity. Thus these observations give us some con-
straints on the thermal structure of the atmosphere and
on dynamical heat-transport processes in it. Because of
the importance of dynamics, we should also be cogni-
zant of the voluminous literature on the motions of
cloud systems on Jupiter; there are many strong indica-
tors of rapid overturn of cloud features, even those the
size of North America, over a time scale of 10° to 107s.
Indeed, even the structures and colors of the major
bands may change radically in a few weeks to months,
and severe local changes may occur in a day or two.
There is thus strong evidence for large-scale overturn
of the Jovian atmosphere. The source of energy that
drives these motions must be found, and it is logical to
ask whether the large internal heat source of Jupiter
might drive convection in the atmosphere at reasonable
rates. Further, if convective mixing is indeed strong and
rapid, is the planet nearly homogeneous in composition?
If it is, then the spectroscopic data on the composition of
the atmosphere are directly relevant to the deep interior
as well. With these observational constraints in mind, we
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shall now turn to models of the interiors of Jupiter and
Saturn.

We have already seen how to model the internal
structures of adiabatic or isothermal ideal gas bodies of
solar composition in hydrostatic equilibrium. Modeling
objects as dense as planets, however, takes us far into the
realm of nonideal behavior of gases. This disadvan-
tage has associated with it a corresponding advantage: the
densities become so high that the molecules are squeezed
together against a very steep part of their potential
energy curve and the molar volume accordingly becomes
much less sensitive to temperature. We must accordingly
connect the asymptotic low-pressure case of ideal gas
behavior to the region of “simple” high-pressure beha-
vior through an intermediate pressure regime in which
the behavior of the fluid is strongly nonideal. Finally, we
must be concerned with the effects of extremely high
pressures in the cores of the Jovian planets, because
pressures there are comparable to the maximum that
can be withstood by the molecular orbitals of the bond-
ing electrons in hydrogen. We must therefore develop
some understanding of the equations of state of impor-
tant planetary materials over a wide range of pressures
in order to model the Jovian planets successfully.

Isothermal Interior Models
of Jupiter and Saturn

We shall begin the task of modeling Jupiter and
Saturn by considering isothermal planetary structures
at 0 K. This is of course a disastrously bad approxima-
tion for the portion of a planet that we can observe
directly, but is useful in the deep interior, where the
density is comparable to that of a solid.

The equation of state of molecular hydrogen at low
pressures is that of the ideal gas law, Pv = RT, where v is
the molar volume of the gas, V'/n. Hence,

P=RT/v=RpT/p. (V.4)

Real molecules deviate from the mathematically con-
venient infinitesimal hard spheres used in the derivation
of the ideal gas law in that they have intermolecular
potentials that vary in a complex way with distance.
Figure V.2 illustrates the potentials for a mass point, a
finite hard sphere, and a real molecule. Note that the
potential for the hard sphere is discontinuous. The real
molecule gets “stiffer” the closer one gets to the center
because of the quantum-mechanical prohibition against
particles with the same quantum numbers occupying the
same space. The principal deficiencies of the ideal gas
law are that it neglects both the volume occupied by
molecules (which becomes important at densities close
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Figure V.2 Intermolecular potentials. a shows the potential vs inter-
molecular distance D for a mathematically idealized mass point with an
infinite repulsive potential of zero extent, an approximation appropriate
only for collisionless gases. b shows the potential for a hard sphere, with
an infinite repulsive potential of finite extent, appropriate for modeling
the behavior of ideal gases. c is a representative potential for real molec-
ular collisions. The potential is weakly attractive at distances of a few
Angstroms (because of the polarizability of the molecules) and passes
through a minimum near 1 or 2 A, thus permitting the formation of
stable solids and liquids at low temperatures. The potential becomes
strongly repulsive because of electrostatic (Coulomb) repulsion of the
nuclei at very small distances and reaches up to MeV energies for intera-
tomic distances that place the nuclei in close proximity to each other.

to that of a liquid) and the “stickiness” of molecules at
small separations from each other. The latter force,
which causes the potential to be mildly attractive for
spacings near 1 or 2 A, is due to the finite polarizability
of all real molecules: electric fields in one molecule
induce oppositely polarized charges in its neighbors.
These van der Waals forces permit the formation of
liquids and solids.

A number of equations of state have been proposed
to treat gases that have been compressed to high enough
densities or cooled to low enough temperatures that
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these factors have a significant influence on the P—-T
relationships. Perhaps the most famous is the van der
Waals equation of state,

P=RT/(v—b)—a/v*, (V.5)

where a and b are constants for a given gas.

This equation of state is useful for densities up to
those of a liquid, but its accuracy deteriorates very
rapidly toward the high-density limit of its range. Dense,
hot molecular hydrogen at pressures greater than the
critical pressure and temperatures far above the critical
temperature (usually termed supercritical hydrogen), and
especially mixtures of dense molecular hydrogen with
other gases, is not very well understood.

In the immediate vicinity of the critical point the van
der Waals equation becomes very unreliable. In that
region the Dieterici equation of state,

P =RT(e "R /(v — b), (V.6)

is much more accurate, but this equation is not widely
used because of its more complex algebraic form. A
simpler equation, and one that offers significant
improvement over the van der Waals formulation, is
the Berthelot equation,

P=RT/(v—b)—a/Tv. (V.7)

Because of the importance of the critical point condi-
tions T, P., and v, in these equations, it is often desir-
able to express the equation of state in terms of the
reduced variables w™= P|P.,7=T|T., and ¢ = v/v..
The modified Berthelot equation,

P = (RT/v)[1 + (9/1287 — 27/647°)7]

{m=[1287/9(4¢ — 1)] — 16/37¢*}, (V.8)
permits somewhat better description of the gas behavior
at the cost of greater complexity. Even more complex,

less physical, and more accurate are the virial equation
of state,

Py=RT(1+b/v+c/V’+d/v +-), (V.9a)
and the BeattieBridgeman equation,
Pyv=RT +B/v+C/V+D/v’ +---, (V.9b)

where B, C, and D are themselves functions of 7.

There are relatively straightforward and reliable
techniques for calculating the equation of state of a very
cold solid of “normal” density, and at some point in
Jupiter’s interior it becomes preferable to model the
equation of state as that of a zero-temperature solid
perturbed by elevation of the pressure and temperature
rather than as a very dense nonideal gas very strongly
perturbed by intermolecular forces. Because the large
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preponderance of the masses of Jupiter and Saturn is
hydrogen and helium, helium and molecular hydrogen
are clearly very important species.

Also, a massive body rich in hydrogen will undergo
a phase transition at a few  megabars
(1 Mbar = 10'2dyncm?), in which molecular hydrogen
is compressed to the point at which the electrons can
enter into a metallic-type delocalized energy level, called
a conduction band. The protons then form a regular
lattice, similar to the lattice of any other metal, and the
electrons form a completely delocalized electron gas
that, as we have seen, is an excellent conductor of both
heat and electricity. The metallic hydrogen layer begins
to form at the center of a cold hydrogen body at a
particular well-defined critical size. Unfortunately, our
experimental knowledge of the location of the phase
transition is poor, due to the inability of static high-
pressure systems to maintain pressures of megabars.
The transition to metallic hydrogen lies above 2.5 Mbar,
so high that only shock compression by violent explo-
sions can generate the necessary pressures and then only
for times on the order of a microsecond. The best avail-
able estimates of the transition pressure under Jovian
temperatures are near 3 megabars (300 GPa).

The natural energy scale for dealing with hydrogen
and helium atoms is ez/ao, where e is, as usual, the
electron charge (4.80 x 107'%esu) and aq is the Bohr
radius. The atomic unit of pressure (force per unit area
or energy per unit volume) is then ¢?/aj, which is
2.94 x 10" dyn/cm?, or 294 Mbar. Thus pressures of
about this magnitude would be sufficient to crush the
electron orbitals in atoms and molecules and delocalize
the electrons, making hydrogen an excellent conductor
of electricity. Ultimately, sufficiently high pressures can
crush the proton-electron fluid to nearly the density of
nuclear matter. Such extreme conditions are of funda-
mental importance in Big Bang cosmology and in the
advanced stages of stellar evolution (neutron stars), but
are not readily attainable in bodies the size of Jupiter.

An approximation of the central pressure corre-
sponding to a given mass and radius can be simply had
by the method we used for the Sun in Chapter IV:

P. = GM? /871, (IV.41)
Thus P, is approximately 1.4 x 10> dyncm ™2 (14 Mbar)
for an ideal gas Jovian planet. With inclusion of a core
made of material intrinsically denser than hydrogen and
helium, a higher core density and higher central pressure
would be expected. Nonetheless, it is clear that the cen-
tral pressures of both Jupiter and Saturn are high
enough so that metallization of hydrogen should occur.
The case is rather different for Uranus and Neptune.
Equation (IV.41) tells us that P, is proportional to M/,
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so the first-order (lower limit) estimate of the central
pressures of the Uranian planets is about 3 Mbar. The
effect of changing our assumption of a compositionally
uniform interior to a density-stratified structure with a
core is to increase the central pressure several megabars
more, but to exclude hydrogen from the vicinity of the
center.

Thus by these crude arguments alone, we may
expect the critical size for metallization of hydrogen to
lie in the size gap between the Jovian and the Uranian
planets. In order to be more precise, we would need to
develop more detailed and complex models.

As the next step in this direction, let us now con-
sider the results from calculations using equations of
state for pure hydrogen at low temperatures. The radius
of a cold pure-hydrogen planet as a function of its mass
is shown in Fig. V.3. It can be seen that the largest cold
hydrogen body that can be built has only a few times
the mass of Jupiter. Beyond that mass, the central
pressure becomes so large that all atomic orbitals are
collapsed, and fermions (protons and electrons) pair
their spins. Because each microscopic energy state of
this proton-electron fluid is doubly occupied, the state
is said to be “degenerate.” Beyond about 5 Mj, the
addition of M grams of mass to the outer molecular
hydrogen layer causes more than M grams of hydrogen
to become degenerate. The density of the degenerate
core is very high, and the core occupies a negligible
volume, so the entire planet shrinks. Note that these
cold hydrogen models are not intended to be realistic
per se; they merely help us grasp the principles that we
shall later apply to more complex and more realistic
models. For example, bodies above 70 M will become
stars, and it is clearly impossible to accrete a body of
10*° g while still keeping it at 0K. The gravitational
potential energy that must be released in collapse of a
10*°¢ body from infinite radius to radius a is
GM?/a = 10% erg. Taking a mean molar heat capacity
of C, =5R/2 and a molecular weight of 0.5 for hot
hydrogen, this is enough energy to heat the planet to
25,000 K and involves compression to a mean density
of only 0.7 gecm 3, orders of magnitude less than that in
a degenerate core.

Thus much higher temperatures are a logically
necessary consequence of accretion. One important
effect of higher temperatures is to excite fermions into
higher-lying energy states and lift the degeneracy of the
core material.

In Fig. V.3 we can see that the giant planets are all
smaller than pure cold hydrogen planets of equal mass.
They must therefore be composed of material that is
intrinsically more dense than hydrogen, especially
because we know that they are not at 0 K! Uranus and
Neptune, though less massive than Jupiter and Saturn,
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Figure V.3 Massradius diagram for cold hydrogen. Spherical, nonrotating bodies of pure
hydrogen show a monotonic increase of radius with mass up to approximately 10°! g and radii
of about 9 x 10° cm. Beyond that size the central pressures are so high that they overcome the
crushing strength of the hydrogen atom, and a very dense core of collapsed hydrogen with no
distinct atoms or molecules begins to form. Bodies at nonzero temperatures would be larger
(thermal energy helps resist compression) and hence lie to the right of the solid curve for pure
hydrogen. The fact that the giant planets all lie to the left of the curve tells us that all of them must
have mean atomic weights significantly heavier than pure hydrogen. Note that Jupiter and Saturn
are much closer to the curve (and to pure hydrogen) than are Uranus and Neptune.

are denser. They therefore must be made of material
with a higher density than that composing Jupiter and
Saturn. The separation of the giant planets into two
pairs, Jovian and Uranian, can be seen from Fig. V.3
to be valid for composition as well as mass and radius.

The next reasonable step to improve our planetary
models is to use a solar-composition mixture rather than
pure hydrogen. When this is done, it is found that the
model planets become too dense and also exhibit a
higher degree of central condensation of mass (lower rota-
tional moment of inertia) than do Jupiter and Saturn.
Bearing in mind these difficulties and the existence of
strong internal heat sources in both planets, it seems clear
that we must now include the planetary thermal structure
and its heat transport mechanisms in the model.

There are at present several rather different approaches
to modeling Jupiter and Saturn that emphasize different
aspects of their origin, composition, or structure. We will

qualitatively combine all these models so as to reflect as
faithfully as possible our current level of knowledge.

Thermal Models of Jupiter and Saturn

A necessary feature of any successful model of the
Jovian planets is that it explain their observed thermal
emission and account for the transport of heat from
their deep interiors up to observable levels of their atmo-
spheres. There are three possible mechanisms for trans-
port of heat: radiation, conduction, and convection. We
have already remarked on the enormous thermal opacity
of dense hydrogen, and indeed it is clear from our ther-
mal IR observations that these atmospheres become
opaque at 10- to 25-um wavelength at pressures of only
I bar. Also, we have seen that this collision-induced
opacity increases as the square of the total pressure.
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Deep in the molecular hydrogen envelope of Jupiter
the density is that of solid H, or higher. The heat flux
conducted through any material is proportional to K, its
thermal conductivity, and to the temperature gradient,

F, = K(3T/or), (V.10)

where K has dimensions of ergem—2s~!' K~!. The ther-
mal conductivity of solid hydrogen, which is a very good
conductor, is 10%ergem 2s 'K, and the temperature
gradient required to transport the observed surface heat
flux of 0.9 x 10*ergem=2s~!' through the shell of
r=0.5r is F/K=36x10*Kem™', or 36K km™'.
The temperature difference between the surface and the
center of the planet would then be of order AT = rF/K,
or about 2 x 10°K! Thus conduction of heat through
even solid hydrogen would yield starlike central tem-
peratures, at which no solid could survive. It seems
certain from this consideration alone that a very hot,
convective fluid would be present instead of a noncon-
vective solid. Fortunately, we can calculate the size of
the temperature gradient that would have to be present
in the atmosphere of Jupiter in order for convection to
take place. We have seen in Chapter IV that, assuming
conservation of energy in a moving parcel of gas, hydro-
static equilibrium, and ideal gas behavior, the tempera-
ture gradient at which convection begins is the adiabatic
lapse rate,

OT JOr = —g/C,p. (IV.27)

We already know the molecular weight ¢ and heat capa-
city Cp, of a solar-composition gas (Fig. IV.39). At levels in
Jupiter at which the heat capacity is very large, 0T /0r will
be a minimum. Because of the large pressures within a
planet, the thermal dissociation of hydrogen is inhibited,
and C, becomes 4.3 R for the solar-composition mixture
at 5000 K. The molecular weight, for the same reason,
stays near 2.28, not 1.2. Then the adiabatic gradient will
be approximately 2.28¢(r)/4.3 R, and, using half the
equatorial surface gravity for g(r), the vertical tempera-
ture gradient becomes 7 /dr = —0.7 K km ™. Thus con-
vection will occur even for quite small values of the
temperature gradient.

The theoretical equation of state of hot (= 6000 K)
metallic hydrogen is well approximated by

P (Mbar) = 9.95p"3(1 — 0.909p1/3

+0.614p723 = 0.021p7 ). (V.11)

Experiments with shock-wave production of metallic
hydrogen suggest that this theory is probably good to 1
or 2% precision. By this approach, with detailed consid-
eration of the thermodynamic properties of dense molec-
ular hydrogen and metallic hydrogen, it is possible to
conclude that the entire interiors of both Jupiter and
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Saturn must be convective. It also becomes possible to
show that the central temperatures of both planets are
roughly 100 times lower than that required in the con-
ductive case (in which convection was arbitrarily
omitted), approximately 10*K rather than 10°K. We
therefore are now in a position to appreciate the value
of fully adiabatic, solar-composition models of the inter-
iors of Jupiter and Saturn.

To some degree our choice of models for investiga-
tion depends upon our conception of the mechanism of
formation of the planet. If we prefer hydrodynamic gas
capture onto a massive solid core, then we shall favor
models of Jupiter with massive cores; if we favor grav-
itational instability of the nebula, then we shall prefer an
almost completely gaseous or fluid planet with exactly
solar composition. It now appears that the best available
equations of state of molecular H,, He, and metallic
hydrogen are good enough so that uncertainties in the
solar H:He ratio become important. Also, there is every
reason to expect that the molecular H,-to-metallic-H
transition discriminates against incorporation of helium
in the metallic phase; thus the question of the partition-
ing of helium between “atmosphere” (molecular H,) and
“mantle” (metallic H) arises. Finally, of course, there is
the question of the disposition of the heavy elements,
even in a solar-composition planet. A dense heavy-
element core, once present, may be impossible to destroy
because the large density difference between it and the
overlying H/He mantle may make convective mixing
across the interface impossible. Elements of moderate
volatility, such as the ice-forming elements, may possibly
be confined by certain accretion scenarios to the plane-
tary core. But in other plausible formation scenarios
these elements may be spread nearly uniformly through-
out the planet.

From the best available equations of state and
dynamical data on the density and rotational moment
of inertia of Jupiter, it seems most likely that Jupiter
has a dense core making up 3 to 4.5% of the planetary
mass and that the metallic H “mantle” is completely
melted and depleted in helium relative to solar material.
The helium excluded from the mantle should enhance
the He:H, ratio in the molecular envelope above the
solar value. The values of the gravitational field har-
monic coefficients J, and J4, determined by tracking of
the Pioneer 10/11 and Voyager spacecraft, seem to
require a density appreciably higher than that of the
usual recipe for solar material, in keeping with such a
helium enrichment. However, this effect can be
removed if the surface of the metallic hydrogen is hot
enough, >9000K. Then the solubility of He would
become high enough so that it would not be excluded
from the mantle and enriched in the envelope. One
point of agreement among all models now available is
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the central temperature of Jupiter, which is close to
20,000 K. Because present estimates of the melting
curve of metallic hydrogen lie so low, it seems certain
that the entire metallic portion of Jupiter is melted.
Thus Jupiter is in its entirety a fluid, convective planet
with adiabatic structure.

A core of mass >0.5% of the planetary mass can be
provided by the rocky material present in an exactly
solar-composition planet. All the ice-forming and rock-
forming elements combined would total 3% of the plan-
etary mass. Yet our observations of a solar (or larger)
abundance of methane and nearly solar abundance of
ammonia in the atmosphere make it hard to accept that
all the icy material could be buried in a core. Some
enrichment of the heavy elements in Jupiter is very
likely.

The structure of Saturn is somewhat less interesting
because of the lower mass and internal pressure and
because of the relative paucity of useful observational
data. It now appears that metallic hydrogen is marginal
(but probably not absent) in Saturn and that there is a
larger enrichment of heavy elements than in Jupiter.

For the purposes of modeling the outer envelopes of
Jupiter and Saturn, it is of great interest to know what
the composition of the “excess” heavy material was. One
plausible suggestion is that this is no more than the
general solid material stable at that heliocentric distance
in the Solar Nebula. In that case, the elements enriched
in Jupiter would include all the rock-forming elements,
including S, plus H»O ice, and possibly ammonia. Saturn
would have enhanced abundances of all of these, plus
possibly methane. If this simple explanation were cor-
rect, then the only elements that might be enriched in
accessible parts of Jupiter would be sulfur and oxygen
(as H,S and H,0O) and possibly N as ammonia. Of
course, these species and possibly methane as well could
be enriched in the outer envelope of Saturn. The other
heavy elements are probably of little consequence for
modeling observable portions of either planet.

The presence of an extensive liquid, electrically con-
ducting mantle on Jupiter has obvious similarities to the
liquid, electrically conducting outer core of the Earth,
which is the source of Earth’s magnetic field. In addition,
ionization of hydrogen by the high temperatures and
pressures in the molecular mantle may provide quite
significant electrical conductivities even there.

Based on plausible internal structures and the con-
vective mechanism for heat transport, it is reasonable to
attribute the source of heat to the continuing tail-end of
the collapse phases of both Jupiter and Saturn. It is
possible that the heat is derived from the growth of the
metallic hydrogen mantle, which is associated with slow
shrinkage of the entire planet at a rate of 1 mm per year;
indeed, these two mechanisms are in no sense mutually
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exclusive or even competitive, either being a logical con-
sequence of the other.

A typical internal model of Jupiter is given in Fig.
V.4a. The density discontinuity at the molecular H, to
metallic H transition at 0.76 ry is clearly visible, and the
core of heavy elements is obvious. Only about 0.01% of
the volume of the planet experiences a gravitation accel-
eration less than the “surface” (0.7-bar level) value.

Figure V.4b is a comparable internal model of
Saturn. Note the much lower pressures deep in the gaseous
envelope. Even complete absence of a metallic H mantle
would not prevent the electrical conductivity from being
large, because, as in the envelope of Jupiter, high pres-
sures decrease the width of the gap between the filled
molecular orbital of H, and the lowest-lying (unfilled)
conduction band. Further, species much more easily
ionized than H, are present in trace amounts deep in
the lower atmosphere. When high temperatures are com-
bined with high pressures, thermal excitation of elec-
trons across the narrowed band gap becomes possible.
Thus even the absence of a metallic H region on Saturn
would not preclude the generation of magnetic fields by
an internal convectively driven dynamo.

The Atmospheres of Jupiter and Saturn:
Observed Composition

We have known since the pioneering work of Rupert
Wildt in the 1930s that hydrogen, methane, and ammonia
are present in Jupiter’s atmosphere. Since 1966, however,
there have been enormous advances in spectroscopic
instrumentation. These advances have greatly multiplied
the number of known species and correspondingly
enriched our understanding of the processes affecting
atmospheric composition.

Conventional spectroscopy disperses light according
to its wavelength, by either refraction through a prism or
diffraction off a grating. The dispersed light is then swept
across a small detector, which converts the photon beam
to an electric current. This current is recorded on magnetic
media, or amplified and used to drive a chart recorder.
The width of the wavelength interval intercepted by the
detector at any time, A, is called the spectral resolution of
the instrument. A typical broad-coverage spectrum, such
as the entire visible or entire near infrared region, must
therefore consist of approximately A\/A\ separate mea-
surements. Thus a spectrum of resolution A/A\ = 10*
must contain 10* samples of the spectrum, and the detec-
tor must therefore waste 99.99% of the incident light
during sampling of any single wavelength interval. To
some degree, this problem may be offset by using several
detectors simultaneously (called multiplexing), but it is still
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Figure V.4 The interiors of Jupiter and Saturn. The pressure, density, gravitational acceleration, and temperature are given
as a function of radius for typical internal models. a illustrates the great importance of metallization of hydrogen on Jupiter. b is
a “pie” diagram of a likely internal structure for Saturn. Note the smaller metallic hydrogen region and the helium-rich layer
formed because of the limited solubility of helium in fluid metallic hydrogen. It is not clear whether helium would mix with the
icy component or how well the ice-forming elements will mix with (dissolve) the rocky core materials. The boundaries between
these layers are thus merely schematic, and no distinct boundaries may exist.

obvious that taking a high-resolution spectrum of a faint
source will require long observing times or very large
telescopes with great light-gathering power.

There are, of course, strong reasons for desiring high
spectral resolution. A low-resolution spectrum that
resolves only the envelope of rotation-vibration bands
without resolving the individual lines is inadequate for
estimating rotational temperatures. A medium-resolu-
tion spectrum that separates the lines but does not
resolve individual line profiles can provide useful
temperature and abundance data, but will not allow
the collision-broadening of the spectral lines to be mea-
sured. Only a high-resolution spectrum with A\ several
times less than the line widths can permit full extraction
of the information inherent in the spectrum. Depending
on the species observed and on the wavelength region,
resolutions of 10% to 10°® may be needed.

The spectroscopic technique that has revolutionized
planetary astronomy is interferometry, sometimes called
Fourier transform spectroscopy. In this technique, a wide
spectral region is admitted undispersed but well colli-
mated into the spectrometer (Fig. V.5). There the beam
is passed through a diagonal half-silvered (uniformly but
incompletely reflective) mirror called a beam splitter.
One half of the beam is reflected off a fixed mirror and
traverses a constant path, whereas the other half of the
beam reflects off a moveable mirror. These two reflected
beams are then recombined to interfere with each other.
The resultant intensity of the combined beams, mea-
sured as a function of the path-length difference between
the two beam paths, is called an interferogram. When the
paths followed by the two beams differ by an integral
number of wavelengths of light of a particular fre-
quency, then that light will interfere constructively with
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Figure V.5 Interferometric spectroscopy. a depicts an interferom-
eter accepting two parallel beams from a telescope (T) aimed at a
Planckian source and an internal calibration laser (L). The beams strike
a lightly silvered beam splitter, and half of the intensity of each beam is
reflected off a stationary mirror and thence to the two detectors Dt and
Dy, separately. The other half of the beam intensity passes through the
beam splitter and is reflected off a traveling mirror. The laser-source
and Planckian-source interferograms are shown in b and c. The laser
source is used to monitor the precise position of the moveable mirror.
In practice it is sufficient to use a single detector for both beams
together. The original spectrum, reconstructed by taking the Fourier
transform of the sum of the two interferograms, is shown in d.

itself and be fully represented in the observed interfero-
gram. Other wavelengths which do not meet this criter-
ion will interfere destructively.

To determine the interferogram precisely, it is essential
that the mirror position be monitored equally precisely.
This is done by inserting a very pure single-wavelength
(monochromatic) beam of light into the instrument with
a small laser.

In Fig. V.5 we describe the mirror position by the
variable x, which is zero when the light paths in the two
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arms of the interferometer are equal. When x =0, all
light of any frequency whatsoever interferes construc-
tively with itself at the detector. This is called a “white
light spike” in the interferogram. A mirror displacement
of x in either direction will increase the total light path
by 2x, and a monochromatic light source of wavelength
A will interfere constructively with itself and give a large
signal at detector D whenever 2x is some exact integer
multiple of A: x = nA/2 (see Fig. V.5b).

An interferogram for a Planck function is given in
Fig. V.5c. Note that low multiples of Ay, show up as
peaks in the interferogram, but each repetition becomes
more smeared out, with the intensity eventually reaching
a nearly constant level.

The original spectrum can be reconstructed from the
interferogram by taking the Fourier transform of the
interferogram. Because of the symmetry of the interfer-
ogram about x = 0, the Fourier series may be expressed
using only cosine terms as

F(i) =X a; cos ix, (V.12)

where the index 7/ runs from zero to some maximum /.
The larger the value of 7 (the number of samples in the
interferogram), the higher the resolution of the spec-
trum. The value of x is precisely monitored by counting
the laser interference fringes.

The advantage of an interferometer is that every
photon in the entire spectral region under study is used
at all times in constructing the interferogram. Thus no
light is ever wasted, and even high-resolution spectro-
grams can be made using reasonable-sized telescopes
with observing times of about 1 second per interfero-
gram. A dispersive spectrometer on the same telescope,
with a resolution of 10°, would need 10° detectors in
order to operate as efficiently! This strong point of the
interferometer is called the multiplex advantage. When
even greater spectral resolution or sensitivity is desired,
the interferogram may be scanned more slowly, and
large numbers of interferograms may be added coher-
ently (that is, they are aligned at x = 0 before adding).

Such high-resolution interferometric spectra of Jupi-
ter and Saturn have been available for a number of years,
and the information in them is immense. After methane,
ammonia, and hydrogen, which had already been identi-
fied as constituents of both Jupiter and Saturn prior to the
introduction of Fourier-transform spectroscopy, a num-
ber of other species have been discovered. These include
ethane (C,Hy), acetylene (C,H,), ethylene (C,H4), mono-
deuteromethane (CH3D), carbon-13 methane ('*CHy),
HD, phosphine (PHs), water vapor (H-,O), germane
(GeHy), hydrogen cyanide (HCN), and carbon monoxide
(CO). The "*C:'°C ratio has been found to be indistin-
guishable from the terrestrial or meteoritic value, whereas
the D:H ratio is much lower than in Earth’s oceans, but
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very similar to that believed characteristic of primitive
solar nebula material. The "*N:'*N ratio in ammonia has
been found to decrease upward in the stratosphere by
about a factor of 2 relative to the ammonia isotopic
composition seen in the 5-um “hot spots.” Photolysis
would destroy isotopically light ammonia slightly more
readily than heavy ammonia, contrary to observation, but
fractional distillation of ammonia would leave a vapor
that is slightly enhanced in the lighter isotope. The
other chemical species require chemical explanation of their
sources, stability, and observed abundances. In addition,
large numbers of other species have been sought but not
found in high-resolution spectra. Their absence is a great
help in that it places constraints on chemical models of the
Jovian planets: a model not only must pass the test of
explaining the abundances and altitude distribution of the
observed species, but also must not predict abundances of
other species in excess of their observational detection
limits. The abundances of known species and upper limits
on some other species of interest are given in Table V.1.

Table V.1 Abundances in the Atmospheres of Jupiter

and Saturn

Abundance (Mole fraction)

Species Formula Notes Jupiter Saturn
Hydrogen H, 0.85 0.84
Helium He 0.15 0.16
Methane CH, 1 %1073 2% 1073
Ammonia NH; a 8 x 1074 6x 104
Water vapor H,O b 1x1073 2x 1073
Hydrogen sulfide H,S b 8 x 1073 ?
Hydrogen deuteride HD 6x 107 6 x 1073
Neon Ne c 22x107° 7
Argon BOAr +BAr d 1.6 x 107> ?
Phosphine PH; 1x10°° 6x107°
Monodeuteromethane CH;D 2x 1078 2x 1078
Krypton Kr d 1.5 x 107 ?
Hydrogen chloride =~ HCI <107° 1070
Germane Ge 6 x 10710 <107°
Xenon Xe d 2x 10710 ?
Carbon monoxide CO e 1 x 10710 < 10710
Ethane C,H¢ f  4x10°° 5x107°
Acetylene C-H, f  3x10°8 1 %1077
Ethylene C,H, f 1x107° <107°
Hydrogen cyanide HCN f 1x107° <107
Methyl amine CH;NH, f <107 <10°¢
Hydrazine N,H, f <107 <107°

Notes: a: lower tropospheric abundance from microwave opacity;
b: solar abundance assumed for Jupiter below the water and NH;,SH
cloud bases; c: Ne:H on Jupiter was measured by the Galileo Probe as
10 times the solar Ne:H ratio; d: the heavy noble gases Ar, Kr and Xe
were measured by the Galileo Probe at about 2.5 x solar; e: CO is
probably transported up to the tropopause by turbulent mixing;
f: photochemical products detected in the stratosphere but of negligible
abundance in the troposphere.

159

Tropospheric Composition and Structure:

Theory

Our approach shall be to describe the chemical beha-
vior of solar material along a Jovian pressure-temperature
profile. We have already seen that the structure of the lower
atmosphere is adiabatic, and we need only fix some (P, T)
point in order to calculate the entire adiabat from theory.
This convectively mixed, adiabatic portion of the atmo-
sphere is called the troposphere. We shall investigate the
gas-phase and condensation chemistry of the troposphere
as a function of altitude, first for a solar-composition
model and then for a composition in which certain of the
heavy elements are enriched above their solar abundances.

The starting point for our adiabatic model shall be
the temperature and pressure determined from near-IR
spectroscopy and thermal-IR radiometry of the cloud-
tops. We will take the cloud-top temperature on Jupiter
as 130K and the pressure as 0.5 bar at that level. Using
the heat capacity data in Fig. IV.39, we can easily calcu-
late the adiabat down to levels where the density
approaches 0.1 gecm 3. The adiabatic atmospheric models
we shall henceforth use are shown in Figs. V.6 and V.7.
The Jupiter model in Fig. V.6 is carried down to the 700-K,
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Figure V.6 Adiabat for the atmosphere of Jupiter. The vertical
profiles of pressure, temperature, and temperature gradient are calcu-
lated for an adiabatic model of the Jovian atmosphere consistent with
Pioneer and Voyager data on the topmost 50 km. The altitude scale is
depth beneath the ammonia clouds.
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Figure V.7 Adiabat for the atmosphere of Saturn. The vertical profiles of pressure, tempera-
ture, and temperature gradient are calculated for an adiabatic model of the Saturnian atmosphere
consistent with Pioneer and Voyager data on the topmost 50 km. The altitude scale is depth

beneath the 1-bar pressure level.

174-bar level. Note the strong variation of the adiabatic
lapse rate with altitude at temperatures below 300 K, due
to the contributions of the rotational modes of molecu-
lar hydrogen to the specific heat, and the further
decrease in the gradient beginning near 700 K, due to
excitation of the vibrational modes of H.

From Eq. (IV.11) we see that hydrostatic equilib-
rium, which is an exact balance between the pressure-
gradient force P and the gravitational force —p(r)g(r), is
analytically integrable only if the temperature is con-
stant or a simple function of r. For the normal range
of altitudes (Z) in a planetary atmosphere it is usually
quite accurate to take g = constant. Thus, for an iso-
thermal atmosphere,

dP/P(Z) =d In P = —(ug/RT)dZ, (V.13)

which integrates to

P = P(Zy)exp [-(Z — Zy)/(RT/ug)]

= P(Zo)exp—(Z — Z)/H, (V.14)

where H = RT /ug. H, the scale height, is the altitude incre-
ment over which the pressure drops by a factor of e. We can
see from Fig. V.6 that, over a very wide range of altitude, the
Jovian troposphere has a constant temperature gradient of
—2.1Kkm™'; thus, T = Ty — 2.1(Z — Z;), and

dP/P(Z) = —{ug/[RTy — 2.1R(Z — Zy)]|}dZ, (V.15)
whence

P(Z) = P(Zy)[1 —2.1(Z — ZO)/TO]Mg/ZlR

= (T/To)"'*. (V.16)
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This explicit relationship between P and Z when the
lapse rate is constant should be applied only with care,
to ensure that g and C, are constant. Figure V.8 pro-
vides a bridge between atmospheric models per se and
interior models. Only Jupiter is shown here, because the
only transformations needed to convert to Saturn are to
multiply the Jovian altitude scale by gj/gs (about 3) and
to double the pressure at any given temperature. Figure
V.8 extends down to 0.9 R; from the center of the planet,
a depth of 7000 km.

Note that we have in no case extended the atmo-
spheric models upward above the 130-K level. We shall
reserve description of this region, which has a physical
and chemical structure radically different from that of
the lower atmosphere, for later detailed description.
Also, it should be recalled that we have in each case
calculated and graphed atmospheric structures for the
equatorial regions, where the distance from the center of
the planet is the greatest and the “centrifugal force” due
to rotation is greatest. This is done because Earth-based
observations select strongly in favor of the equatorial
regions, and it is there that we have the best data to

0 1,000 2,000 3,000
I

161

develop and to test models. Because g is everywhere else
greater than at the equator, the temperature and pres-
sure gradients will be greater, and constant-pressure
surfaces will become ever more nearly spherical at greater
depths.

It is upon these temperature and pressure gradients
that the chemistry of the atmosphere is acted out.
Although our treatment of the chemistry of solar mate-
rial in Chapter IV provides a very useful introduction to
processes in Jupiter and Saturn, there are also many
significant differences.

First, we saw in the case of the Solar Nebula that, at
the high-temperature, high-pressure end of an adiabat,
all solids are completely evaporated. In a planetary
atmosphere with a solar composition and an adiabatic
structure, pressures are a million or more times higher
than those in the nebula, and the condensation curves
are driven up to much higher temperatures.

Several major species in the solar nebula calcula-
tions, including refractory oxide minerals, metallic iron,
and magnesium silicates, condense at temperatures in
excess of 1500K, and in the interior of Jupiter they
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Figure V.8 Structure of the deep atmosphere of Jupiter. The ideal-gas upper troposphere is
here connected to the dense molecular lower troposphere through a highly nonideal region
with a poorly constrained equation of state.
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would have condensation temperatures above 2000 to
3000 K. From Fig. V.8 we can see that the pressure at the
2000-K level is already 10 kbar, which gives a gas density
that, in the ideal gas case, is uP/RT, or 0.14 gcm—>. This
is close to the density of liquid hydrogen, and we are
clearly out of the ideal gas realm altogether.

The chemistry of nonideal gases is generally rather
poorly known, although the thermodynamic properties
of hydrogen and helium are fairly well understood. In
chemical thermodynamics, the reactivities of solids and
liquids are given according to the convention that the
reactivity (or thermodynamic activity) of a pure solid or
pure liquid at 1atm of pressure is unity. At high pres-
sures (100atm or thereabouts, depending upon the
material), compression of the solids and liquids causes the
atoms to be displaced inward against the steep mutually
repulsive (Coulomb) part of the potential curve, and it
takes less energy to remove an atom or molecule from
the condensed particle than it normally does at lower
pressures. We may say that the activity of the solid has
been increased above the defined low-pressure reference
value of 1.00. This activity increase is usefully thought of
as an increase in vapor pressure. A solid compressed to
the point at which its vapor pressure is p., instead of the
standard 1-atm value of p, at the same temperature has
an activity

a=p,/p, (V.17)

(All pressures in chemical thermodynamics are conven-
tionally in units of atmospheres, a convenience on the
surface of the Earth, but an awkward inconvenience
elsewhere. By one of those curious coincidences with
which nature abounds, 1atm is very close to the metric
unit of pressure, the bar: 1atm = 1.015bar. We shall
almost invariably lose no precision if we substitute the
two units freely for one another.) A solid or liquid
compressed over the pressure interval from 1 to P atm,
and undergoing a continuous volume change (no phase
changes), has an activity defined by
P

RT1In a :J v(P)dP,
1

(V.18)

where v(P) is the molar volume of the condensed sub-
stance in cm® mol~!. When the pressure is not too high,
v(P) is not much less than the 1-atm standard value, v(1),
and we have

a = e "W@P-D/RT _ u(P=1)/pRT (V.19)
Thus we can see that materials with very low densities
show nonideal behavior even at very modest pressures of
a few bars. The best example of such a low-density
material is hydrogen—but we will not have solid H,
present inside Jupiter!
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We can see from the approximate relationship in
Eq. (V.19) that iron metal (u = 56,p = 7.5) at 2000 K
has an activity of 1.004 at 10atm, 1.04 at 100 atm, 1.5 at
1000 atm, and 60 at 104 atm. Water (1 = 18, p = 1), which
is far more compressible and far less dense, will at 300 K
have an activity of 1.08 at 10atm, 2.08 at 100 atm, and
1500 at 1000 atm! Figure V.9 illustrates the dependence of
the activity of water on pressure at a temperature of 300 K.
In general, ices have low densities and great sensitivity to
pressure, but the ices are precisely those substances which
condense at lowest pressures along any adiabat.

We shall begin our discussion of the chemistry of the
atmosphere of Jupiter as we began our description of the
nebula: with the most abundant elements at high tem-
peratures. The two most abundant elements, hydrogen
and helium, have very simple chemistry over the range of
temperatures and pressures we are now considering. The
only important reaction of hydrogen we need consider at
pressures less than several megabars is the dissociation
of molecular hydrogen to atomic H gas:

H,=H+H (IV.92)
log Koo(T) = 6.16 — 23,500/ T (IV.95)
= 2log pu — log pu,
= 2log fu — log fu, + log P. (IV.96)

The equation for the Jovian adiabat in the region of
interest (2000 to 5000K; 10* to 5 x 10° bar) is approxi-
mately

P =Py(T/Ty)/" (V.20)
or
logP =4+4.2logT — 4.210g2000
=4.2logT — 9.86. (V.21)
Water at 300 K
18 12
v
B . J
o~ 12} RTha=RTh(p,/p) = I v(P)dP 4s
2 1
g E ™ p,° = vapor pressure at P=1 and T=300 1 ®./po)
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Figure V.9 Activity of a liquid or solid at high pressure. The ther-
modynamic activity (a) (a measure of the escaping tendency or vapor
pressure of the condensed phase) of liquid water at 300 K is shown here
for pressures ranging from 1 to 100 atm. Note the accelerating elevation
of the vapor pressure with increasing total pressure.
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Combining Eqgs. (IV.96) above with (V.21), we have

6.16 — 23,500/ T + log fu, — 2log fi

—=42logT —9.86.  (V.22)

When H, is largely undissociated, fi, = 0.876, and Eq.
(V.22) reduces to

logfis = 7.98 — 11,750/T — 2.10log T, ~ (V.23)

from which fi = 1.5 x 107> at 2000K, 5.8 x 10~ at
3000K, 3.0x 1073 at 4000K, and 7.2x 10~ at
5000 K. Thus thermal dissociation of H, may provide
enough H to make it the third most abundant gas above
4000 K, but the dominant role of Hj is never threatened.

The most stable compounds of oxygen, carbon, and
nitrogen are, not surprisingly, H,O, CHy, and NH;,
respectively, although appreciable quantities of CO and
N, may also be present. The ammonia equilibrium is
given by

log [fNH;z/(szsz3P2>]

=5720/T —12.23,  (IV.114—1V.115)

and the Jupiter adiabat between 500 and 2000 K can be
approximated by

P = 825(T/1000)*°, (V.24)
whence, using fi, = 0.876 as above, we obtain
lOg(fNH32/fN2)
= —27.82+5720/T +7.20logT. (V.25)

The total abundance of nitrogen compounds is
f(EN) = f(NH3) 4+ 2f(N,) = 2.06 x 10™*. When NH;
is dominant, log f(NH3) = —3.686, and we calculate that
f(N>) on the Jupiter adiabat is 3.8 x 10~!'! at 500K,
1.35 x 1077 at 1000K, and 6.6 x 10~7 at 2000 K. Thus
even at 2000 K, f(N,) is only 0.3% of the total nitrogen
abundance. The mole fraction of N, reaches a maximum
value of 6.8 x 1077 at 1830 K.

For the equilibrium between CH,4 and CO, we have

log [fen, fin,o/ (feofy, P?)]

=11,740/T7 — 13.21. (IV.116-1V.117)

We can then see how the ratio fcm,/fco varies along
either segment of the adiabat approximated by
Eqgs. (V.20) and (V.24). As above, we find

log (fcn,/fco)

— —2588+11,740/T +7.20log T.  (V.26)

Thus f(CHy)/f(CO) is 1.1 x 10'7 at 500K, 2.9 x 107 at
1000K, and 5.7 x 10° at 2000 K. The ratio reaches a
minimum at 3220 K, at which f(CHy)/f(CO) = 1870, as
can be seen by setting the derivative of Eq. (IV.26) equal
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to zero and solving for 7. Thus CO is never more abun-
dant than roughly 1 ppm of the total gas pressure, but is
close to this abundance over a very wide range of tem-
peratures, from 2000 K up to at least 5000 K. Likewise,
f(CO) is less than 10~ below 1000 K.

The domination of the gas phase by H,, He, H>O,
CH,4, and NH3, already evident at low temperatures in
the solar nebula, is extended to high temperatures by the
very high pressures deep within Jupiter.

After H, He, O, C, N, and Ne, the next most abun-
dant elements are Fe, Si, and Mg, the three major rock-
forming elements.

At the 3000-K level on the Jupiter adiabat the pres-
sure is already so high (50 kbar) that it is probable that no
condensed phases could be present. The vapor pressures
of refractory oxide and metal phases, although very
poorly known at these pressures, almost certainly become
large enough for complete evaporation before tempera-
tures of 3000 K are encountered on the adiabat. Perhaps it
is easiest to picture the portion of the atmosphere that has
pressures ranging from 50 kbar up to about 3 Mbar as a
dense, luminous liquid, with the temperature of the photo-
sphere of a star, in which all solids are dissolved. Figure
V.10 shows how rapidly the vapor pressure of liquid iron
increases due to the high pressures. It can be seen that iron
grains would evaporate near 2700 K rather than the
3000K expected from simple extrapolation of the low-
pressure vapor pressure equations of iron.

These considerations do not disprove the existence
of a metal or silicate core in Jupiter by any means,
because it is the unknown solubility of these materials
in liquid metallic hydrogen that is relevant in the deep
interior. Furthermore, an accretion history that begins
with a massive rocky core as a nucleus for gravitational
gas capture may well allow persistence of the remains of
that core until the present, even if it is chemically
unstable, simply because of the enormous density contrast
between “rocks” and hydrogen, which may suffice to
prevent mixing of the dense core materials into the
metallic H mantle even if solubility were no problem.

After metallic iron, the next major condensates would
be the magnesium silicates. At high pressures, the gaseous
silicon species will no longer be simply SiO and SiS:

SiO + 3 H, = H,0 + SiH, (V.27)

SiS + 3H, = H,S + SiHy. (V.28)

The silane (SiHy) partial pressure is clearly enhanced by
large total pressures:

K57 = Pu,oPsin, /(pH23pSiO) (V.29)

Psin,/psio = fu, K21 P* [fin,0
and similarly for SiS reduction [Eq. (V.28)].

(V.30)
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Figure V.10 Effect of high pressures on the condensation of iron. Iron, which is denser and less
compressible than water, shows little change of its activity and vapor pressure until pressures pass
1 kbar. Beyond that point, iron is substantially more volatile than it is at low pressures. Similar
phenomena affect the condensation temperatures of silicates, but their gaseous species and condensa-
tion reactions are so complex that it is difficult to quantify their behavior. Fortunately, the most
important silicates condense at lower temperatures than iron and hence form at much lower pressures.

The reaction of SiO (at low total pressure) to make
solid magnesian olivine (Mg,SiOy; forsterite; fo) is, as we
have seen,

2 Mg + SiO + 3 H,O = Mg,SiOq(s) + 3 Ha (V.31)
forsterite
whereas, at high pressures, we will have
2 Mg+ SiH4 + 4 H,O
= Mg,SiO4(s) + 6 Hy.  (V.32)

At low pressures, we see that ag, < P*, whereas at high
pressures ag, o< P. Thus increasing pressures (up to the
point of takeover of nonideal behavior) tends to favor
Mg,SiO4 condensation, but in a far less marked manner
than at nebular pressures. At very high pressures,
Eq. (V.19) shows that the activity required to effect
condensation quickly becomes enormous.

Condensation of enstatite at low pressures proceeds via

Mg + SiO + 2 H,O = MgSiOy(s) +2 Hy  (V.33)

enstatite

so that e oc P2, whereas at higher pressures (1 to

10 bar) a., ceases to depend on pressure at all. At very

high pressures ( > 1kbar), nonideality again takes over.
The direct condensation of MgO,

Mg + H,0 = MgO(s) + Hy,

periclase

(V.34)

is unimportant at low pressures because of the ease of
formation of magnesium silicates, but it can be seen that
amgo o< P at all pressures. At 10 kbar the activity of pure
solid periclase already is 300 (compared with > 10'! for
forsterite), and we conclude that, just below 2000 K and
10* bar, MgO is condensed, whereas Mg,SiO, is not. At
slightly lower temperatures Mg,SiO4 also condenses,
leaving a marked excess of silicon over magnesium and
other divalent metals in the gas.

Direct condensation of this silicon as SiO, is hin-
dered by the fact that the reaction

SiHy + 2 H,0 = SiOy(s, 1) + 4 H, (V.35)

gives a silica activity, asio,, which varies as P!, the
opposite of the low-pressure behavior, where the starting
gas is SiO or SiS. Accordingly, SiO, condensation is
largely uncoupled from MgO condensation and occurs
at lower temperatures and pressures. Of course, if the
periclase condensate is present as a fine dust at the level
where quartz is becoming stable, magnesium silicates
will form instead. The particle sizes for such a conden-
sate are very difficult to estimate, but given some knowl-
edge of them we can calculate the fallout velocity
directly. Any particle will reach a terminal (steady-state)
velocity of fall when the frictional retarding force exactly
equals the weight of the particle:

6mnav. = mg = drpa’g/3, (V.36)
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where 7 is the coefficient of viscosity and « is the radius
of the particle. From this,

v. = 2pa’g/9n. (V.37)

This equation also permits us to calculate the size of the
largest particle that can be blown upward by an updraft
of velocity v,, which will be of use to us when we have
some information regarding rates of vertical motions on
Jupiter. For the moment, we can see that a 10-um-radius
MgO particle (¢ =10"%cm, p =3.2gem™) deep in
the atmosphere of Jupiter (g=2630cms 2;n=23x
10~* gem~'s~!) will have a fallout velocity of 10cms~".
Condensation of new droplets and particles is influ-
enced by the fact that new (and therefore small) particles
are mostly surface. Therefore the surface tension is an
unusually large part of the total energy content of the
particle, and the vapor pressure is affected. The work done
to create a surface of area dA (the surface energy) is clearly
just w = —ydA, where ~ is the surface tension in ergcm 2.
Applying Eq. (V.18) to the vapor pressure of a droplet,

RT1Ina = RTInp,/p} = v(P)AP. (V.18)

Imagine a droplet of radius a. Its surface energy is
clearly E = 4na’y, and a change of radius of da would
cause a change in its surface energy of dE = 8wavyda.
Thus shrinking causes the total surface energy to
decrease. At equilibrium, a pressure differential (A P) must
exist across the surface such that AP4ra’da = Srayda,
whence AP = 2v/a. Combining with Eq. (V.18), we get

RTInp,/p} = vAP = 2yv/a. (V.38)

Thus when we approach the state of saturation from a
“clean” gas free of preexisting condensation nuclei (homo-
geneous nucleation), the first particles to form, because
they are very small, have vapor pressures that are signifi-
cantly elevated over those of large droplets. Thus a partial
pressure of vapor significantly larger than the normal
vapor pressure must be present before small droplets can
nucleate. It is thermodynamically easier to nucleate large
particles, but kinetically easier to nucleate small ones!
When these factors are balanced, we find that, for
Jovian conditions of present interest, typical new parti-
cles are 10 to 30 um in radius and fall velocities approach
1ms~", which is very rapid indeed. Accordingly, we shall
ignore vertical transport of cloud particles for the pur-
poses of the current discussion and return to this matter
in more detail later. With this assumption, then, we may
see that the remainder of the condensation sequence will
be no other than the nonhomogeneous accretion
sequence, because reactions between the gas phase and
already present condensates are impossible. This con-
densation sequence takes on a clear meaning in a planetary
atmosphere; a rising parcel of gas, cooling adiabatically,
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undergoes sequential condensation of Fe, MgO,
Mg,SiO4, MgSiO3, and SiO,, leaving each fresh conden-
sate in turn as a distinct cloud layer. The cloud particles
do not travel along with the rising gas because they are
too large; if they fall below the cloud base, they evapo-
rate and their vapors are swept back upward to recon-
dense. Thus discrete cloud layers are maintained.

After condensation of SiO,, sodium oxide and sulfides
of potassium, rubidium, and cesium condense. Next, other
moderately volatile chalcophiles such as lead, zinc, thal-
lium, and cadmium precipitate, followed by several non-
metals, including selenium, germanium, and tellurium.

At a temperature near 400 K, ammonium halides,
especially NH4Cl, begin to precipitate. Because of the
small cosmic abundances of the halogens compared with
the abundance of nitrogen, all the halogens are removed
without significant depletion of ammonia.

Phosphine, PH3, is oxidized by water vapor near the
800-K level to make P4Og4 gas, which in turn reacts with
ammonia near the 400-K level to make solid ammonium
salts. At equilibrium, PH; should be unobservably rare
in the vicinity of the cloudtops. The main reactions are

4 PH; + 6 HyO = P40 + 12 H, (V.39)
P40 + 10 H,O = 4 H3PO, + 4 H, (V.40)
HiPO, + 2 NH; = (NHy4),HPO,(s). (V.41)

The only species remaining in the gas at the 300-K level
are H,, the rare gases, CH4, NH3, H,O, and H,S. As we
have seen, the sequence of condensates will now be H,O,
NH,4SH, and NHj; the temperature required for CHy
condensation is too low to be reached on Jupiter.

The structure of the cloud layers which are expected
to form at temperatures above the saturation point of H,O
is shown schematically in Fig. V.11. The structure of the
corresponding layers on Saturn is well enough approxi-
mated by multiplying the altitude scale by 3 and the
pressures by 2, leaving the temperature scale unchanged.

Condensation of clouds formed from a mixture of
H,0, NH3, and H,S is complex enough to require more
detailed treatment.

Cloud Condensation in the NH;-H,O-H,S
System

Saturation of H,O occurs when the partial pressure
of water vapor in the atmosphere is equal to the local
vapor pressure of water or of H>O ice, whichever is
lower. For the reaction

H,0(s, 1) = H,O(g) (V.42)
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Figure V.11 Cloud structure deep in Jupiter’s atmosphere. The
approximate condensation locations of a number of species in a
solar-composition model of Jupiter’s upper troposphere, from the
water clouds (base at about 6 bar) on down. The atmosphere is by no
means transparent in the intercloud regions because of the opacity
contributed by Rayleigh scattering and collision-induced absorption.

the equilibrium constant is
InK = ln(szo/aHzo) = AG?

vap

(V.43)

or
In(pr,0) = In(ar0) + AHS, /RT — ASyup/R. (V.44)

Because of the low density of ice, we should not in
general neglect the effects of pressure on activity if the
total pressure is greater than about 10 bar. Thus, for
generality, we do not set Ina(H,O) =0, but instead
use

Ina(H,0) = (1/RT) r v(P)dP.

(V.18)

At pressures of 10 bar, v(P) is very close to the standard
molar volume of ice at P = 1 atm, and we can approx-
imate Egs. (V.44) and (V.34) by

In(pn,0) =v (P—1)/RT

+ AH, /RT — ASyp /R, (V.45)
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Below the level at which saturation occurs,

=118 x 107°P, (V.46)
and along a Jovian adiabat near 300 K, where Cp/R =
3.37, P = 7.4(T/300)*37. Thus saturation of H»O on the
Jupiter adiabat occurs, where

3.37In T —23.96=v(3.32 x 10°* 7°37)/RT
+AH, /RT — ASy.p/R.

vap

(V.47)

Figure V.12 shows the vapor pressure equations of H,O
ice and liquid water and adiabats for Jupiter and Saturn.
In both cases, the intersection of the adiabat with the
vapor pressure curve calculated from Eq. (V.46) lies
above the melting temperature of ice, and the cloud base
is therefore made of droplets of water.

At pressures high enough to affect the thermody-
namic properties of ice, the melting temperature as well
as the vapor pressure are affected. We wish to be able to
describe the dependence of the melting temperature, Ty,
on pressure.

Consider melting of a general solid substance A(s) to
form a liquid A(I). At any point on the equilibrium
melting curve Tp,,(P) the molar Gibbs free energies of
the solid and liquid are equal (Appendix I). Therefore
moving between any two points (1 and 2) on the melting
curve, the change in Gibbs free energy of the liquid,
G(1) = G(1,2) — G(1, 1), is exactly equal to the change
in Gibbs free energy of the solid, G(1)= G(s) =
G(s,2) — G(s, 1).

100
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T (K)
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Figure V.12 Water and ice condensation. The vapor pressure of
water and ice, assuming a solar proportion of oxygen, is plotted along
with the adiabats for the upper tropospheres of Jupiter and Saturn.
Saturation first occurs on both planets at cloud-base temperatures
above the melting point of ice.
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The differential expression for a change in Gibbs
free energy due to pressure and volume changes is

dG = VdP — SdT, (AL.38)
and, on the phase boundary, dG(s) = dG(1):
vsdP — SidT = vidP — S,dT. (V.48)

Thus the slope of the melting curve, d7,/dP, is

dTn/dP = [vi — v]/[S1 — Ss] = Avin /AS (V.49)

On the melting curve, because G(1) = G(s) at each tem-
perature (because the solid and liquid are in equilibrium
at each point on the melting curve), then

AGyn =G — Gy =0=AH; — TASp. (AL.40)
Thus, combining with Eq. (V.49),
dTw/dP = TAvy/AH,. (V.50)

This is a form of the Clausius-Clapeyron Equation. Over
pressure ranges in which Ay, does not change very
much, this equation may be integrated to give

In(T/T2) = Avin(P — P*)JAH?, (V.51)
where of course P’ is 1 and Ty is the triple point tem-
perature of water, 273.16 K. Normal water ice (ice 1) is
very unusual in that Ay, is negative; that is, ice floats.
This is also true of bismuth, but every other common
material has a melting temperature that increases with
pressure. Addition of solutes such as ammonia leads, as
might be expected, to substantial complications.

A system that contains ¢ different phases with C
components can be fully described if we know the com-
position of every phase. Because the sum of all the mole
fractions in any phase is 1, we can describe the composi-
tion fully with only C — 1 mole fractions for each of the
® phases, making a total of ®(C — 1) composition vari-
ables. In addition, we must know both the temperature
and the pressure of the system. Thus the total number of
variables needed is ®(C — 1) + 2. At equilibrium each
component must be in equilibrium with each phase,
and each equilibrium is described by an equation in
which the equilibrium constant is given as a function of
T and P. For each component, the number of such
equilibria is one less than the total number of phases
present, for a total of C(® — 1) constraints over all C
components. Thus, when all the constraints are consid-
ered, the number of remaining independent variables f'is
C-1D+2-C(P—-1):

f=C—-d+2.
This equation is called the Gibbs Phase Rule.

(V.52)
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Thus, when the only component is water (C = 1),
the region in which the only phase present is H,O vapor
(® =1) is characterized by C — & + 2 =2 degrees of
freedom. This means that there is a one-phase region in
P — T space in which either pressure or temperature may
be varied independently. When a phase condenses, then
we may have liquid water and water vapor coexisting.
Then C =1,® =2, and f = 1. This means that, when
these two phases coexist, pressure and temperature can-
not be varied independently; there must be a functional
relationship P(T) between them so that only one degree
of freedom is available. Such an equation [P(7)] is called
a vapor pressure equation. When water, H,O ice, and
vapor coexist (the triple point), then ® =3 and f = 0.
This means that only a single set of values of tempera-
tures and pressure can characterize the triple point, with
no freedom for variation.

If we add an inert gas that does not react chemically
with water, but that contributes to the total pressure,
then we need a new variable to describe the composition
of the system. Such a variable might be x(H,O), the mole
fraction of water vapor, or the total pressure (P). Under
these circumstances, the “triple point” at which water,
ice, and vapor coexist is described by C =2,® = 3, and

f = 1. This means that the triple point actually follows a

line [P, T, x(H,O)] on which the value of any one of
these parameters precisely fixes the values of the other
two. For instance, at 10 bar total pressure, we can cal-
culate the melting temperature of ice from the Clausius—
Clapeyron Equation and the vapor pressure of either ice
or water from Eq. (V.47).

This behavior can be seen in Fig. V.13. Water vapor
is everywhere present because the vapor pressure is never
zero; hence, the freezing curve of ice given here is actu-
ally the triple line of water in the H,O+ other gas
system.

Adding ammonia means adding one more compo-
nent and one more composition variable, x(NH;3). We
now have H,O + NHj + inert gas, so that f =5 — .

Because it is easier to understand two-component
systems (not because it is sufficient to understand them)
we will discuss the binary (two-component) NH; — H,O
system first. Here, as we have seen, f =4 — ®. But,
unlike the H,O-inert gas system, NH; and H,O inter-
act strongly. They form solutions, and solid ammonia
hydrates are quite stable. An example of the complex-
ity of this system is given in Fig. V.14, in which the
freezing behavior of aqueous NHj; solutions at
P = 1latm is displayed. Once we have specified P we
have thrown away one degree of freedom of the sys-
tem, and f =3 — ®. The Gibbs Phase Rule then as-
sures us that when only one phase is present, such as
the solution, there are two degrees of freedom, 7" and
the mole fraction of NH;3 (or water), in the solution,
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Figure V.13  Water ice/water/vapor equilibria. The melting curve of
pure water ice is calculated from the Clausius-Clapeyron equation.
Beyond about 2 kbar the behavior is made much more complex by
the formation of high-pressure (dense) crystal structures of ice. We
shall treat the high-pressure behavior in Chapter VI.

which we shall denote X(NHj3) (or 1 — X(H,0O). Wher-
ever two phases, such as solution and H»O ice, coexist,
there is only one degree of freedom, and each tempera-
ture corresponds to a particular value of the concen-
tration of the solution in equilibrium with the ice. The
line along which solution is in equilibrium with solid
phases is called the freezing curve. When three phases
coexist, then f = 0, a triple point. Clearly multicompo-
nent systems may contain more than one triple point.
Now let us reflect upon Fig. V.14. We specified
P = 1latm for this diagram, but at these low tempera-
tures the vapor pressures of H,O and NHj in equili-
brium with the condensed phases will generally be less
than 1atm. This means that, under a piston exerting a
pressure of 1atm, there will be no gas phase whatso-
ever until the combined equilibrium pressures of NHj3
and H,O become larger than 1 atm. Thus no gas phase
coexists with the triple points we have described, and
they are not quadruple points unless we relax the con-
straint that P = 1atm and allow total pressures low
enough for a gas phase to appear. If we were to
redraw Fig. V.14 subject to the condition that the total
pressure (P) was simply the sum of the NH; and H,O
equilibrium pressures, then there would be no striking
changes in the diagram (why?), but the names of some
of the features would change; for example, the triple
points now become quadruple points.

Now let us add an inert gas to the mixture of
ammonia and water. Now f=C—-®+2=5— .
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Figure V.14 Freezing behavior in the NH3—H,O system. Dissolv-
ing ammonia in water dilutes and lowers the activity of liquid water
and hence depresses its vapor pressure and freezing temperature. In
region A a stable single-liquid solution of ammonia and water is
present. B is a two-phase region containing water ice plus a solution
of composition given by the illustrative tie lines (isotherms) 1 and 2.
Cooling from 1 to 2 with constant total composition (vertical dashed
line) causes ice to form and the concentration of ammonia in the
residual liquid to increase. Regions C, E, F, H, I, and K are also two-
phase regions (¢ = 2) in which an ice phase coexists with a solution.
Regions D, G, J, and L are two-phase regions occupied by two coex-
isting ices (such as ammonia hydrate and water ice in region D). Note
the deep temperature minima (eutectic points) in the melting curve at
which three phases, a solution and two ices, coexist (¢ = 3). Above the
scalloped line only liquid is present; this curve is properly called the
liquidus. Below the lines atop regions D, G, and J only solids are
present; this is termed the solidus.

When no condensate is present, ® = 1, and the system
has four degrees of freedom, P, T, x(H,0), and x(NH53),
for example. When a solid phase is present in equilib-
rium with the gas (® = 2), then there are only three
degrees of freedom. There must therefore be a functional
relationship between some of the state variables. It is
easy to see that this is the vapor pressure equation of the
solid phase. When two solids coexist with the gas we
have two vapor pressure equations, only two remaining
independent variables, and so on.

When a liquid solution phase, characterized by a
composition variable X(NH3) = 1 — X(H,0), is present,
then the new apparent degree of freedom X(NH;) is
accompanied by two new vapor pressure equations,
one for NHj; in equilibrium with the solution and one
for H,O vapor. Thus when ® = 2, we still have f =3
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(P, T, and whichever variable of X(NH;), X(H,0),
x(NH3), x(H,0), or P(NH3) we choose). Thus we can
see how the composition of the condensed phases can be
related to the composition of the gas as a general func-
tion of P and T.

In the NH3; — H,O system we shall neglect the solu-
bility of inert gas in the condensed phases, which is a
very good approximation to reality. The condensates
that are known to be possible at equilibrium in this
system at pressures below 1 kbar include aqueous NHj3
solution, solid H>O ice, solid NHj; ice, and the solid
hydrates NH; - H,O and 2NHj; - H,O.

In Fig. V.14 at P = l atm (f = 3 — ®) it is clear that,
within the solution stability field (region A), there are
two degrees of freedom, T and X(NHj3). The scalloped
line is the freezing curve, at which a cooling solution of
concentration X(NH3) will begin to crystallize. The ver-
tical dashed line corresponding to X(NH;3) = 0.27 shows
that freezing will begin when the solution is cooled to
—65°C (208 K). Any bulk composition, X(NHj3), and
temperature, #(° C), that lies within region B will, at
equilibrium, have two condensed phases present, pure
H,O ice and solution. The two phases can be at equili-
brium with one another only if their temperatures are
the same, so that the compositions of the two coexisting
condensates can be linked together by a horizontal tie
line (an isotherm). Tie line 2 in Fig. V.14 shows that, at
—85°C, a sample that contains a total of 27 mol% NH;
will, at equilibrium, consist of a mixture of pure H,O
ice and an aqueous NHj; solution of concentration
X(NH3) = 0.32. By conservation of mass, we can
see that the amounts of the two condensates are fully
determined; the conservation equations for NHj3 and
H->O are

X(NH3)tota1 = X(NH3)H20 iceMHgO ice

+ X(NH;3), o Moy, (V.52)
X(Hzo)total = X(HZO)HZO iceMHZO ice
+ X(H2O)sol’nMsol’n7 (V53)

where M; is the fraction of the total number of moles
of material which is present in phase i. For the present
case,

0.27 =0 X Mu,0ice + 0.32 Mo
0.73=1x MHZO ice +0.68 Mo,

whence Moy = 0.844 and My,0 ice = 0.156.

The amounts of the two phases present obey a sim-
ple “lever rule,” with the fulcrum at the intersection of
the tie line and the bulk composition (X(NHj3) = 0.27)
lines. Each region labeled B, C, E, F, H, or I is a two-
phase region containing one solid ice phase and liquid.
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Each of these regions can be decorated with tie lines just
as we have done for region B.

The minima in the freezing point curve correspond
to the lowest temperatures at which any liquid can be
present. They are called eutectic points, and their coor-
dinates are the eutectic temperature and the eutectic
composition. Note that a solution with composition
exactly equal to the eutectic composition will freeze all
at once at the eutectic temperature to form two coexist-
ing ices. Any solution of NH3; and H,O with noneutectic
composition (say, X(NH3) = 0.27) will freeze progres-
sively as it is cooled from the freezing curve (where an ice
first appears) to the relevant eutectic temperature (where
the last liquid freezes).

It can be seen that each pair of ices
(H,O + NHj3 - H,O; NH; - H,O + 2 NH; - H,O + 2 NH;
H,0; and NH3) exhibits eutectic behavior, and we may
speak of the H,O ice + NHj - HO eutectic, etc. When
one speaks of the “eutectic in the ammonia-water sys-
tem,” this imprecise statement must be taken to refer to
the H,O + NHj; - H,O eutectic, which is the lowest tem-
perature at which a liquid can exist in the NH; — H,O
system.

In many cases it is desirable to specify whether a
system is fully solid, partly solid, or fully liquid. For this
reason, the temperature above which no solids appear is
called the liquidus curve, and the temperature below
which no liquids appear is called the solidus. The liqui-
dus in Fig. V.14 is the scalloped line, which is usually
loosely called the freezing curve, and the solidus consists
of the three lines across the tops of regions D, G, and J.
Clearly only solid H,O and NHj; - H,O exist in region D,
only the solid hydrates exist in region G, and only solid
2 NHj; - H,O and solid ammonia exist in region J. Each
of these regions is a two-phase region within which tie
lines may be drawn and the lever rule applied.

Note that, at each of the eutectic points, two solid
phases and the solution can coexist. There ® = 3 and

f =0. If we replace the constraint that P = 1 atm with

one that there is a vapor of NH3 and H,O in equilibrium
with the eutectic, then f=C—-®+2=2-4+2=0,
and we can call each eutectic point a quadruple point.
There is then a particular gas-phase composition corre-
sponding to the eutectic point. There is no reason why
x(NH3) in this gas should be equal to X(NH;) in the
liquid: the eutectic composition of the liquid is as a rule
different from the composition of the gas phase with
which it is in equilibrium.

Now let us consider how to relate the composition
of the gas phase with the composition of the condensed
phases. After the trivial case in which no condensate is
present (¢ = 1), the simplest cases are those in which
either solid H,O ice or solid NHj ice is present. In such a
case, the partial pressure of the condensing substance in
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the gas is constrained by the condition of vapor pressure
equilibrium with the solid, P(NH;)(7) or P(H,O)(T).
Then f=C—-®+2=2-2+2=2, and T and the
partial pressure of the noncondensing gas are the inde-
pendent variables.

Next, consider the circumstance in which pure solid
NH; - H,O is in equilibrium with the gas (this occurs
only on the vertical line where X(NH3) = 0.50 below the
solidus at —100°C in Fig. V.14). The equilibrium
between solid and gas can be written

NH; - H,O = NH3(g) + H.O(g), (V.56)
for which the equilibrium constant is
Kss = p(NH;3)p(H>0)/a(NH; - H>O) (V.57)

or, at pressures low enough so that the activity of the
solid hydrate is 1,

log p(NH3) + log p(H>0)
= log K6

= Syap/2.303R — Hyyp°/2.303RT.  (V.58)

Here 7, P(H,O), and P(NH3) are variables related by
Eq. (V.58), so that any one of them can be eliminated.
Thus f = 2.

When solid 2 NHj3 - H,O is present, we have

2NH; - H,0(s) = 2 NH; + H,0 (V.59)
Ks9 = p(NH3)’p(H,0)
+ a(2 NH; - H,O)
= p(NH;3)’p(H,0),  (V.60)
thus
2logp(NHj3) + log p(H20) = log K, (V.61)

and the arguments regarding the application of the
Gibbs Phase Rule are the same as above.

In a slightly more complex case, consider a solution
of concentration X(INHj3) coexisting with the gas:

H,0(sol'n) = H,0 (V.62)
NH;(sol'n) = NH; (V.63)
K¢ = p(H,0)/a(H,0)(sol'n) (V.64)
K¢3 = p(NH3)/a(NH;3)(sol'n). (V.65)

For each gas there will be a vapor-pressure equation
pi(X;, T), not necessarily of simple form, because the
enthalpy and entropy of vaporization and the activity
of each solute will be functions of X; and T as well. Using
these two vapor pressure equations, there are two
remaining degrees of freedom, 7 and X;.

When two compatible ices coexist, then we can
apply two vapor pressure constraints simultaneously,
such as Egs. (V.56) and (V.59), in the region in which
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the two hydrates coexist. Under these circumstances, the
equilibrium expressions [Eqs. (V.57) and (V.60)] yield

K59/K56 :p(NH3), (V66)

which is a function of temperature alone. Then, because
we know P(NH;)(T), we can use either Eq. (V.57) or
(V.60) to calculate P(H,O)(T). This situation, in which
two condensed coexisting phases in a two-component
system give unique partial pressures of both gases for
each temperature, is analogous to a vapor pressure equa-
tion for a single condensed phase in a one-component
system. The general case of n components and n con-
densed phases (n+ 1 total phases, including the gas)
givesf =C—®+2=n—(m+ 1)+ 2 =1, and the sole
free variable is temperature. This situation, in which
knowledge of the temperature alone (and the identity
of the solid phases) fully characterizes the gas partial
pressures, is called buffering. The buffer reaction corre-
sponding to Eq. (V.66) is

2NH3 . HzO(S) = NH3 . HzO(S) + NH3 (V67)

Ks7 = p(NH3) = Ks9/Ks6. (V.68)

This brings out the formal similarity to simple vapor
pressure equilibrium, the simplest (z = 1) kind of buffer.

The next three cases are (a) pure solid NH; or H,O
coexisting with liquid, (b) pure solid hydrate with liquid,
and (c) two solid phases with liquid (® = 4 counting the
gas). These are only slightly more complex than the
examples we have already considered and may be
worked through for practice by those who have had no
previous experience with phase equilibria.

We have so far avoided explicit statements of the
vapor pressure equations [p;(X;, T)] for the solution
phase because of their complexity; however, it is easy
to present these relationships graphically. We shall, in
Fig. V.15, represent the phase diagram of the
NH; + H,O system on the P(NH;) — P(H,O) plane.
High total vapor pressures (top right) of course corre-
spond to high temperatures.

Wherever pure H»O ice exists, P(H,O) is a function
of T alone, and the isotherms lie along lines of constant
P(H,0). Where pure NHj ice exists, P(NH3) is a func-
tion of T alone, and isotherms lie along lines of constant
P(NH,;).

When the only solid phase is NH3 - H,O, Eq. (V.58)
assures us that an isotherm is a line of slope —1 on the
log P(NH3) — log P(H,0) plane. Similarly, when only
2 NHj; - H,O is present, Eq. (V.67) shows that the iso-
therms must have a slope of — % in the log P(NH3) vs log
P(H,0) diagram.

In the liquid solution region the isotherms are curves
that become horizontal in the extreme of X(NHj) ~ 1
(liquid ammonia) and vertical when X(H,0) =~ 1 (pure
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Figure V.15 Vapor pressures in the NH3-H,O system. This diagram, graphed in the log p(NH3) vs log p(H,O) plane,
relates the compositions of condensed water- and ammonia-bearing phases to the composition of the coexisting vapor. Region I
contains water ice, II contains ammonia monohydrate, III contains diammonia hydrate, and IV contains solid ammonia.
Contours of constant temperature and solution composition (in mol % NHj3) are superimposed. Aqueous ammonia solution

exists in the stippled region.

liquid water). These extremes are approached when
P(NH3;) >> P(H,O) and P(NH;) << P(H,0), resp-
ectively, in the top left and bottom right of the diagram.
It is instructive to follow the —80° C isotherm and explain
each of the seven branches of the curve in this way. The
scalloped curve is again the freezing curve, and the four
regions under it contain, from right (water rich) to left
(NH; rich), H,O(s), NH; - H,O(s), 2 NH; - H>,O(s), and
NHj(s), respectively.

The solution concentration X(INH3) above the freez-
ing curve will generally increase with increasing P(NH3):
P(H,O) ratios. Both isotherms and, within the solution
region, isopleths of constant X(NH3) are shown in Fig.
V.15.

Now we need only have some knowledge of the way
in which P(NH3), P(H,0), and T vary with altitude in an
atmosphere in order to calculate what condensed phases,
if any, may be in equilibrium with the gas. However, for
Jupiter and Saturn we know the cosmic abundances of
the elements and hence know P(NH3) and P(H,O) as
functions of P before condensation occurs. We know a
(P, T) point on the adiabat, and hence we know P(T).
Because there is no observable “ground level” our alti-
tude scale is arbitrary. We thus define Z(T) by setting
Z =0 at some particular temperature level, such as
130K or 300 K.

Finally, in order to describe the entire inert gas—
NH;-H->O-H,S system, we must allow for condensation
of H,S compounds. Hydrogen sulfide, as a weak acid,
readily reacts with the weak base ammonia to form the
salts NH4SH (ammonium hydrosulfide) and (NHy4),S
(ammonium sulfide). H,S is soluble in basic ammoniacal
solutions,

NH;(sol’n) + H,S
= NH; (sol'n) + HS™ (sol'n), (V.69)

and solid H,S must also be included.

The vapor pressure relations for the solution and
solid phases now must be graphed in three dimensions,
with a log P(H,S) axis added to Fig. V.15. Solution
isotherms and isopleths now become two-dimensional
intersecting surfaces. The vapor pressure equations for
the three-component solution now become even more
complex, because, for example, P(NHj3)= P(T,X
(NH3), X(H,S)). Also, Fig. V.15 was constructed for
the case in which P = P(NH3) + P(H;0). In the real
Jovian case P is very much larger than P(NHj3) +
P(H,0) + P(H,S) because of the great abundances of
H, and He, and we must expand the graph to four
dimensions. Fortunately we are spared the necessity
of attempting this by the fact that the solubilities of
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hydrogen and helium are very low. Mapping out the
entire (P, T, P(NH3), P(H,0)) volume would be a for-
midable task, but, if solar composition is assumed, this
reduces to mapping out the (P, T) plane, which is readily
tractable.

Below the level of H,O saturation, f(NH3) and
f(H,0) are constant, so that P(NH;)/P(H,O) is con-
stant. The dashed line of slope +1 on the
log P(NH3)—log P(H,O) plane in Fig. V.15 represents
the compositions allowed for the gas phase in the
absence of condensation. The nearly horizontal dashed
lines show the (P(NHj3), P(H,0)) trajectories followed
above the altitude of water saturation, where
P(H,0) = Py,p(H,0). It can easily be seen that the
ammonia concentration in the solution is small, less than
X(NHj3) = 0.2 (approximately 1 mole per liter), and that
the first condensate on both Jupiter and Saturn is dilute
aqueous NHj3 solution. Condensation alone removes
0.02 mole of NH; from the gas for every 0.8 mole of
water, and adiabatic expansion alone reduces both
P(NH;) and P(H,O) by the same factor. Because the
vapor pressure depends on temperature more strongly
than the total pressure along an adiabat depends on
temperature, the effect of condensation is to reduce the
H,O partial pressure far more rapidly than the NHj3
pressure. On both planets, water saturation occurs at
temperatures not very far above the freezing curve
(or freezing line, because both P and X(NH3) are small
enough to have little effect on T,).

Thus only a few kilometers above the water-droplet
cloud base, the temperatures are low enough to freeze
the droplets. Figure V.14 shows that the solid phase
produced by freezing such dilute NHj solutions must
be pure H,O ice. (The concentration of dissolved H,S
is several times less than the NH; concentration and can
be safely neglected.)

Let us imagine a region in the atmosphere in which
both aqueous NHj solution droplets and H,O ice crys-
tals coexist with the gas. In the H,O-NHj-inert gas
system we have three components and three phases,
leaving two degrees of freedom, a line in (P, T') space.
However, the adiabat for each atmosphere is a line in
(P, T) space, and these two lines can only intersect at a
point. Thus each two-condensed-phase region has zero
vertical extent, being confined to a single (P, T') point on
the adiabat. Thus the aqueous solution cloud tops will
indeed give way abruptly to a cloud layer made of crys-
tals of H,O ice at the 270-K level.

Condensation of ammonium hydrosulfide occurs via
the equilibrium

NH,SH(s) = NH; + H,S (V.70)
K73 = p(NH;3)p(H>S)/a(NH4SH),  (V.71)
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with saturation occurring at 215 K. At this temperature,
water vapor has already been depleted by about a factor
of 300 by condensation, so that water-bearing clouds of
any sort, whether composed of ice or droplets, have very
little mass.

Above the NH4SH condensation level the H,S and
H,O partial pressures drop off so rapidly that the cloud
masses are negligible down to the point of saturation of
ammonia, below 160 K. There a third dense cloud layer,
composed of crystals of solid ammonia, will condense.
The structure of the major cloud layers formed below
500 K is shown schematically in Fig. V.16.

We have earlier mentioned the possibility that sul-
fur, oxygen, or both might be present in Jupiter with
abundances markedly in excess of their expected solar
value. It is now possible for us to describe the abun-
dances of a wide variety of gases, both condensible and
“permanent,” in Jupiter’s atmosphere for both solar and
nonsolar compositions and to investigate the sensitivity
of observable properties in the cloudtop region to the
detailed assumptions regarding composition of the lower
atmosphere.

The principles for calculating these profiles are sim-
ple, although the practice may sometimes become
tedious. Each element keeps its solar mole fraction as it
follows an adiabat down to its condensation temperature.
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Figure V.16 Cloud structures in Jupiter’s upper troposphere. The
saturation levels of ammonia, ammonium hydrosulfide, aqueous
ammonia solution and water ice, and ammonium chloride are shown
as calculated for a solar composition gas.
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Then the partial pressure ceases to be given by p; = ¢P
and is given instead by a vapor pressure equation,
pi = p(T). Figure V.17 shows how the partial pressures
of a number of gases vary along a Jupiter adiabat. The
results for Saturn are very similar and do not merit a
separate figure.

From Fig. V.16 we may deduce the general effect of
increasing the abundance of oxygen: saturation will
occur at rather high temperatures, and a thick, massive
cloud layer of very dilute aqueous NH; solution clouds
will be present. A 30-times-larger H,O abundance would
lead to saturation at the 13-bar, 335-K level instead of
the 5.5-bar, 280-K level for the solar-composition Jupi-
ter model. As before, only a small fraction of the total
amount of ammonia will dissolve. The NHj partial pres-
sure at the base of the droplet clouds is 4.0mm of
mercury (5.3 mbar), and the partial pressure of NH; at
all higher (colder) levels in the atmosphere is of course
less. Thus the trajectory followed by P(NH;) and
P(H,O) in Fig. V.15 goes through a wide expanse of
the H,O ice region, entering it at 271 K and leaving it
near 200 K. By this point, of course, the water has been
depleted to about one millionth of its original partial
pressure (or 10~ of its original mole fraction). Ammo-
nium hydrosulfide and solid ammonia will condense very
much as before, at only slightly lower temperatures. Of
course, condensation of so much water has other effects
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that we will need to consider in detail, especially the
thermal effects of heat of condensation released by the
water vapor as it condenses into droplets.

Varying the sulfur abundance has much more sig-
nificant impact on observable properties of the planet.
Because the cosmic nitrogen abundance is only about
seven times the sulfur abundance, NH4SH precipitation
will completely remove NH3 and leave leftover H,S gas
above the NH4SH cloudtops if H»S is enhanced by a
factor of more than 7. Thus the entire NH;(s) cloud
layer would vanish, the “visible” clouds would be a dense
NH,SH layer with its base near the 225-K level, NH;
would not be observable in the gas above the clouds, and
the mole fraction of H,S above the clouds would be
equal to the value in the lower atmosphere minus the
NH; mole fraction in the same region. It is easy to sketch
out quickly a whole suite of models that have enhanced
sulfur abundances.

Simultaneous enhancement of water and H,S by any
factor over 7 will of course produce observable effects
very little different from those produced by simply
enhancing H,S alone.

We have seen that observations of the thermal flux
emitted by Jupiter in the 5-um window show a whole-
disk temperature near 200 K. It is very interesting that
this emission is very much stronger, with effective tem-
peratures up to ~300 K seen very locally in certain dark
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Figure V.17 Gas abundances in Jupiter’s upper troposphere. The partial pressures of a number of
major constituents are shown as a function of temperature and depth beneath the ammonia cloud layer.

The calculations assume solar elemental composition.
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bluish spots, in the North Equatorial Belt (NEB). The
hottest spots are generally the darkest spots on the pla-
net visually. Most of these are found in the intensely
colored (brown to orange) NEB.

If we wish to postulate a clearing of the NH; and
NH,4SH cloud layers sufficient to permit the eye to see to
pressures greater than 2 bar and to permit unattenuated
S-pym emission from the level of the water clouds or
deeper, then we must construct an optical model that
takes into account relatively subtle sources of opacity. It
is by no means obvious that these requirements of low
opacity are easily met.

For example, even a perfectly clear, cloud-free, non-
absorbing gas attenuates light by Rayleigh scattering.
The scattering efficiency of any molecular scatterer is
proportional to the wavelength of the light to the
—4 power,

or =AY, (V.72)

where o is the cross-section for Rayleigh scattering in
square centimeters per molecule. Thus visible light of
A = 0.5um will be scattered 10* times as efficiently as the
S5-pm thermal emission. The constant ¢ for hydrogen is
large enough so that pressures of a few bars will suffice to
scatter blue sunlight many times over while allowing almost
all the red end of the solar spectrum to penetrate or
be absorbed. Thus a very deep, perfectly clear atmosphere
over a dark surface would look blue due to scattered
sunlight. Similarly strong scattering of 5-um light would
require enormously higher densities. We conclude that such
a cloud clearing is an acceptable explanation of the dark
blue 5-um hot spots, but that a careful assessment of other
sources of opacity at 5 um is urgently needed.

We shall now consider in some detail the thermody-
namics and physics of cloud condensation and stability.

Cloud Physics on the Jovian Planets

Any chemical reaction, condensation process, or
phase change in a planetary atmosphere involves the
release or absorption of heat. If the mole fraction of
the substances undergoing these transformations is large
enough, then the heat change due to the process may
have an important effect on atmospheric structure.

Let us first imagine a container which holds 1 mole
of liquid water at P = 1 atm. Heat is being withdrawn
from the container at a constant rate of —dg/dt J s™'.
The water, with heat capacity Cy(l), cools at the rate of

dT /dt = (dq/dr)/(dg/dT) = (dq/d1)] Cp(1).

Cooling will continue at this rate until the freezing point
of water is reached. We have now a one-component

(V.73)
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system containing two coexisting phases, with the
additional  constraint  that P = latm. Thus
f=C—-—®+1=0. In other words, as long as liquid
and solid coexist at P = 1 atm, the temperature cannot
change.

The heat of fusion of ice at 1 atm pressure, AHj,, is
just —AH¢, the heat of freezing. In order to withdraw
this amount of heat from the water and freeze all the
water, we must cool the water for a time, f, at a constant
rate of —dqg/dt:

AH} = —(dq/dt)t;J mol™". (V.74)

After all the water has been frozen, the further with-
drawal of heat simply has the effect of cooling the ice at
a rate (dg/dt)/Cp(ice). This sequence is illustrated in Fig.
V.18. Somewhat more complex, but also more relevant to
processes in planetary atmospheres, is the condensation of
a vapor to form a liquid (or solid) phase. Consider a
container held at P = 1 atm, containing 1 mole of water
vapor and some inert gas at a temperature above the
normal boiling point of water. Withdrawal of heat from
the water vapor at the constant rate —dg/dt will cool the
vapor at the rate d7T'/dt = (dq/dt)]Cy(gas), where C,, is the
bulk heat capacity of the gas at constant pressure. C, =
Jinert Cp, ., + x(H20)C,(H,0). At 100° C, condensation of
liquid water begins. Inert gas must now be added to
maintain a total pressure of 1atm. The system contains
two components and two phases, and the pressure is con-
strained to be 1 atm, so f =2 — 2+ 1 = 1. Thus the tem-
perature and the partial pressure of the inert gas are
related by the equation P =1 = py,(H,O)T) + Pipert-
Either one may be varied freely, but not both at the same
time. We may choose to say that temperature is the free
variable. In other words, the two phases, water vapor and
liquid water, may coexist at any of a wide variety of
different temperatures, and condensation of water does
not occur all at one temperature. (The case of a one-
component system contained by a piston exerting 1atm
pressure is very different and should be thought through
and compared with the case we are considering here.)

Thus continued withdrawal of heat from water
vapor and liquid water below the saturation temperature
has the dual effect of cooling the system and of lowering
the partial pressure of water vapor by condensation.
Letting AH? denote the heat of vaporization of water
at P = l atm, and dn,/dT the number of moles of vapor
condensation during cooling through A¢,

dq/dT = Cp(g)ny + Cp(1)ny

— AHdn, /dT + Cp(inert)niper. (V.75)

The third term, the heat released by condensation,
clearly depends on how much vapor is available to
condense. When saturation first occurs the vapor pressure
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Freezing: 5q/at = constant
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Figure V.18 Changes of state: freezing and condensation. a displays temperature vs time for
cooling of a liquid through the freezing temperature, assuming a constant rate of withdrawal of
heat, dg/dt. The duration of the halt in the temperature curve is proportional to the heat of
melting. b shows the rate of change of temperature, which is zero while both liquid and solid
coexist and varies inversely with the heat capacity for pure phases. ¢ is a 7 vs ¢ plot for
condensation of a minor gas constituent at a total fixed pressure of 1atm. There is no halt in
the cooling rate, only a decrease proportional to how much vapor is condensing in each
temperature interval. d shows the asymptotic limit approached at low temperatures, at which
the vapor pressure of the condensible gas is negligible. Note the dramatic decrease of dT/dt at

the point of saturation of the condensate.

is very large, and cooling through a few degrees condenses
a great amount of liquid. At 200 K the vapor pressure is so
low that even cooling to absolute zero condenses a negli-
gible number of moles of additional material. Thus the
magnitude of dg/dt may be very small when condensation
begins. This behavior is sketched out in Fig. V.18. Note
that at very low temperatures Eq. (V.75) simplifies to

dg/dT = Cp(1) + Cp(inert)niner (V.76)

because n, +n; =1 mole, and n, vanishes as 7" — 0.
A rising parcel of atmosphere containing hydrogen,
helium, and a trace of water vapor will release heat in a
similar manner, with the greatest heat release occurring
immediately upon saturation at the cloud base. The rate
of cooling of the parcel of atmosphere by adiabatic
expansion will reach a local minimum at this level, and the
vertical temperature gradient may be markedly decreased.

We shall now rederive the equations for the (P, T, Z)
structure of an adiabatic planetary atmosphere in hydro-
static equilibrium, but including the effects of condensa-
tion of minor constituents. The statement of conservation
of energy, the first law of thermodynamics, is now, in
general for 1 mole of gas,

Pdv + CydT + Z;Midn; = 0, (V.77)
where v is the volume occupied by Avogadro’s number
(Ny) of gas molecules, dn; is the change in the number of
moles of substance i in the gas phase due to condensa-
tion, and \; = —AH (i) is the molar heat of condensa-
tion of substance i. For simplicity we will consider a
single condensable substance, so dn; = dx:

Pdv + CydT + Adx = 0. (V.78)
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From the ideal gas law,

Pdv + vdP = RdT, (V.79)

and therefore

vdP — Adx = (Cy + R)dT = CpdT. (V.80)

The vapor pressure equation for the condensable sub-
stance is

Inp = AS/R— \/RT, (V.81)

where

dInp/dT = \/RT* = dp/pdT, (V.82)

which is another form of the Clausius-Clapeyron Equa-
tion.

We shall assume that the atmosphere is in hydro-
static equilibrium:

dp = —P(ug/RT)d:z. (V.83)

We still need an expression for dn [in Eq. (V.78)] in terms
of the pressure variables P and p, but x = p/P because
we have a total of 1 mole of gas, and thus

dx = dp/P — (p/P*)dP, (V.84)

where the first term reflects the change in the number of
moles of condensable gas due to changes in the vapor
pressure and in the molar volume, whereas the second
term corrects for the change in molar volume caused by
changes in the total pressure.

Combining Egs. (V.82) and (V.84) to eliminate dp,

dx = p\dT /PRT? — (p/ P*)dP; (V.85)
substituting for dx in Eq. (V.80),
vdP — pX\*dT /PRT?* + (P\/P*)dP = C,dT, (V.86)
and for dP in Eq. (V.83),
[RT /P + p\/P*|[—Pug/RT)dz
= [Cp + pN?/PRT?|dT; (V.87)

and rearranging,
(dT /dz)¢

= —pug[l + p\/PRT]/Cp[1 4+ p*N*/C,PRT?. (V.88)
It is convenient to use the dimensionless energy variable

Y =fA/RT as a measure of the strength of the heat
contribution from condensation:

(dT/dz)s = —pg(1+ Y)/Co[l + RY? /xCy],

for H,O condensation near 280K, Y ~1073x
10%/(2 x 280) = 0.018. At this temperature C, ~ 3.4R,
and the last term in the denominator becomes

(V.89)
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(0.018)*/(3.4 x 1073) = 0.094. Then the moist adiabatic
lapse rate differs from the dry adiabatic lapse by a fac-
tor of 1.018/1.094 = 0.93. Thus water condensation
decreases the temperature gradient by 7% at the water
cloud base. For ammonia, Y ~ 0.04 and C, =~ 3.0R;
hence the factor is 1.014/1.027 = 0.987. Thus condensa-
tion of the less abundant NH3 with its smaller A pro-
duces a larger effect on the temperature gradient than
water condensation does because NH; condensation
occurs over a much narrower altitude range. (Note also
that for substances of x < 1073, it is a reasonably good
approximation to let the factor (1 +d)/(1+e) be
14+d—eoreven (whene >>d)1—e.)

There are very few species that are abundant enough
in a solar-composition gas to have an appreciable ther-
mal effect upon condensation; water and ammonia
do, as we have seen. Methane, which saturates at 60 K,
will have a large effect, ¥ ~ 1072, Cp =2.5R, and
x=5x10"%, and thus the factor is 1.01/1.08 = 0.935.
Hydrogen sulfide (x =3 x 107°), will have Y = only
0.0013 and a factor of 1.0013/1.02 = 0.982. Silicon, mag-
nesium, and iron, with large heats of condensation, have
abundances below 10~* and condense over wide altitude
ranges; for iron, A =1.2x 10°,Y =0.0013, and the
lapse rate factor is 1.0013/1.007 = 0.994, so close to
unity that it is not necessary to make the correction.

Another interesting effect that also, like latent heat,
profoundly influences the effective heat capacity and
structure of the atmosphere is contributed by hydrogen.
The protons in the nuclei of the two H atoms in molecular
hydrogen may be aligned parallel (ortho) or antiparallel
(para). At high temperatures the statistical weight of the
ortho state is three times that of the para state. Thus,
above about 200K, the equilibrium o:p ratio is 3. At
lower temperatures the equilibrium o:p ratio drops ra-
pidly, approaching zero below 25K. But equilibrium is
not easy to achieve! A paramagnetic gas or surface can
catalyze the conversion, but neither is common on the
Jovian planets. “Normal” hydrogen, with an o:p ratio of
3, can readily be cooled to 25 K in the laboratory without
any detectable conversion of ortho to para hydrogen. The
energy of spin pairing is quite significant, and “normal”
and equilibrium hydrogen must therefore have markedly
different heat capacities. The thermal structure of a cold
hydrogen atmosphere is sensitive to the rate of conversion
of ortho to para in rising parcels of atmosphere. Cur-
iously, observations of the cloudtop atmospheres of the
Jovian planets suggest that equilibrium is closely ap-
proached on all three planets. On Jupiter, for example,
the o:p ratio reflects equilibration at 130 K, typical of the
heart of the ammonia cloud layer. This seems to require
efficient catalytic conversion on aerosol grain surfaces,
probably on high cloud particles whose surfaces have
been damaged by solar UV light.
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Now that we know how to calculate vertical tem-
perature profiles in the presence of condensation pro-
cesses or chemical reactions, we may address specifically
the question of the vertical distribution of cloud mass.

To a first approximation, cloud particles will be
most abundant where they condense, and the maximum
density will occur at the cloud base, just above the
saturation level. We may establish a simple relative cloud
mass profile by raising a column of atmospheric gas
along a Jupiter adiabat in a number of small height
increments, dz. After each increment the temperature
and pressure changes for each volume element of the
column are computed. The difference between the value
of the mole fraction of each condensable gas before that
step and that after it is the amount of material that must
condense over the altitude interval dz. That material is
accumulated at that altitude and not moved along with
the gas when the column is raised through its next height
increment. The total cloud masses derived in this manner
may be excessively large, because no fallout mechanism
is provided. The relative masses of the different cloud
layers are, however, likely to be reasonable reflections of
reality. The procedure, then, is to select a volume ele-
ment of gas, such as Ny molecules. This amount of gas
presents a vertical column of 1cm? cross-section and
35m length at the water cloud level or 100m at the
ammonia cloud level. The partial pressure of condensa-
ble gas in each of these 1-mole parcels stacked in the
1-cm?® column is calculated from Eq. (V.82). Then each gas
sample is moved upward into the next box, the partial
pressure (p) is recalculated, and the decrease in p due to
adiabatic expansion is calculated via dp/p = dP/P, where
P comes from the adiabatic condition and the hydro-
static equilibrium condition. The decrease in p in excess
of that caused by expansion gives the amount by which
condensation has changed the gas pressure. This pres-
sure change divided by P is x, and xpu is the mass of
condensate formed. The density of condensate is then
simply pAx/v. Each volume element of gas can be
expanded in this manner for enough dz steps of 35-100m
to reach the NHj; cloudtops (1000 steps). Each volume
element individually gives a cloud-density profile that
faithfully reflects where condensation occurs, but not
the absolute mass of condensate or its altitude profile
in the presence of realistic atmospheric motions.

The relative cloud masses calculated in this manner
for the nominal Jupiter adiabat are given in Fig. V.19,
along with the corresponding moist adiabatic lapse rate.
If the deviations from the dry adiabatic lapse are
neglected, the deduced atmospheric structure will still
be only very slightly in error. If a moist adiabat and a
dry adiabat are both run up to the 0.5-bar level, starting
from identical conditions at 300 K, the moist adiabat
will be only about 2K warmer above the NHj3 clouds.
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Figure V.19 Relative cloud masses and moist adiabatic lapse rate in
Jupiter’s atmosphere. Note the decreases in the lapse rate caused
locally by the condensation of cloud materials. An adiabatic region
with the same base temperature and pressure but no condensibles
would have a higher average lapse rate and hence be cooler at high
altitudes by about 2 K. This temperature and density difference can
drive atmospheric motions.

That temperature difference, however, is enough to pro-
duce a 1.5% larger density in the top of the dry adiabatic
column. This condition will propagate, with the dry
column sinking and the moist column rising, driven by
the latent heat released by condensation. Such a
mechanism has been suggested for maintaining the clear
regions in the North Equatorial Belt and the bright
white, apparently fresh cloud particles in the neighbor-
ing zones.

A realistic treatment of cloud density profiles would
involve mechanistic consideration of droplet size distri-
butions, dependence of vapor pressure (and droplet
composition) on particle size, the speed of advection
currents (updrafts), droplet sedimentation rates, sweep-
up of small droplets by faster-falling large ones, the
freezing behavior of two- and three-component solution
droplets, the viscosity and surface tension of droplets of
different sizes, aerodynamic and collisional breakup of
the largest droplets, and a number of other factors. The
very low surface tensions and high vapor pressures char-
acteristic of ammonia-water solutions will cause clouds
made of them to behave very differently than terrestrial
water clouds. In addition, the horizontal variation of
cloud density caused by rising and falling columns of
atmosphere and by the general planetary circulation
remind us that the clouds are a three-dimensional, not
a one-dimensional, phenomenon.

Cloud models for the Jovian atmosphere were not
seriously affected by the observations of the Galileo
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Probe, which unfortunately fell into a rare cloudless
region. A dry, descending gas column with severely
depleted water content was traversed by the Galileo Probe.
Because of the lack of confirming data, only the princi-
pal features of these cloud models for Jupiter (tempera-
ture of the cloud base; general decrease of average cloud
density with altitude) should be taken seriously.

Saturn may have similar features, but there are ser-
ious observational problems that make this question
difficult to investigate from Earth. First, Saturn receives
3.7 times less sunlight per unit area than does Jupiter;
second, the maximum solid angle subtended by Saturn
(observed at opposition) is 6.6 times smaller than that of
Jupiter at opposition. Saturn’s slightly higher albedo still
leaves it some 20 times harder to observe than Jupiter.

With respect to cloud structure, Saturn’s slightly
colder (“lower”) adiabat means that all cloud layers will
have their bases at somewhat higher temperatures than
the corresponding layers on Jupiter. Although aqueous
NHj; solution clouds are marginal on Jupiter, they are
expected to be massive on Saturn. Condensation of
droplet clouds should begin at 20 bar and 295K, and
the freezing point should be 271K; solid NH,SH
should saturate at 8 bar and 220K, and solid NHj;
should saturate at 3 bar and 160 K. The relative cloud
masses are very insensitive to the adiabat chosen as
long as the gas composition below the clouds is strictly
solar.

If water is enriched severalfold relative to solar pro-
portions, then the solution cloud base extends down-
ward to warmer saturation levels and the mass of the
H,0O-bearing condensate increases by a similar factor.
Enhancement of H,S causes a similar increase in the
saturation temperature and total mass of NH,SH
clouds. Figure V.20 shows Jupiter’s cloud structure for
10-fold enrichment of both H,O and H,S (S:N > 1).
Here, the large latent heat released by condensation
(and lowering of the mean molecular weight by removal
of the heavy condensates) combine to suppress vertical
motions. We remarked earlier on the absence of the NHj3
clouds when the H,S abundance exceeds that of NHj3. In
this case, an excess of H,S survives above the NH4SH
cloudtops.

The actual vertical structure of the Jovian clouds
is only poorly known from observations and presents
a variety of complex theoretical problems to the
would-be modelist. The first of these is the mechan-
ism and rate of nucleation of condensates. Second,
the vapor-condensate interactions during particle
growth must be understood. Third, coalescence and frag-
mentation of cloud particles should be considered.
Fourth, sedimentation rates and fallout of large particles
must be included in the model. Fifth, the calculation of
sedimentation behavior demands a knowledge of mean
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Figure V.20 Effects of 10-fold H,O and H,S enrichment on cloud
structure. Addition of ice-forming elements to a solar-composition
atmosphere leads to a great increase in the importance of aqueous
ammonia solution and further lowers the lapse rate in the region of
cloud condensation. These consequences are especially important for
Uranus and Neptune.

vertical wind speeds, for which we have only indirect
quantitative estimates. Finally, even when we have mas-
tered all these difficulties for one local set of conditions,
we still have horizontal variations to consider. It is all
very well to understand processes in updrafts, but a
planetary atmosphere that has all updrafts and no
downdrafts is meteorologically unappealing (except,
perhaps, for glider enthusiasts).

Nucleation of cloud particles, the first of the pro-
blems listed above, is a problem only because, as we
mentioned earlier, very small particles have vapor pres-
sures much higher than large particles of the same com-
position. Thus the first two problems above are
intimately associated.

Let us imagine 1 mole of liquid (or solid) arranged
as droplets (or particles) with a narrow size spectrum,
of typical radius a. The total volume of liquid is
simply

V = u/p = 4na’Ny/3, (V.90)

where N, is the number of particles per mole. Here we
have for convenience assumed a spherical geometry for
the particles.

The Gibbs free energies of 2 moles of droplets having
droplet sizes differing by da will differ because of the work
that must be done to make the extra surface area of the
smaller droplets. This work, called the surface work or
surface energy, is ydA, where v is the work done to make
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a unit area of surface and d4 is the change in surface area of
the mole of liquid as the mean droplet size changes by da.

dG = —ydA = —8myNyada = (3py/pa*)da,  (V.91)
where we have eliminated N, using Eq. (V.90).
Integrating from drop size a = a; to a = as,
Gy — Gy = AG = dG = (3ury/p)a *da (V.92)
~AG = —=Buy/p)(1/ay = 1/ar). (V.93)

Thus the molar Gibbs free energies of the two ensembles
of droplets differ by an amount that varies as 1/a. In the
limit of large droplet size, the contribution of the surface
work to the free energy clearly vanishes. In this limit, we
can equate the standard vapor pressure of the droplet to
that when a; = oo. Then the molar Gibbs free energy of
an assemblage of small droplets must be elevated and
they must have a vapor pressure that is larger than the
standard vapor pressure:

AGyup(r) = AGS, — 3/ pr (V.94)
Inp, = —AGy,,/RT + 3pvy/paRT (V.95)
=Inp° + 3py/paRT (V.96)
or
p = p’exp(+3uy/paRT). (V.97)

For typical liquids, a must be 0.1ym or less for the
surface work term to become important. In the size
range r < 0.1 pum a gas may be markedly supersaturated
with respect to the equilibrium vapor pressure of the
condensate without the pressure being adequate to per-
mit the spontaneous condensation of small droplets
(homogeneous nucleation). It is easy to see that, in an
ensemble of particles of very different sizes, the ones
smaller than 0.1 yum will readily evaporate. The extra
vapor will quickly condense on the larger particles.

If suitable condensation nuclei are present, hetero-
geneous nucleation of a new condensate on the preexist-
ing material may occur. Water-soluble substances,
especially hygroscopic materials, are ideal as condensa-
tion nuclei. In the atmospheres of Jupiter and Saturn,
solid ammonium, sodium, and potassium salts are avail-
able, although of these, ammonium phosphates and
NH4CI are likely to be most important at the level of
water saturation. The availability of these nuclei of
course depends on where they condense, how large their
particles are, and whether the vertical component of the
wind is strong enough to lift them to the level where their
services are needed.

Small particles of condensate (0.1 to 1 ym) are most
easily lifted by turbulent eddies. In the Jovian strato-
sphere, at pressures near 10~ bar, the gas mean free
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path (/) is 1072cm (100 um), and small particles are
thus far smaller than the mean free path (¢ < 1). This
is precisely the case we treated in our discussion of dust
transport in the solar nebula [Eq. (IV.189)]. Larger par-
ticles deeper in the atmosphere (¢ >> 1) will experience
viscous (Stokes) drag, as described in Eq. (IV.197). For
stratospheric fine particles,

(pe/ps)viv./a =g~ 2700cms ™2, (V.98)

which shows that the sedimentation speed of the smallest
stable condensate particles is essentially equal to the
mean vertical wind speed. Thus only such particles may
be abundant in the stratosphere.

Galileo Perspectives on Jovian Clouds

The Galileo Probe spacecraft was designed and
instrumented to solve the fundamental compositional
problems presented by the atmosphere and cloud layers.
The Galileo mission fought extraordinary obstacles from
the very start. Its launch was repeatedly delayed before
1986 by a host of problems. The spacecraft was finally
cleared to be launched by a Centaur G’ stage carried into
Earth orbit by the Space Shuttle. But, just weeks before
the scheduled launch, on January 26, 1986, the Challenger
orbiter exploded, killing its crew and bringing the NASA
manned spaceflight program to a 32-month halt. As part
of the safety reviews surrounding the Challenger disaster,
NASA decided to prohibit carrying the hydrogen-oxy-
gen Centaur stage aboard future Space Shuttle missions.
Thus, even when the remaining shuttle orbiters were
returned to flight status in 1987, Galileo was left without
a booster. On October 17, 1989, Galileo was finally
launched aboard an upper-stage stack based on the
IUS stage and carried into orbit by the Atlantis shuttle
orbiter. The lower performance launch meant that Gali-
leo required additional energy to reach Jupiter. This
energy could only be gained by a series of flybys of Earth
and Venus, using gravity assist from both planets to
pump up the eccentricity of its orbit about the Sun. After
observing Earth, Venus, and the Moon on these flybys,
Galileo passed through the asteroid belt on its was to
Jupiter, observing first the main-belt asteroid Gaspra,
then Ida and its previously undiscovered satellite, Dac-
tyl. The Galileo Probe and orbiter separated long before
encounter with Jupiter, the orbiter taking up a highly
eccentric initial orbit about Jupiter that gives it repeated
close flybys of the Galilean satellites Europa, Ganymede,
and Callisto. From its vantage point high above the
clouds, the orbiter would track the entry probe and store
the brief blizzard of probe data on its tape recorder.
Then, over a period of weeks, the remaining (lower gain)
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antenna on the orbiter would trickle this information
back to Earth. But just weeks before the probe entry into
Jupiter, the tape recorder aboard the orbiter began
behaving erratically, forcing changes in the mode of
operation of the recorder and raising fears of the possible
loss of crucial probe data. Amidst all these concerns and
difficulties, the Galileo Probe entered the atmosphere of
Jupiter on December 7, 1995.

The probe instruments were designed to measure the
atmospheric structure down to levels well below the base
of the water clouds. Because a dense multiple cloud layer
covers some 98% of the surface area of Jupiter, an entry
probe that traverses a wide range of altitudes provides
an ideal platform for the study of cloud structures. The
centerpiece instrument aboard the probe, the mass spec-
trometer, was to determine the gas and cloud composi-
tion over a range of altitudes beginning well above the
top (ammonia) cloud layer. Physical data on the thermal
structure and cloud density profiles in the atmosphere
could then be correlated with the mass spectrometer
data to afford a very complete picture of the atmo-
sphere—cloud system.

By an almost incredible coincidence, the probe hap-
pened to enter a rare “warm spot,” a region where the
S-pm flux seen from above is far in excess of that asso-
ciated with a 140 K black body. Such regions often have
effective temperatures of 200 to even 300 K. The high
infrared flux is caused by the near absence of cloud
opacity in the “warm spots,” which is in turn caused by
the general absence of rising motions. It is rising gas that
both elevates condensable gases to altitudes colder than
the saturation temperatures of ammonia, ammonium
hydrosulfide, and water and also levitates small conden-
sate particles to maintain dense cloud layers. Thus the
probe fell into a region with only a very thin haze, without
the well-developed cloud layers that cover 98% of the
planet. The subsiding gases in this region must, by reason
of continuity, have risen in the upwelling, cloud-rich re-
gions and deposited their content of condensable gases as
condensate particles, which are left behind by the upwel-
ling gas. Thus the descending gas must be depleted in
condensables relative to the rest of the Jovian atmosphere.

The probe, during its 57 minutes of active life, found
a water abundance of about 0.2 times that expected for
solar proportions of the elements, compared to two to
five times the solar O:H ratio expected based on previous
observations. Several other chemically active gases,
including methane, ammonia, hydrogen sulfide, and traces
of hydrocarbons, were also reported. Precise estimates of
their abundances are given in Table V.1. In addition,
helium was found to be present at about half the solar
abundance level, almost certainly due to partial phase
separation of helium from hydrogen deep in Jupiter’s
atmosphere, where hydrogen is metallized but helium is
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not. The denser helium-rich phase would “rain out” of
the metallic hydrogen fluid. The heavier inert gases,
neon, argon, krypton, and xenon, were all detected.
The latter two, the gases most easily condensed (and
those most likely to enter into solid clathrate hydrates),
are distinctly enriched compared to the others. Thus the
idea that Jupiter contains a substantial enhancement of
all the “cometary” or “iceball” elements, combined with
the idea that the most condensable gases are locally
depleted from the region probed by Galileo, is appar-
ently compatible with the available evidence. However,
the preliminary estimate of the methane abundance is
also only half the expected value, close to the amount
expected for a solar C:H ratio. The reason why the
methane abundance reported by Galileo lies so far below
that given by both Earth-based and Voyager spectro-
scopic data is not understood.

The probe also measured a large vertical flux of
infrared radiation that affirms the unusually low abun-
dance of water vapor in the atmosphere below the entry
site. Presumably that region is also subsiding and there-
fore unusually dry.

Lightning was sought using two different experi-
ments, an optical flash detector and a radio-frequency
“click” detector. In the region accessible to the optical
sensor, the lightning rate was, not surprisingly, about a
factor of 10 below terrestrial lightning rates. The radio
device, with its much larger range, detected some 50,000
discharges. The Solid State Imager (SSI) instrument on
the Galileo Orbiter tracked optical flashes from 26 light-
ning storms, all of them in areas of cyclonic shear and
embedded within west-bound currents. The brightest
single flash delivered 1.6 x 10'°J of optical energy. The
optical signature of the flashes indicate an origin close to
the base of the water clouds, where theory predicts the
highest cloud density and the greatest rate of latent heat
release. The average optical power from Jovian lightning
was about 3 x 1077 Wm™2, nearly the same as on Earth.

There are at present no plans for future probe or
orbiter missions to Jupiter. Although the Galileo Orbiter
will continue to watch the Jovian clouds from above, most
of its future work will center on the Galilean satellites.

Ion Production in the Jovian Atmosphere

Even in the total absence of solid condensation
nuclei, supersaturation can be avoided if ions are reason-
ably abundant. For example, water, with its large dipole
moment, will readily form several layers of molecules
about a single p or e charge. The “cluster ion” series
H", H;O", Hs0,%, H;03",HoO4*, etc., can even
develop at water partial pressures far short of saturation.
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Positive ions and free electrons may be produced
either internally (by radioactive decay of K, U, or Th)
or externally (by cosmic rays and dumped energetic
particles from radiation belts) in the absence of solid
condensation nuclei. The radiation belts of Jupiter are,
as we shall see, a veritable hotbed of energetic particles.
Protons with energies of 1-10 MeV and higher are avail-
able and are constantly being precipitated into the atmo-
sphere at unknown rates, probably at moderately high
latitudes. These high-energy protons are fairly effective
at ionizing anything they strike, and a single 10-MeV
proton can produce very large numbers of ions before
coming to rest. The energy lost in producing a (+, —) ion
pair in hydrogen is roughly 2.5 times the first ionization
potential of H,, 15.6eV. The ionization efficiency in rare
gases is somewhat higher (60%) because the rare gases
have no capacity for absorbing energy to excite vibra-
tion, rotation, or dissociation; only ionization and trans-
lational excitation are possible. In a solar-composition
gas mixture, 2.6 x 10* ion pairs can be produced by a
single 1-MeV proton.

A high-energy ion loses most of its energy to ioniza-
tion and electronic excitation of the target gas. At lower
energies, when the velocity of the ion is comparable to
the Bohr “orbital velocity” of the inner K-shell and
L-shell electrons of the target, the bombarding ion can
pick up electrons from the target atoms. The resulting
energy loss is essentially purely electronic excitation. At
even lower bombarding energies, elastic collisions are
dominant. In the special case of protons bombarding
hydrogen, the “K-shell” energies are indistinguishable
from the valence electron energies, and hence the
charge-exchange and elastic collisions mechanisms
closely coincide.

The efficiency of ion-pair production clearly must
depend on the proton energy if for no other reason than
that the interaction mechanisms are different in different
energy regimes. Also, a fast ion of velocity v will exert a
Coulomb force on a valence electron that is independent
of v, but the time of interaction will vary as 1/v. The
change in momentum caused by the interaction is the
integral of the Coulomb force over time and hence is far
less for high-velocity ions. The amount of energy lost to
the target by the fast ion is proportional to the square of
the momentum change (AE = Ap?/2my,) and thus pro-
portional to 1/v?. Thus AE  1/E, and a highly energetic
ion will penetrate deeply and lose energy slowly. When it
has lost 90% of its original energy to numerous weak
interactions, it will be able to lose 10 times as much
energy per interaction, and it will then very quickly be
stopped, depositing a large fraction of its total energy
over the last few percent of its path.

From Fig. V.21 we can see that the Coulomb force
between the energetic proton and an electron in the

181

electron
\

Fli

r—

proton

Figure V.21 Proton-electron collision nomenclature. A fast-moving
proton encounters a “stationary” electron. Impact parameter b is the
minimum encounter distance. Coulombic interaction force F is decom-
posed into two components, one parallel to the motion of the proton
(which averages out over the course of the encounter) and one ortho-
gonal to its motion.

target material can be resolved into two components,
Fj and F|, and that the effect of integrating F| over
the entire interaction (—oo < x < 00) is zero. The non-
vanishing interaction is due to F:

Fi(x) = [2/(x* + b7)][b/ (x> + b*)' 2.

The momentum transferred to the electron over the
entire encounter is

(V.99)

o.¢]

Ap = J:O F\ (x)dt = (1/v) J, F| (x)dx (V.100)
= (e*b/v) rc (x* + %) dx
=2¢% /by, (v.101)

where v is the proton velocity and where » and x are
defined in the figure.
The energy transferred to the electron is (Ap)*/2me:

E = 2¢* /m.b**. (V.102)

The number of electrons approached to an impact para-
meter between b and b+ db over a differential proton
path length, dx, is just 2wbndbdx, where the number of
electrons per unit volume in the target is n.

The total energy loss rate is now the integral of the
local loss rate over all values of b:

bmax
—dE /dx = 4mne* |m b*v? J bdb.

Dimin

(V.103)

The limits of integration are imposed by two simple
criteria. First, virtually all the interaction occurs during
the period of time that x < b; that is, ¢ = 2b/v. Because
the derivation assumes that the electron is essentially
stationary during the encounter, this time must be less
than the “orbital period” (P) for the Bohr model, which
is 1/w, the Bohr angular frequency. Thus the upper limit
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on b is byax = v/2w. The other limit follows from the
maximum velocity that an electron can gain from a
collision with a heavy ion: from conservation of momen-
tum, this is simply 2v, which, from Eq. (V.102), corre-
sponds to impact parameter bmin = e’/my,b?. Then
evaluation of the integral of d In b in Eq. (V.103) and
substitution of the upper and lower limits on the impact
parameter give

—dE/dx = (4me*n/my,v?) In(mpv /2¢%w).  (V.104)

This result was first derived by Niels Bohr in 1913. The
much more complex (nonrelativistic) quantum-mechan-
ical treatment of the problem gives the same initial fac-
tor, but with the logarithmic term replaced by

In (2mpv?/1), (V.105)

where [/ is the ionization potential of the target atoms.
The range of an ion is easily calculated from
0
Xstop = J (dx/dE)dE, (V.106)
Ey
where the distance Xy, is called the stopping distance.
As we have seen, much more ionization will occur per
distance interval at low energies, immediately prior to
stopping.

In a planetary atmosphere, the useful distance param-
eter is the column mass of gas traversed, especially for
vertical or diagonal rather than horizontal propagation.
In the horizontal (constant n) case, the column mass of
gas is related to n by

o = pPx/RT(g cm™?) = nu/2Ny, (V.107)

where N, is Avogadro’s number, 6.023 x 10%*, and 2 is
the number of electrons per molecule in both hydrogen
and helium.

For an isothermal plane-parallel atmosphere, a pro-
ton propagating at angle ¢ relative to the zenith will pass
through a column of unit cross-section area containing a
mass per unit area of

o(z) = — J secoplz)d: (V.108)
= —[isec qﬁ/RTJZ exp(—z/H)dz, (V.109)

where H is the isothermal scale height RT'/ug. Integrat-
ing and substituting for H,

(z) = sec ¢/gexp(—pgz/RT),

where Z is now the altitude relative to the 1-bar pressure
level. Figure V.22 shows the stopping depths of verti-
cally incident protons of energies 0.1 to 100 MeV in a
hydrogen-helium isothermal atmosphere at 110 K. It can

(V.110)
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Figure V.22 Penetration of energetic protons into an isothermal
hydrogen-helium atmosphere. Radiation-belt or cosmic-ray protons
in the 0.1- to 100-MeV energy range cannot penetrate into the Jovian
troposphere (P > 300 mbar).

be seen that even 100-MeV protons stop at pressures
near 30mbar. Only relativistic (£ > O.lmpcz) protons
can penetrate to the troposphere, whereas typical 1- to
10-MeV radiation belt protons will penetrate only to
pressures less than 1 mbar, 100 km above the 1-bar level.
The protons, once stopped, and the H; ions made by
them will undergo charge exchange with atmospheric
gases to minimize the potential energy:

Hj +N; — N + H, +0.1eV (V.111a)
Hj + CHy — CH; + H, + 1.1eV (V.111b)
H} + NH; — NH + H, +4.8eV (V.111c)
H} +Kr — Kr* + Hy + 1.7eV (V.111d)

Hj +H — H* + H, +2.0eV. (V.11le)

The ionization energies of these and other relevant spe-
cies are tabulated in Table V.2. Note that H+ has a
relatively low ionization potential and is thus able to
ionize only NH; among the chemically active gases on
Jupiter:

H* + NH; — NH} + H + 2.8¢V. (V.112)
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Table V.2 First lonization Potentials of Molecules

First ionization First ionization

Species potential (eV) Species potential (eV)
NO 9.5 Kr 13.9
H,S 10.4 (6[0) 14.1
CS 10.6 CO, 14.4
NH; 11.2 CH4* 14.5
CH,0 11.3 HCN 14.8
CyH, 11.6 Na 15.5
Xe 12.1 H,“ 15.6
0, 12.5 Ar 15.7
H,O 12.6 HF 17.7
H 13.6 Ne“ 21.5
HCI 13.8 He“ 24.5

“Actually present in the ionospheres of the Jovian planets.

Ammonia, however, is essentially absent at very high
altitudes due to condensation and photolysis. It is likely
that the most important chemical consequences of
photoionization lie in the reaction H,™ + CH4 —
H, + CH4* and the subsequent hydrocarbon chemistry.

It is likely that these ions play a major role in the
chemistry of the atmosphere and the nucleation of con-
densates only at the altitudes at which very strong
absorption of solar UV actually occurs. The principal
agents of nucleation within the H,O, NH4SH, and NH;
cloud layers are likely to be the material of the next
lower layer.

We have now treated the clouds’ composition and
gross vertical structure as if they were simply conse-
quences of an invariant and given thermal structure. So
far, except for general arguments regarding the necessity
of convection and a detailed treatment of heat release by
condensation, we have not considered the role of cloud
condensates in modifying the radiative environment. We
shall therefore next turn our attention to vertical radia-
tive (solar and planetary) and mass fluxes and their
dependence upon cloud structure.

Visible and Infrared Radiative Transfer

The transmission, absorption, emission, and scatter-
ing behavior of light constitute the area of study called
radiative transfer theory. Our purpose here shall be to
draw together in a qualitative way the main ideas and
phenomena subsumed under this name as they relate to
planetary atmospheres.

First, in the simplest case, we consider a gas inter-
acting with light of a frequency far removed from the
resonant frequencies of the gas, such as visible or infrared
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radiation in helium. The interaction cross-section in its
general form is

oy = (8nd®/3)[v*/(V* — 12)7, (V.113)
where a is the effective radius of the molecule, v is the
frequency of the electromagnetic radiation, and vy is the
nearest resonant frequency of the gas. If, as above, we
take vy >> v then o5 = or = cv* = CA\*, which is our
equation for Rayleigh scattering, Eq. (V.72). At very
high altitudes in an atmosphere, where highly energetic
solar X rays and extreme ultraviolet light (EUV) are
absorbed, free electrons are produced in large numbers.
At these levels where photoionization is important, the
free electrons can interact with the radiation field
directly. But the free electrons do not have quantized
energies and thus do not have resonant absorption
frequencies. Therefore 1y =0, and the cross-section
reduces to

oy = or = 871d*/3. (V.114)

The cross-section o defined here for freefree scattering
is the Thomson scattering cross-section, which, as we
have seen, is independent of frequency. Its magnitude
is only 10726 cm? per particle, or 1072 cm? per mole. The
Thomson scattering equation was derived from basic
principles in Egs. (IV.45) to (IV.53).

If some cooperation between the scattering effects of
spherical particles can be achieved, the scattering cross-
section per unit mass can be greatly enhanced. Consider
an alternating F field of peak strength E, . being scat-
tered by n different particles. The amplitude of the scat-
tered wave is proportional to the square of the scattered
E component; thus, two particles stuck together will, if
their sizes are very much less than the wavelength of the
incident light, scatter twice as large a part of the F field,
giving four times the scattered amplitude. There are now
n/2 independent particles, each scattering with four times
the amplitude of the single particle.

Two attached particle or molecules need not scatter
high-frequency light in a mutually reinforcing way if
they are so far apart that there is a large phase difference
between the two scattered E components, in which case
destructive interference is as likely as constructive inter-
ference. Particles will therefore be strong scatterers if
a << \. Beyond )\ = 2ma there are very complex rela-
tionships among scattered intensity, scattering angle,
wavelength of incident light, particle size, and particle
shape. The theory of scattering by such particles, called
Mie scattering, cannot in general be worked out for
realistic cases. [Note that, for Mie scattering of visible
light (A = 0.6 um) a particle radius of @ = \/27 ~ 0.1 yum
is required. Since a typical atom has a radius of about
2 x 107* um, a Mie-scattering particle must be about
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2 x 10 atoms in diameter. For spherical particles, that is
equivalent to about 4 x 10° atoms per particle.] Mie
theory is tractable, however, given certain simplifying
assumptions, such as a “monochromatic” (single-radius)
size distribution of purely spherical particles. Often the
directional dependence of scattered intensity /(¢) is sim-
ply assumed to have a particular shape, such as isotropic
(I(¢) = constant) or smoothly forward scattering
(I(¢) = (441/m)cos ¢, where Ay is the isotropic single-
scattering albedo).

A general feature of all kinds of scattering can be
appreciated from Fig. V.23. Let us imagine a photon
propagating in the +Z direction with arbitrary polariza-
tion of the electric vector in the x and y directions.
A photon scattered in the +X direction cannot be polar-
ized in the +Z direction because there can be no polar-
ization of the original photon in the direction of its
motion. Similarly, once scattered in the +X direction
the photon cannot have any polarization in the +X
direction either. It follows that the scattered photon
must be linearly polarized in the y direction, with the
electric vector describing oscillations only parallel to the
¥ axis.

Clearly in most natural circumstances in which scat-
tering is important, multiple scattering will occur.
Because most particles are rather strong forward scatterers,
photons that end up heading back toward the light may

a. Side view

scattered

incident transmitted

b. Head-on view of scattered photon

Figure V.23 Polarization of scattered light. a shows a side view of
the scattering process. Note the reduced amplitude of the circularly
polarized transmitted wave emerging from the event. Looking back on
the event from along the path of the scattered photon (b) we see that
the plane of polarization of the scattered light is orthogonal to the
direction of propagation.
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very well have participated in a large number of scatter-
ing events and may have followed a complex trajectory
within the scattering cloud layer. Because the abun-
dances of the condensible gases responsible for forming
clouds increase approximately exponentially with depth
in the cloud (actually, logp oxexp(4 — B/T) = exp
(A + C/Z)), this means that multiply scattered photons
may travel through greatly enhanced quantities of
absorbing gas compared to single scattered (“reflected”)
photons. An optical model of an atmosphere in which a
homogeneous gas overlies an isotropically scattering
(Lambert scattering) surface is a convenient simplifica-
tion, but can resemble reality only if the cloudtop is
dense and extremely well defined in altitude. Thus
reflecting layer models may be used effectively only when
most of the emergent photons are singly, not multiply,
scattered.

Up to this point we have not explicitly considered
the absorption of photons by particles. Often clouds are
formed of fresh icy condensates with isotropic single-
scattering albedos of 0.99 or higher. Nonetheless, highly
forward-scattering particles with this albedo may funnel
photons in the forward direction so effectively that those
photons that end up heading back toward the Sun
(on Jupiter or Saturn, this means back toward Earth!)
may have undergone dozens of scattering events. The
probability of surviving, say, 16 such events is
(0.99)' = 0.85, and we would therefore judge such a
multiple-scattering cloud to have an albedo of 0.85.
Hence even very low concentrations of absorbing mate-
rial (4 < 0.9) can lend very strong color to such a cloud.

Submicrometer-sized particles will contain a num-
ber of molecules proportional to &°, and the scattering
power of these particles will go as ° until @ approaches
the wavelength of the incident light. There is then a
transition region centered near A = 2wa, and then, for
even larger particles, the scattering cross-section goes
simply as the geometrical cross-section, wa®. The scatter-
ing efficiency per unit mass clearly must grow as ¢’ until
A\ = 27ta and then decline as a~! for larger sizes. This is
shown in Fig. V.24. Thus the particles that are best for
scattering visible light have a ~ 0.1 ym and circumfer-
ences close to one wavelength. Conversely, observations
made in visible light are very sensitive to 0.1-um particles
and slightly less sensitive to 1-um particles, but very
insensitive to 0.01-um particles if they are present along
with the others. Interestingly, surface-work effects cause
significant enhancement of the vapor pressure in this
same size regime (a < 0.01 um), and hence such particles
are likely to have very short lifetimes against evapora-
tion as well as being hard to detect. We are not in general
free to observe at arbitrarily small A in order to see these
small particles, because atmospheres are generally very
good absorbers of UV light. Also, we recall that the
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Figure V.24 Scattering versus sizes of particles. The scattering
cross-section of a single particle of radius a, ranging from the size of
an electron up to 1000 um (1 mm), is shown as the solid line. The
dashed line gives the scattering cross-section per unit mass. Note the
peak in scattering efficiency per gram near a radius of 0.1 um. The
Thomson, Rayleigh, and Mie regimes are indicated. All calculations
are for sunlight near the Planck peak, at a wavelength of 0.6 um.

Rayleigh-scattering cross-section grows as A~* in the UV
region, and even a weakly absorbing gas will attenuate
light very strongly at 0.1 um. Of course this behavior
blows up at v = 1, where strong resonant absorption
(and resonant scattering) occur. Thus, although the Sun
is moderately bright in the hydrogen Lyman-« line,
high-altitude atomic H on Jupiter and Saturn will inter-
act extremely strongly with this radiation and prevent its
deep penetration into the atmosphere.

Absorption and emission processes for molecules
are treated in Appendix II, where the interrelations
between spontaneous emission, stimulated emission,
and absorption are discussed briefly. Deep in a planetary
atmosphere collision rates are so high that collisional
deexcitation is dominant, causing severe broadening of
the energy levels and associated decreases in lifetime of
the excited states. A different way of expressing this
phenomenon is that if the mean life between collisions,
Teoll, 18 much longer than the half-life for spontaneous
emission, 74 (see Appendix II), then the energy state of
the molecule may be dominated by the externally
imposed radiation field, in this case, the Sun. Deep in
the atmosphere, where 7., << 7, thermal equilibrium
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will be obtained quickly, and the internal level of excita-
tion of the molecule will reflect the same temperature as
the translational motion. Furthermore, because of ser-
ious broadening of infrared (vibrational) and microwave
(rotational) levels by collisions, the continuum opacity in
these regions will be so large that the thermal radiation
field will locally be in equilibrium with all the other
modes. The solar contribution to the radiation field will
be absorbed strongly near the 1-bar level and will not be
important at greater depths. Because collision broaden-
ing at a given temperature and pressure is more effective
at infrared wavelengths than in the visible region,
(hvir = kT, whereas huvys >> kT), a rising parcel of
gas that is initially in thermal equilibrium will first begin
to admit visible light from the Sun and then begin to
radiate out into space its own internal thermal energy.
At low pressures, the collision lifetimes become very
long, and radiative equilibrium with the Sun takes over.
Note that these arguments are causally related to the
role of convection in atmospheric heat transport, be-
cause the buoyancy that drives convection will be
quickly lost when the opacity of the gas gets low enough
to allow radiative cooling into space.

The effects of scattering opacity on this scenario are
interesting. First of all, cloud particles capable of scat-
tering Jovian thermal radiation strongly should have
radii near \p/27, where A, is the peak in the thermal
Planck function, B). Thus

a=2897/2xT = 461/T um, (V.115)

which is 1 to 3 um for typical Jovian temperatures. These
are entirely reasonable particle sizes, being neither so
small as to be unstable against evaporation nor so large
as to be badly depleted by rapid fallout. Thus clouds act
to help “insulate” the atmosphere against radiative cool-
ing and allow the adiabatic structure to persist up to
higher altitudes than would otherwise be possible. At
the same time, penetration of sunlight near the peak of
the solar Planck function is strongly inhibited by 0.1-ym
particle scattering. The presence of even small amounts
of absorbing matter in the topmost cloud layer will cause
strong local absorption of solar energy.

For the observational astronomer interested in
selecting an appropriate optical model for the atmosphere
to help interpret spectroscopic observations, the situa-
tion is unpleasantly complex. The conventional assump-
tion of a reflecting layer model to interpret abundance
data is perhaps usable over limited wavelength ranges
well outside of regions where the continuum is severely
depressed by gaseous absorption, but even in this case
the interpretation of observed line strengths as abun-
dances can be badly upset by even a thin, high-altitude
haze layer. The ratios of abundances of two species can
be better estimated from a reflecting-layer model, but
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only if these species are well mixed over the entire region
of the atmosphere visible from above. Consider the
effects of even minor height or albedo variations in the
NHj; clouds upon the deduced CH4:NH; ratio: the CHy
mole fraction is a constant over a very wide range of
altitudes, and near the NHj cloudtops p(CHy) drops
vertically with the same scale height as the total atmo-
sphere, H = RT/ug =~ 17km. On the other hand, the
NH; “scale height” is given in this region by the satura-
tion vapor pressure curve:

(dn p(NH3) /dT)(dT /dz)

= AH;, ug/CoRT?  (V.116)
H(NH;) = RT*Cy/\ug
= 2km. (V.117)

Thus 2-km vertical excursions in the height of the
“reflecting layer” would change the estimated NH;:CH,4
ratio by a factor of ¢*?/¢*/17 = 2.42!

Above the region of condensation of NHj; the atmo-
sphere rapidly becomes transparent to visible light,
because the cloud particle scale height must be much
smaller than the gas scale height, and the visible opacity
of H, goes as P». [Vertical mixing below the tropopause
is rapid, with an eddy diffusion coefficient of K = 16° to
10 cm?s~!, whereas the stratosphere is very quiescent
(K =~ 10*cm?s™!). The mean vertical wind speed in the
stratosphere is roughly w = K/H ~ 107> cm?s~!, which
is, as we saw earlier, barely sufficient to support the
smallest condensate particles.] The main way in which
the atmosphere can interact with solar and planetary
radiation in this region is through absorption of sunlight
in the A <2pum combination bands of methane and
ammonia, such as the 3v; band of CHy4 at 1.1 ym. These
bands are weak, have limited spectral coverage, and
absorb only 1% of the incident solar flux. If there were
no other means of heating the atmosphere above the
cloudtops, then this would correspond to an energy
input of only 10%ergem2s~! averaged over the entire
surface of the planet. A perfect black body emitter at
only 36 K would be in steady state with this flux; how-
ever, the gas is obviously not even remotely like a black
body emitter. If the emissivity of the gas is ¢ << 1, then
the gas would have to be at a temperature far above 36 K
in order to emit an equal flux and achieve a steady state.

Emission from a H,-CH4NH; mixture below 130K
will occur largely in the CH4 and NH; vibrational fun-
damental bands, which are relatively “black” and rela-
tively close to the Planck peak (3.5 um for CHy4 vs 25 yum
for Am). Of course, even a tiny trace of a species that is a
good emitter (and absorber!) near 20 um will have a
large effect on the cooling rate. Theoretical estimates of
the temperature of this cold region (the stratosphere) are
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very dependent on the details of the assumptions made,
and can run anywhere from 80 to 130 K. Observations of
Jupiter now agree reasonably well that a minimum tem-
perature of 100K is found at the 100 mbar pressure
level. At higher altitudes the temperature again rises
(T/Z > 0).

A structure of this type is called a thermal inversion,
and the warm region at and above the temperature
maximum is called the mesosphere. Figure V.25 shows
the most recent estimates of the thermal structure in the
adiabatic (tropospheric), cold positive-gradient (strato-
spheric), and hot negative-gradient (mesospheric) layers.

The small thermal fluxes involved in the strato-
sphere-mesosphere have another consequence: the day—
night cycles will have little effect on the temperature. The
maximum amount of heat that can be absorbed during
the day is 1% of the solar constant at Jupiter. This heat is
spread over a wide range of altitudes. The mass of gas
affected can be approximated by the mean density of gas
in the stratosphere multiplied by the scale height (why?),
so the rate of temperature rise is

AT/t = Aq/mC, = 0.01 L., /47mriCpopH,  (V.118)

where pH is (Pu/RT)/(RT/ug) = Plg. Thus AT/t~
100g/C,P. Taking a stratospheric temperature of
110K, C,=2.65R,P=0.1bar=10°dyncm?, and
AT/t =10"%Ks™'. The length of the Jovian day is
1.8 x 10*s, and thus AT is only 1.8 x 107*K. In a
steady state, the heat lost at night is exactly equal to the
heat gained during the day. Given these rates of absorp-
tion and emission of heat, the time required for the
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Figure V.25 Thermal structure of the upper troposphere and strato-
sphere-mesosphere of Jupiter. The temperature minimum, 110K, is
near the 100 mb level. Galileo found 155K at the 10 mb level, 159 K
from 10mb to 10 ub, and 185K at 1 ub (1dyncm™2).
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temperature to change by a factor of e would be
AlnT =1=10"%Atr, or At =10%s. Thus we say that
the radiative time constant in this region, T4, 1S 10%s
(3 years). In order for the temperature to be controlled
radiatively, the time constant for turbulent mixing and
convective overturn, Tqyn, the dynamic time constant,
must be longer than 7,4. In order to explain the large
amount of heating required by these observations, we
shall find it necessary to look closely into the production
and destruction of minor constituents of the upper
atmosphere.

Horizontal Structure and Atmospheric
Circulation

The visual appearance of Jupiter has for three cen-
turies provided a fascinating and puzzling stream of
observations. Rapid and extensive changes often take
place, with areas larger than Earth sometimes changing
markedly in color and morphology in a few days. Day-
to-day changes are often visible, even though the prac-
tical limit of resolution (1”) corresponds to 3000 km on
Jupiter at opposition and to 450 km at superior conjunc-
tion. Seasonal variations are not seen or expected,
because of the very small axial tilt, 1.3°.

Despite the rapid changes, certain general patterns
persist for long periods of time or recur. First in impor-
tance and in persistence is the dichotomy of the face of
Jupiter into two areas: the quiescent polar regions
(at latitudes above 145°) and the active, banded low lati-
tudes. The two polar regions rarely display any activity
that is obvious to a terrestrial observer, although occa-
sional bright and dark spots appear. Occasionally the
polar regions seem to vary subtly in color over long
periods of time, but they generally are a neutral gray.

The banded portion of the planet is divided by con-
vention into belts, which are typically dark gray, brown,
orange, or muddy reddish brown, but sometimes very
dark blue, and zones, which are quite bright and pale
yellow or cream colored. The number, width, color,
latitude, and activity of the belts and zones evolve con-
tinuously, so that the nomenclature is constantly being
revised. In general, however, there is usually a bright
Equatorial Zone (EZ), bracketing the equator, often
asymmetrically. The neighboring dark belt to the north
is called the North Equatorial Belt (NEB) and then the
North Tropical Zone (NGZ), the North Tropical Belt
(NTrB), the North Temperate Zone (NTeZ), the North
Temperate Belt (NTeB), and the North Polar Region
(NPR). All of this terminology is illustrated on the line
drawing of Jupiter in Fig. V.26. Note that the nomen-
clature can accommodate features that are not always
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present; the figure portrays Jupiter with essentially all of
the recurrent structures ever seen as if they were present
simultaneously. Usually, Jupiter looks appreciably dif-
ferent, usually simpler, with only approximate north—
south symmetry.

In 1973 and 1974, at the time of the Pioneer space-
craft flybys, the STe and SSTe belts were fairly distinct
and dark, whereas the South Branch of the SEB was
very indistinct and scarcely discernible as different from
the bright STrZ. The northern edge of the North Branch
of the SEB was very dark orange-brown. The Equatorial
Zone was very active with extensive systems of white and
dark streaks, and the NEB was moderately dark over its
entire width. The NTrZ and NTeB were chaotic, but the
NTeZ was bright and wide. The most striking and easily
recognized feature of Jupiter is the Great Red Spot
(GRY), a huge region with about the same surface area
as the Earth. The GRS has been under essentially con-
tinuous study for a century and a half, and credible
accounts of a feature similar in appearance and location
to the GRS go back about three centuries. As with most
of the studies of Jupiter’s markings, these observations
have largely been carried out by extensive and systematic
coordination of observations by amateur astronomers,
not professionals. Amateurs have also greatly contribu-
ted to the body of knowledge in several other areas, such
as meteor mapping, comet discovery, and observations
of the lightcurves of variable stars.

The GRS is not without its repertoire of tricks.
Sometimes the color is an extremely intense “brick red”
and sometimes it is so pale and gray that it is hard to
identify. The dimensions of the GRS vary also, or at
least the apparent dimensions vary in the sense that the
GRS appears smaller when the color contrast between it
and the STrZ is weakest. Finally and most startling of
all, in view of its very long life, is the tendency of the
Spot to wander in longitude. If we choose as the origin
the mean position of the GRS in a coordinate system
that has the same average rotation period as the GRS,
we can then represent the motion of the Spot so as to
minimize its longitude excursions. In this coordinate
system the motions of the GRS are less than in any other
system of constant rotation rate. This motion is dis-
played in Fig. V.27. Note that, within a period of a little
over a century, the GRS has wandered at least three full
circumferences of the planet! Long stretches of steady
drift in longitude, corresponding to constant periods of
rotation, are evident, as are three briefer episodes in
which the longitude in this odd coordinate system is
nearly constant.

Other curious behavior of the rotation period of the
planet is well established. For example, the equatorial
zone rotates in 9h50m30.003s (called System I rotation),
whereas the rest of the planet generally rotates in
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Figure V.26 Nomenclature for Jupiter’s cloud bands. Some of the most frequently seen and most
useful bands seen in Jupiter’s atmosphere are shown here. The bright bands (zones) and the dark bands
(belts) alternate in a clearly asymmetrical manner. The most prominent feature in the southern hemi-
sphere is the Great Red Spot (GRS) in the South Tropical Zone (STrZ). The most striking feature of the
northern hemisphere is the dark, active North Equatorial Belt (NEB), in which dark reddish “barges” of

high temperature can often be seen.

9h55m40.63s (System II). The rotation rate deduced
from periodicities observed in the radio wavelength emis-
sion is 9h55m29.73s, obviously very close to System II,
except that the error limits on either determination
are 0.02s or less. This figure applies both to the micro-
wave (decimetric) emission and to the longer-wave
sporadic radio-wavelength bursts in the 10-m (deca-
metric)-wavelength region, which are both clearly of
nonthermal origin and are associated with the planetary
magnetosphere. We must conclude that the System II
period is rather close to the rotation period of the inter-
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Figure V.27 Wandering of the Great Red Spot. The longitude of
the GRS relative to its own mean motion is shown for a 140-year period.
Note that the amplitude of its drift even in the coordinate system that
minimizes its motion is over 1200° of longitude. During that time, no
clear motion in latitude was observed.

ior derived from the radio data, whereas the equatorial
zone (EZ) is clearly traveling much faster. The excess
velocity of the EZ relative to System II or to the radio
period (System III) is 106 ms~!, a truly impressive wind
speed.

Although the wind speeds near the equator are the
largest seen on the planet, observations of the motions of
transient bright and dark spots have revealed complex
wind patterns with many well-defined and reproducible
“currents” confined to limited ranges of latitude. The
main currents are shown in Fig. V.28.

Many of the wind speeds measured in this way are in
excess of 10ms~!, and the regions of different wind
speeds seem to be separated from one another by only
the thinnest of boundaries. It is likely that the wind shear
along the meridian (line of constant longitude) (dv./dl) is
locally very large, and the local meteorological condi-
tions may be very unstable. The Pioneer and Voyager
photographs show complex structure in regions of high
meridional wind shear, with chains of vortices aligning
along the interfaces between belts and zones, often large
enough to give a strongly scalloped appearance to the
boundary.

The natural unit for measuring speeds of motions in
a continuous fluid is the speed of sound. Dissipation of
energy becomes very severe near the speed of sound, and
natural circulation in an atmosphere cannot usually
approach this speed very closely. The speed in units of
the speed of sound, v/c,, is called M, the Mach number.
Because, by terrestrial standards at least, winds of over
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Figure V.28 Speeds of currents in the atmospheres of Jupiter and Saturn. The speeds of
currents deduced from the motions of observed bright spots on Jupiter (the east-west or
zonal wind speeds) are shown in a. b uses the far smaller data set on spot motions on

Saturn to construct a similar figure.

100ms~! sound very fast indeed, it is worthwhile com-
paring these observed speeds with the speed of sound on
Jupiter. How does the speed of sound depend on the
physical and thermodynamic properties of the medium?

Consider a sound wave passing through a one-
dimensional gas. The sound wave has associated with it
an increase in the pressure and density of the gas above
the background level by small increments of P and Ap:

P=Py+AP; p=po+ Ap. (V.119)

We also will have an equation of state for the medium,
relating pressure and density: Py = P(py). Then we can
write

Py + AP = P(py + Ap)

= P(po) + Ap(dP/dp),  (V.120)
where we have expanded p about py. Then
K =AP/Ap=(dP/dp)py, (V.121)

where the constant K is the proportionality constant
between AP and Ap.

The position of a volume element of the medium
before encountering the sound wave is x, and the dis-
placement caused by the sound wave arriving at time ¢
is X(x,7), so that the new position is x4+ X(x,1).

A neighboring volume element, originally at x + Ax,
will be displaced by the sound wave to a new position,
x + Ax + X(x + Ax, ), at the same instant. The column
density of air in the resting gas (gcm™2) between x and
x + Ax is podx. But, when the sound wave is passing
through, this same mass of air is displaced and lies
between x4+ X(x,7) and x+ Ax+ X(x + Ax, ). The
new