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PREFACE

Although the chemical industry can trace its roots into antiquity, it was during the industrial
revolution that it started to become an actual industry and began to use the increased knowl-
edge of chemistry as a science and technology to produce products that were needed by
companion industries and consumers. These commercial efforts resulted in the synthesis of
many new chemicals. Quite quickly, in these early days, previously unknown materials or
materials that had been present only in low concentrations, were now in contact with people
in highly concentrated forms and in large quantities. The people had little or no knowledge
of the effects of these materials on their bodies and the natural biological and physical
processes in the rivers and oceans, the atmosphere, and in the ground.

Until the end of the nineteenth century these problems were not addressed by the
chemical industry and it is only recently that the industry began to respond to public criti-
cism and political efforts. Legal restrictions aimed at preserving the quality of life have been
directed at health, safety and longevity issues and the environment. Solvents have always
been mainstays of the chemical industry and because of their widespread use and their high
volume of production they have been specifically targeted by legislators throughout the
world. The restrictions range from total prohibition of production and use, to limits placed
on vapor concentrations in the air. As with any arbitrary measures some solvents have been
damned unfairly. However, there is no question that it is best to err on the side of safety if the
risks are not fully understood. It is also true that solvents should be differentiated based on
their individual properties.

This book is intended to provide a better understanding of the principles involved in
solvent selection and use. It strives to provide information that will help to identify the risks
and benefits associated with specific solvents and classes of solvents. The book is intended
to help the formulator select the ideal solvent, the safety coordinator to safeguard his or her
coworkers, the legislator to impose appropriate and technically correct restrictions and the
student to appreciate the amazing variety of properties, applications and risks associated
with the more than one thousand solvents that are available today.

By their very nature, handbooks are intended to provide exhaustive information on the
subject. While we agree that this is the goal here, we have attempted to temper the impact of
information, which may be too narrow to make decision.

Many excellent books on solvents have been published in the past and most of these
are referenced in this book. But of all these books none has given a comprehensive overview
of all aspects of solvent use. Access to comprehensive data is an essential part of solvent
evaluation and it has been a hallmark of such books to provide tables filled with data to the
point at which 50 to 95% of the book is data. This approach seems to neglect a fundamental
requirement of a handbook - to provide the background, explanations and clarifications that
are needed to convert data to information and assist the reader in gaining the knowledge to
make a decision on selecting a process or a solvent. Unfortunately, to meet the goal of pro-
viding both the data and the fundamental explanations that are needed, a book of 4,000 to
5,000 pages might be required. Even if this was possible, much of the data would fall out of
date quite quickly. For example, a factor that defines solvent safety such as threshold limit
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values (TLVs) for worker exposure or some single toxicity determinants may change
frequently. This book would be huge and it would have to be updated frequently to continue
to claim that it is current.

What we have attempted to do here is to give you a book with a comprehensive and ex-
tensive analysis of all current information on solvents then use other media to present the
supporting data on individual solvents. These data are provided on a CD-ROM as a
searchable database. Data are provided on more than 1140 solvents in 110 fields of data.
The medium permits frequent updates. If the same data were presented in book form, more
than 2,000 pages would be needed which exceeds the size of any data in handbook form
offered to date.

The best approach in presenting an authoritative text for such a book is to have it writ-
ten by experts in their fields. This book attracted well-known experts who have written
jointly 47 books and authored or coauthored hundreds of papers on their areas of expertise.
The authors have made their contributions to this book in late 1999 and early 2000
providing the most current picture of the technology. Their extreme familiarity with their
subjects enables them to present information in depth and detail, which is essential to the
reader’s full understanding of the subject.

The authors were aware of the diversity of potential readers at the outset and one of
their objectives was to provide information to various disciplines expressed in a way that all
would understand and which would deal with all aspects of solvent applications. We expect
professionals and students from a wide range of businesses, all levels of governments and
academe to be interested readers. The list includes solvent manufacturers, formulators of
solvent containing products, industrial engineers, analytical chemists, government legisla-
tors and their staffs, medical professionals involved in assessing the impact on health of sol-
vents, biologists who are evaluating the interactions of solvents with soil and water,
environmental engineers, industrial hygienists who are determining protective measures
against solvent exposure, civil engineers who design waste disposal sites and remediation
measures, people in industries where there are processes which use solvents and require
their recovery and, perhaps most important, because understanding brings improvements,
those who teach and learn in our universities, colleges and schools.

A growing spirit of cooperation is evident between these groups and this can be fos-
tered by providing avenues of understanding based on sharing data and information on com-
mon problems. We hope to provide one such avenue with this book. We have tried to
present a balanced picture of solvent performance by dealing not only with product perfor-
mance and ease of processing but also by giving environmental and health issues full con-
sideration.

Data and information on known products and processes should be cornerstones of the
understanding of a technology but there is another aspect of technology, which can lead to
advances and improvements in utility, safety and in safeguarding the environment. This
must come from you, the reader. It is your ideas and creative thinking that will bring these
improvements. The authors have crammed their ideas into the book and we hope these will
stimulate responsible and effective applications of solvents. Francis Bacon wrote, “The end
of our foundation is the knowledge of causes, and the secret motion of things, and the en-
larging of the bound of human Empire, to the effecting of all things possible.”

Today there are few technical activities that do not employ solvents. Almost all indus-
tries, almost all consumer products, almost everything we use can, if analyzed, be shown to
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contain or to have used in its processing, a solvent. Solvent elimination need never be a
technical objective. Rather, we need to use our increasing understanding and knowledge to
find the safest and the most effective means of meeting our goals.

I would like to thank the authors for their relentless efforts to explain the difficult in an
interesting way. In advance, I would like to thank the reader for choosing this book and en-
courage her or him to apply the knowledge to make our world a better, more livable place.

George Wypych
Toronto, August 3, 2000
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Chemical transformations can be performed in a gas, liquid, or solid phase, but, with good
reasons, the majority of such reactions is carried out in the liquid phase in solution. At the
macroscopic level, a liquid is the ideal medium to transport heat to and from exo- and
endothermic reactions. From the molecular-microscopic point of view, solvents break the
crystal lattice of solid reactants, dissolve gaseous or liquid reactants, and they may exert a
considerable influence over reaction rates and the positions of chemical equilibria. Because
of nonspecific and specific intermolecular forces acting between the ions or molecules of
dissolved reactants, activated complexes as well as products and solvent molecules (leading
to differential solvation of all solutes), the rates, equilibria, and the selectivity of chemical
reactions can be strongly influenced by the solvent. Other than the fact that the liquid
medium should dissolve the reactants and should be easily separated from the reaction
products afterwards, the solvent can have a decisive influence on the outcome (i.e., yield
and product distribution) of the chemical reaction under study. Therefore, whenever a
chemist wishes to perform a certain chemical reaction, she/he has to take into account not
only suitable reaction partners and their concentrations, the proper reaction vessel, the
appropriate reaction temperature, and, if necessary, the selection of the right reaction
catalyst but also, if the planned reaction is to be successful, the selection of an appropriate
solvent or solvent mixture.

Solvent effects on chemical reactivity have been studied for more than a century, be-
ginning with the pioneering work of Berthelot and Saint Gilles' in Paris in 1862 on
esterification reactions and with that of Menschutkin? in St. Petersburg in 1880 on the
quaternization of tertiary amines by haloalkanes. At this time Menschutkin remarked that “a
reaction cannot be separated from the medium in which it is performed... Experience shows
that solvents exert considerable influence on reaction rates.” Today, we can suggest a strik-
ing example to reinforce his remark, the rate of the unimolecular heterolysis of
2-chloro-2-methylpropane observed in water and benzene increases by a factor of
approximately10'' when the nonpolar benzene is replaced by water.** The influence of sol-
vents on the position of chemical equilibria was discovered in 1896 by Claisen’ in Aachen,
Knorr® in Jena, Wislicenus’ in Wiirzburg, and Hantzsch® in Wiirzburg. They investigated al-
most simultanecous but independent of one another the keto-enol tautomerism of
1,3-dicarbonyl compounds and the nitro-isonitro tautomerism of primary and secondary
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aliphatic nitro compounds. With this example, the enol content of acetylacetone increases
from 62 to 95 % when acetonitrile is substituted with n-hexane.**

The proper solvent and solvent mixture selection is not only important for chemical
but also for physical processes such as recrystallization, all extraction processes, partition-
ing, chromatographic separations, phase-transfer catalytic reactions, etc. Of particular in-
terest in this context is the influence of solvents on all types of light absorption processes,
e.g.,on UV/Vis, IR, ESR, and NMR spectra, caused by differential solvation of the ground
and excited states of the absorbing species.”'? In 1878, Kundt'® in Ziirich proposed the rule
that increasing dispersion interactions between the absorbing solute and the solvent lead in
general to a bathochromic shift of an UV/Vis absorption band. Later, in 1922, Hantzsch''
termed the solvent-dependence of UV/Vis absorption spectra “solvatochromism”. UV/Vis
absorption of solute molecules can be influenced not only by the surrounding solvent
sphere, but also by other entities in the surroundings such as solids, polymers, glasses, and
surfaces. In order to emphasize this influence, the use of the more general term
“perichromism” (from Greek peri = around) has been recommended.'*"* A typical, more re-
cent, example of extraordinary solvatochromism is the intramolecular charge-transfer
Vis-absorption of 2,6-diphenyl-4-(2,4,6-triphenyl-l-pyridinio)phenolate, a zwitterionic
betaine dye: its corresponding absorption band is shifted from A,,, = 810 nm to A, = 453
nm (AN = 357 nm) when diphenyl ether is replaced by water as solvent.*'* Such
solvatochromic dyes can be used as empirical solvent polarity indicators.'?

The number of solvents generally available to chemists working in research and indus-
trial laboratories is between 250 and 300*! (there is an infinite number of solvent mixtures),
and this number is increasing. More recently and for obvious reasons, the search for new
solvents has been intensified: peroxide-forming solvents are being substituted by solvents
which are more stable against oxidation (e.g., diethyl ether by t-butyl methyl ether or by
formaldehyde dialkyl acetals), toxic solvents are being replaced by nontoxic ones (e.g., the
cancerogenic hexamethylphosphoric triamide, HMPT, by N,N-dimethylpropyleneurea,
DMPU") and environmentally dangerous solvents by benign ones (e.g., tetrachloro-
methane by perfluorohexane'®). The development of modern solvents for organic syntheses
is the subject of much current research.'”” Amongst these modern solvents, also called
“neoteric solvents” (neoteric = recent, new, modern) in contrast to the classical ones, are
ionic liquids (i.e., room-temperature liquid salts such as 1-ethyl-3-methylimidazolium
tetra-chloroaluminates'®'"”), supercritical-fluid solvents, SCF, (such as SCF carbon diox-
ide?®?"), and perfluorinated solvents (e.g., partially or perfluorinated hydrocarbons as used
in so-called “fluorous biphase catalysis reactions”, making possible mono-phase reactions
and a two-phase separation of catalyst and reaction products*?*). Even plain water has
found a magnificent renaissance as a solvent for organic reactions.”>*® These efforts have
also recently strengthened the search for completely solvent-free reactions, thus avoiding
the use of expensive, toxic, and environmentally problematic solvents.?"?*

With respect to the large and still increasing number of valuable solvents useful for or-
ganic syntheses, a chemist needs, in addition to his experience and intuition, to have general
rules, objective criteria, and the latest information about the solvents' physical, chemical,
and toxicological properties for the selection of the proper solvent or solvent mixture for a
planned reaction or a technological process. To make this often cumbersome and
time-consuming task easier, this “Handbook of Solvents” with its twenty-five chapters is
designed to provide a comprehensive source of information on solvents over a broad range
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of applications. It is directed not only to chemists working in research laboratories, but also
to all industries using solvents for various purposes. A particular advantage is that the
printed handbook is accompanied by a compact-disc (CD-ROM) containing additional sol-
vent databases with hundred ten fields for over eleven hundred solvents. This makes large
data sets easily available for quick search and retrieval and frees the book text from bulky
tables, thus giving more room for a thorough description of the underlying theoretical and
practical fundamental subjects.

Fundamental principles governing the use of solvents (i.e., chemical structure, molec-
ular design as well as physical and chemical properties of solvents) are given in Chapter 2.
Solvent classification, methods of solvent manufacture together with properties and typical
applications of various solvents are provided in Chapter 3. Chapters 4, 5 and 6 deal with all
aspects of the dissolution of materials in solvents as well as with the solubility of selected
systems (e.g., polymers and elastomers) and the influence of the solute's molecular structure
on its solubility behavior. In particular, the valuable solubility-parameter concept is exten-
sively treated in these chapters. All aspects of solvent transport within polymeric system
and the drying of such polymeric systems, including coated films, are described in Chapter
7. The fundamentals of the interaction forces acting between ions or molecules of the sol-
vents themselves and between solutes and solvents in solutions are presented in Chapter 8.
Chapter 9 deals with the corresponding properties of solvent mixtures. Specific solute/sol-
vent interactions, particularly Lewis acid/base interactions between electron-pair donors
(EPD) and electron-pair acceptors (EPA), are reviewed in Chapter 10, together with the de-
velopment of empirical scales of solvent polarity and Lewis acidity/basicity, based on suit-
able solvent-dependent reference processes, and their application for the treatment of
solvent effects. The theory for solvent effects on electronic properties is provided in Chap-
ter 11 and extended to solvent-dependent properties of solutes such as fluorescence spectra,
ORD and CD spectra. Aggregation, swelling of polymers, their conformations, the viscos-
ity of solutions and other solvent-related properties are treated in Chapter 12. A review con-
cerning solvent effects on various types of chemical reactivity is given in Chapter 13, along
with a discussion of the effects of solvent on free-radical polymerization and phase-transfer
catalysis reactions.

The second part of this handbook (Chapters 14-25) is devoted more to the industrial
use of solvents. Formulating with solvents applied in a broad range of industrial areas such
as biotechnology, dry cleaning, electronic industry, food industry, paints and coatings, pe-
troleum refining industry, pharmaceutical industry, textile industry, to mention only a few,
is extensively described in Chapter 14. Standard and special methods of solvent detection
and solvent analysis as well as the problem of residual solvents in various products, particu-
larly in pharmaceutical ones, are the topics of Chapters 15 and 16.

At present, large-scale chemical manufacturing is facing serious solvent problems
with respect to environmental concerns. National and international regulations for the
proper use of hazardous solvents are becoming increasingly stringent and this requires the
use of environmentally more benign but nevertheless economical liquid reaction media.
This has enormously stimulated the search for such new solvent systems within the frame-
work of so-called green chemistry. Supercritical fluids, SCF,**' and ionic liquids (room
temperature liquid salts)'*!® have been known and have been the subject of scientific inter-
est for a long time. It is only recently, however, that the potential benefits of these materials
in solvent applications have been realized.'” This handbook includes in Chapters 17-25 all
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the knowledge necessary for a safe handling of solvents in research laboratories and in
large-scale manufacturing, beginning with the environmental impact of solvents on water,
soil, and air in Chapter 17, followed by considerations about safe solvent concentrations and
the risks of solvent exposure in various industrial environments in Chapter 18. Chapter 19
summarizes the corresponding legal regulations, valid for North America and Europe, and
Chapter 20 describes in detail the toxic effects of solvent exposure to human beings. Au-
thors specializing in different fields of solvent toxicity give the most current information on
the effect of solvent exposure from the point of view of neurotoxicity, reproductive and ma-
ternal effects, nephrotoxicity, cancerogenicity, hepatotoxicity, chromosomal aberrations,
and toxicity to brain, lungs, and heart. This information brings both the results of docu-
mented studies and an evaluation of risk in different industrial environments in a compre-
hensive but easy to understand form to engineers and decision-makers in industry. Chapter
21 is focused on the substitution of harmful solvents by safer ones and on the development
of corresponding new technological processes. Chapter 22 describes modern methods of
solvent recovery, solvent recycling. When recycling is not possible, then solvents have to be
destroyed by incineration or other methods of oxidation, as outlined in Chapter 22. Chapter
23 describes natural attenuation of solvents in groundwater and advanced remediation tech-
nologies as well as management strategies for sites impacted by solvent contamination. Pro-
tection from contact with solvents and their vapors is discussed in Chapter 24. Finally, new
trends in solvent chemistry and applications based on the recent patent literature are dis-
cussed in Chapter 25.

In most cases, the intelligent choice of the proper solvent or solvent mixture is essen-
tial for the realization of certain chemical transformations and physical processes. This
handbook tries to cover all theoretical and practical information necessary for this often dif-
ficult task for both academic and industrial applications. It should be used not only by chem-
ists, but also by physicists, chemical engineers, and technologists as well as environmental
scientists in academic and industrial institutions. It is to be hoped that the present compila-
tion of all relevant aspects connected with the use of solvents will also stimulate further ba-
sic and applied research in the still topical field of the physics and chemistry of liquid media.
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FUNDAMENTAL PRINCIPLES
GOVERNING SOLVENTS UsE

2.1 SOLVENT EFFECTS ON CHEMICAL SYSTEMS

ESTANISLAO SILLA, ARTURO ARNAU AND IRAKI TURON
Department of Physical Chemistry, University of Valencia,
Burjassot (Valencia), Spain

2.1.1 HISTORICAL OUTLINE

According to a story, a little fish asked a big fish about the ocean, since he had heard it being
talked about but did not know where it was. Whilst the little fish’s eyes turned bright and
shiny full of surprise, the old fish told him that all that surrounded him was the ocean. This
story illustrates in an eloquent way how difficult it is to get away from every day life, some-
thing of which the chemistry of solvents is not unaware.

The chemistry of living beings and that which we practice in laboratories and factories
is generally a chemistry in solution, a solution which is generally aqueous. A daily routine
such as this explains the difficulty which, throughout the history of chemistry, has been en-
countered in getting to know the effects of the solvent in chemical transformations, some-
thing which was not achieved in a precise way until well into the XX century. It was
necessary to wait for the development of experimental techniques in vacuo to be able to sep-
arate the solvent and to compare the chemical processes in the presence and in the absence
of this, with the purpose of getting to know its role in the chemical transformations which
occur in its midst. But we ought to start from the beginning.

Although essential for the later cultural development, Greek philosophy was basically
a work of the imagination, removed from experimentation, and something more than medi-
tation is needed to reach an approach on what happens in a process of dissolution. However,
in those remote times, any chemically active liquid was included under the name of “divine
water”, bearing in mind that the term “water” was used to refer to anything liquid or dis-
solved.'

Parallel with the fanciful search for the philosopher’s stone, the alchemists toiled
away on another impossible search, that of a universal solvent which some called “alkahest”
and others referred to as “menstruum universale”, which term was used by the very
Paracelsus (1493-1541), which gives an idea of the importance given to solvents during that
dark and obscurantist period. Even though the “menstruum universale” proved just as elu-
sive as the philosopher’s stone, all the work carried out by the alchemists in search of these
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illusionary materials opened the way to improving the work in the laboratory, the develop-
ment of new methods, the discovery of compounds and the utilization of novel solvents.
One of the tangible results of all that alchemistry work was the discovery of one of the first
experimental rules of chemistry: “similia similibus solvuntor”, which reminds us of the
compatibility in solution of those substances of similar nature.

Even so, the alchemistry only touched lightly on the subject of the role played by the
solvent, with so many conceptual gulfs in those pre-scientific times in which the terms dis-
solution and solution referred to any process which led to a liquid product, without making
any distinction between the fusion of a substance - such as the transformation of ice into lig-
uid water -, mere physical dissolution - such as that of a sweetener in water - or the dissolu-
tion which takes place with a chemical transformation - such as could be the dissolution of a
metal in an acid. This misdirected vision of the dissolution process led the alchemists down
equally erroneous collateral paths which were prolonged in time. Some examples are worth
quoting: Hermann Boerhaave (1688-1738) thought that dissolution and chemical reaction
constituted the same reality; the solvent, (menstruum), habitually a liquid, he considered to
be formed by diminutive particles moving around amongst those of the solute, leaving the
interactions of these particles dependent on the mutual affinities of both substances.? This
paved the way for Boerhaave to introduce the term affinity in a such a way as was conserved
throughout the whole of the following century.’ This approach also enabled Boerhaave to
conclude that combustion was accompanied by an increase of weight due to the capturing of
“particles” of fire, which he considered to be provided with weight by the substance which
was burned. This explanation, supported by the well known Boyle, eased the way to consid-
ering that fire, heat and light were material substances until when, in the XIX century, the
modern concept of energy put things in their place.’

Even Bertollet (1748-1822) saw no difference between a dissolution and a chemical
reaction, which prevented him from reaching the law of definite proportions. It was Proust,
an experimenter who was more exacting and capable of differentiating between chemical
reaction and dissolution, who made his opinion prevail:

"The dissolution of ammonia in water is not the same as that of
hydrogen in azote (nitrogen), which gives rise to ammonia">

There were also alchemists who defended the idea that the substances lost their nature
when dissolved. Van Helmont (1577-1644) was one of the first to oppose this mistaken idea
by defending that the substance dissolved remains in the solution in aqueous form, it being
possible to recover it later. Later, the theories of osmotic pressure of van't Hoff (1852-1911)
and that of electrolytic dissociation of Arrhenius (1859-1927) took this approach even fur-
ther.

Until almost the end of the XIX century the effects of the solvent on the different
chemical processes did not become the object of systematic study by the experimenters. The
effect of the solvent was assumed, without reaching the point of awakening the interest of
the chemists. However, some chemists of the XIX century were soon capable of unraveling
the role played by some solvents by carrying out experiments on different solvents, classi-
fied according to their physical properties; in this way the influence of the solvent both on
chemical equilibrium and on the rate of reaction was brought to light. Thus, in 1862,
Berthelot and Saint-Gilles, in their studies on the esterification of acetic acid with ethanol,
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discovered that some solvents, which do not participate in the chemical reaction, are capa-
ble of slowing down the process.® In 1890, Menschutkin, in a now classical study on the re-
action of the trialkylamines with haloalcans in 23 solvents, made it clear how the choice of
one or the other could substantially affect the reaction rate.” It was also Menschutkin who
discovered that, in reactions between liquids, one of the reactants could constitute a solvent
inadvisable for that reaction. Thus, in the reaction between aniline and acetic acid to pro-
duce acetanilide, it is better to use an excess of acetic acid than an excess of aniline, since the
latter is a solvent which is not very favorable to this reaction.

The fruits of these experiments with series of solvents were the first rules regarding the
participation of the solvent, such as those discovered by Hughes and Ingold for the rate of
the nucleophilic reactions.® Utilizing a simple electrostatic model of the solute - solvent in-
teractions, Hughes and Ingold concluded that the state of transition is more polar than the
initial state, that an increase of the polarity of the solvent will stabilize the state of transition
with respect to the initial state, thus leading to an increase in the reaction rate. If, on the con-
trary, the state of transition is less polar, then the increase of the polarity of the solvent will
lead to a decrease of the velocity of the process. The rules of Hughes-Ingold for the
nucleophilic aliphatic reactions are summarized in Table 2.1.1.

Table 2.1.1. Rules of Hughes-Ingold on the effect of the increase of the polarity of the
solvent on the rate of nucleophilic aliphatic reactions

Mechanism Initial state State of transition Effect on the reaction rate
Y +RX [Y--R--X] slight decrease
52 Y +RX [Y--R--X] large increase
Y +RX" [Y--R--X] large decrease
Y +RX' [Y--R--X]" slight decrease
Sl RX [R--X] large increase
RX" [R--X]" slight decrease

In 1896 the first results about the role of the solvent on chemical equilibria were ob-
tained, coinciding with the discovery of the keto-enolic tautomerism.’ Claisen identified the
medium as one of the factors which, together with the temperature and the substituents,
proved to be decisive in this equilibrium. Soon systematic studies began to be done on the
effect of the solvent in the tautomeric equilibria. Wislicenus studied the keto-enolic equilib-
rium of ethylformylphenylacetate in eight solvents, concluding that the final proportion be-
tween the keto form and the enol form depended on the polarity of the solvent.'® This effect
of the solvent also revealed itself in other types of equilibria: acid-base, conformational,
those of isomerization and of electronic transfer. The acid-base equilibrium is of particular
interest. The relative scales of basicity and acidity of different organic compounds and ho-
mologous families were established on the basis of measurements carried out in solution,
fundamentally aqueous. These scales permitted establishing hypotheses regarding the ef-
fect of the substituents on the acidic and basic centers, but without being capable of separat-
ing this from the effect of the solvent. Thus, the scale obtained in solution for the acidity of
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the a-substituted methyl alcohols [(CH;),COH > (CH,),CHOH > CH,CH,OH > CH,0H]"!
came into conflict with the conclusions extracted from the measurements of movements by
NMR."? The irregular order in the basicity of the methyl amines in aqueous solution also
proved to be confusing [NH; < CH;NH, < (CH;),NH > (CH;);N]," since it did not match
any of the existing models on the effects of the substituents. These conflicts were only re-
solved when the scales of acidity-basicity were established in the gas phase. On carrying out
the abstraction of the solvent an exact understanding began to be had of the real role it
played.

The great technological development which arrived with the XIX century has brought
us a set of techniques capable of giving accurate values in the study of chemical processes in
the gas phase. The methods most widely used for these studies are:

* The High Pressure Mass Spectrometry, which uses a beam of electron pulses'

* The Ion Cyclotron Resonance and its corresponding Fourier Transform (FT-ICR)"

* The Chemical Ionization Mass Spectrometry, in which the analysis is made of the
kinetic energy of the ions, after generating them by collisions'®

* The techniques of Flowing Afterglow, where the flow of gases is submitted to
ionization by electron bombardment'”"

All of these techniques give absolute values with an accuracy of #(2-4) Kcal/mol and
of 0.2 Kcal/mol for the relative values.”

During the last decades of XX century the importance has also been made clear of the
effects of the solvent in the behavior of the biomacromolecules. To give an example, the in-
fluence of the solvent over the proteins is made evident not only by its effects on the struc-
ture and the thermodynamics, but also on the dynamics of these, both at local as well as at
global level.” In the same way, the effect of the medium proves to be indispensable in ex-
plaining a large variety of biological processes, such us the rate of interchange of oxygen in
myoglobin.”? Therefore, the actual state of development of chemistry, as much in its experi-
mental aspect as in its theoretical one, allows us to identify and analyze the influence of the
solvent on processes increasingly more complex, leaving the subject open for new chal-
lenges and investigating the scientific necessity of creating models with which to interpret
such a wide range of phenomena as this. The little fish became aware of the ocean and began
explorations.

2.1.2 CLASSIFICATION OF SOLUTE-SOLVENT INTERACTIONS

Fixing the limits of the different interactions between the solute and the solvent which enve-
lopes it is not a trivial task. In the first place, the liquid state, which is predominant in the
majority of the solutions in use, is more difficult to comprehend than the solid state (which
has its constitutive particles, atoms, molecules or ions, in fixed positions) or the gaseous
state (in which the interactions between the constitutive particles are not so intense). More-
over, the solute-solvent interactions, which, as has already been pointed out, generally hap-
pen in the liquid phase, are half way between the predominant interactions in the solid phase
and those which happen in the gas phase, too weak to be likened with the physics of the solid
state but too strong to fit in with the kinetic theory of gases. In the second place, dissecting
the solute-solvent interaction into different sub-interactions only serves to give us an ap-
proximate idea of the reality and we should not forget that, in the solute-solvent interaction,
the all is not the sum of the parts. In the third place, the world of the solvents is very varied
from those which have a very severe internal structure, as in the case of water, to those
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whose molecules interact superficially, as in the case of the hydrocarbons. At all events,
there is no alternative to meeting the challenge face to face.

If we mix a solute and a solvent, both being constituted by chemically saturated mole-
cules, their molecules attract one another as they approach one another. This interaction can
only be electrical in its nature, given that other known interactions are much more intense
and of much shorter range of action (such as those which can be explained by means of nu-
clear forces) or much lighter and of longer range of action (such as the gravitational force).
These intermolecular forces usually also receive the name of van der Waals forces, from the
fact that it was this Dutch physicist, Johannes D. van der Waals (1837-1923), who recog-
nized them as being the cause of the non-perfect behavior of the real gases, in a period in
which the modern concept of the molecule still had to be consolidated. The intermolecular
forces not only permit the interactions between solutes and solvents to be explained but also
determine the properties of gases, liquids and solids; they are essential in the chemical trans-
formations and are responsible for organizing the structure of biological molecules.

The analysis of solute-solvent interactions is usually based on the following partition
scheme:

AE =AE, +AE, +AE, [2.1.1]

where i stands for the solute and j for the solvent.This approach can be maintained while the
identities of the solute and solvent molecules are preserved. In some special cases (see be-
low in specific interactions) it will be necessary to include some solvent molecules in the
solute definition.

The first term in the above expression is the energy change of the solute due to the
electronic and nuclear distortion induced by the solvent molecule and is usually given the
name solute polarization. AE;; is the interaction energy between the solute and solvent mole-
cules. The last term is the energy difference between the solvent after and before the intro-
duction of the solute. This term reflects the changes induced by the solute on the solvent
structure. It is usually called cavitation energy in the framework of continuum solvent mod-
els and hydrophobic interaction when analyzing the solvation of nonpolar molecules.

The calculation of the three energy terms needs analytical expressions for the different
energy contributions but also requires knowledge of solvent molecules distribution around
the solute which in turn depends on the balance between the potential and the kinetic energy
of the molecules. This distribution can be obtained from diffraction experiments or more
usually is calculated by means of different solvent modelling. In this section we will com-
ment on the expression for evaluating the energy contributions. The first two terms in equa-
tion [2.1.1] can be considered together by means of the following energy partition :

AE, +AE, =AE, +AE,, +AE [2.1.2]

Analytical expressions for the three terms (electrostatic, polarization and disper-
sion-repulsion energies) are obtained from the intermolecular interactions theory.

2.1.2.1 Electrostatic
The electrostatic contribution arises from the interaction of the unpolarized charge distribu-

tion of the molecules. This interaction can be analyzed using a multipolar expansion of the
charge distribution of the interacting subsystems which usually is cut off in the first term
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which is different from zero. If both the solute and the solvent are considered to be formed
by neutral polar molecules (with a permanent dipolar moment different from zero), due to
an asymmetric distribution of its charges, the electric interaction of the type dipole-dipole
will normally be the most important term in the electrostatic interaction. The intensity of
this interaction will depend on the relative orientation of the dipoles. If the molecular rota-
tion is not restricted, we must consider the weighted average over different orientations

2 uil
E, Y=—Z=—__"2"°2 2.1.3
Eos) 3 (4meykTr® [ ]

where:

dipole moments

Boltzmann constant

dielectric constant

absolute temperature

r intermolecular distance

The most stable orientation is the antiparallel, except in the case that the molecules in
play are very voluminous. Two dipoles in
rapid thermal movement will be orientated
sometimes in a way such that they are at-

tracted and at other times in a way that they
are repelled. On the average, the net energy

= m T
x

turns out to be attractive. It also has to be
borne in mind that the thermal energy of the
molecules is a serious obstacle for the di-
poles to be oriented in an optimum manner.

Figure 2.1.1. The dipoles of two molecules can approach The average pOtemlal energy of the di-

one another under an infinite variety of attractive orienta- pole-dipole interaction, or of orientation, is,
tions, among which these two extreme orientations stand therefore, very dependent on the tempera-

out. ture.

In opposition Antiparallel

In the event that one of the species in-

volved were not neutral (for example an an-

ionic or cationic solute) the predominant term in the series which gives the electrostatic
interaction will be the ion-dipole which is given by the expression:

2,2
(E, )= 2B [2.1.4]
6(4me)*kTr*

2.1.2.2 Polarization

If we dissolve a polar substance in a nonpolar solvent, the molecular dipoles of the solute are
capable of distorting the electronic clouds of the solvent molecules inducing the appearance
in these of new dipoles. The dipoles of solute and those induced will line up and will be at-
tracted and the energy of this interaction (also called interaction of polarization or induc-
tion) is:
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2
o
E. y=— i [2.1.5]
d—id .
Eoo) (4me)’r®
where:
Wi dipole moment
qQ; polarizability
T intermolecular distance

In a similar way, the dissolution of an ionic substance in a nonpolar solvent also will
occur with the induction of the dipoles in the molecules of the solvent by the solute ions.

These equations make reference to the interactions between two molecules. Because
the polarization energy (of the solute or of the solvent) is not pairwise additive magnitude,
the consideration of a third molecule should be carried out simultaneously, it being impossi-
ble to decompose the interaction of the three bodies in a sum of the interactions of two bod-
ies. The interactions between molecules in solution are different from those which take
place between isolated molecules. For this reason, the dipolar moment of a molecule may
vary considerably from the gas phase to the solution, and will depend in a complicated fash-
ion on the interactions which may take place between the molecule of solute and its specific
surroundings of molecules of solvent.

2.1.2.3 Dispersion

Even when solvent and solute are constituted by nonpolar molecules, there is interaction be-
tween them. It was F. London who was first to face up to this problem, for which reason
these forces are known as London’s forces, but also as dispersion forces, charge-fluctua-
tions forces or electrodynamic forces. Their origin is as follows: when we say that a sub-
stance is nonpolar we are indicating that the distribution of the charges of its molecules is
symmetrical throughout a wide average time span. But, without doubt, in an interval of time
sufficiently restricted the molecular movements generate displacements of their charges
which break that symmetry giving birth to instantaneous dipoles. Since the orientation of
the dipolar moment vector is varying constantly due to the molecular movement, the aver-
age dipolar moment is zero, which does not prevent the existence of these interactions be-
tween momentary dipoles. Starting with two instantaneous dipoles, these will be oriented to
reach a disposition which will favor them energetically. The energy of this dispersion inter-
action can be given, to a first approximation, by:

E -_ 311 a0 2.16]
disp 2 5 .
24me)(l, +1;) r
where:
L, [ ionization potentials
Q;, polarizabilities
r intermolecular distance

From equation [2.1.6] it becomes evident that dispersion is an interaction which is
more noticeable the greater the volume of molecules involved. The dispersion forces are of-
ten more intense than the electrostatic forces and, in any case, are universal for all the atoms
and molecules, given that they are not seen to be subjected to the requirement that perma-
nent dipoles should exist beforechand. These forces are responsible for the aggregation of
the substances which possess neither free charges nor permanent dipoles, and are also the
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protagonists of phenomena such as surface tension, adhesion, flocculation, physical adsorp-
tion, etc. Although the origin of the dispersion forces may be understood intuitively, this is
of a quantum mechanical nature.

2.1.2.4 Repulsion

Between two molecules where attractive forces are acting, which could cause them to be su-
perimposed, it is evident that also repulsive forces exist which determine the distance to
which the molecules (or the atoms) approach one another. These repulsive forces are a con-
sequence of the overlapping of the electronic molecular clouds when these are nearing one
another. These are also known as steric repulsion, hard core repulsion or exchange repul-
sion. They are forces of short range which grow rapidly when the molecules which interact
approach one another, and which enter within the ambit of quantum mechanics. Throughout
the years, different empirical potentials have been obtained with which the effect of these
forces can be reproduced. In the model hard sphere potential, the molecules are supposed to
be rigid spheres, such that the repulsive force becomes suddenly infinite, after a certain dis-
tance during the approach. Mathematically this potential is:

E., =1°H [2.1.7]
ard
where:
r intermolecular distance
[¢) hard sphere diameter

Other repulsion potentials are the power-law potential:

E.. -eH [2.1.8]
Or O
where:
r intermolecular distance
n integer, usually between 9 and 16
o sphere diameter
and the exponential potential:
r
E., =CexpE~ E [2.1.9]
Og
where:
r intermolecular distance
C adjustable constant
a, adjustable constant

These last two potentials allow a certain compressibility of the molecules, more in
consonance with reality, and for this reason they are also known as soft repulsion.

If we represent the repulsion energy by a term proportional to r''?, and given that the
energy of attraction between molecules decreases in proportion to r at distances above the
molecular diameter, we can obtain the total potential of interaction:

E=-Ar® +Br ™ [2.1.10]
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AE where:
@) r intermolecular distance
A constant
| B constant
| which receives the name of potential “6-12”
, | or potential of Lennard-Jones,” widely used
" | for its mathematical simplicity (Figure
" 2.1.3)
2.1.2.5 Specific interactions
e Water, the most common liquid, the “uni-

| versal solvent”, is just a little “extraordi-
) | nary”, and this exceptional nature of the

“liquid element” is essential for the world

which has harbored us to keep on doing so.

It is not normal that a substance in its solid

state should be less dense than in the liquid,
R but if one ill-fated day a piece of ice sponta-
Figure 2.1.2. Hard-sphere repulsion (a) and soft repul- neously stopped floating on hqu,ld Wate,r’ a,l 1
sion (b) between two atoms. would be lost, the huge mass of ice which is

floating in the colder seas could sink thus
S — : : ~ raising the level of water in the oceans.

For a liquid with such a small molecu-
lar mass, water has melting and boiling tem-
peratures and a latent heat of vaporization
which are unexpectedly high. Also unusual
are its low compressibility, its high dipolar
moment, its high dielectric constant and the
, . . ‘ fact that its density is maximum at 4 °C. All
L/—’/ this proves that water is an extraordinarily

complex liquid in which the intermolecular
' g forces exhibit specific interactions, the
so-called hydrogen bonds, about which it is
necessary to know more.

Hydrogen bonds appear in substances
where there is hydrogen united covalently to
very electronegative elements (e.g., F, Cl, O and N), which is the case with water. The hy-
drogen bond can be either intermolecular (e.g., H,O) or intramolecular (e.g., DNA). The
protagonism of hydrogen is due to its small size and its tendency to become positively po-
larized, specifically to the elevated density of the charge which accumulates on the men-
tioned compounds. In this way, hydrogen is capable, such as in the case of water, of being
doubly bonded: on the one hand it is united covalently to an atom of oxygen belonging to its
molecule and, on the other, it electrostatically attracts another atom of oxygen belonging to
another molecule, so strengthening the attractions between molecules. In this way, each
atom of oxygen of a molecule of water can take part in four links with four more molecules
of water, two of these links being through the hydrogen atoms covalently united to it and the
other two links through hydrogen bonds thanks to the two pairs of solitary electrons which it

AE

Figure 2.1.3. Lennard-Jones potential between two at-
oms.
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possesses. The presence of the hydrogen
bonds together with this tetrahedric coordi-
nation of the molecule of water constitute
the key to explaining its unusual properties.

The energy of this bond (10-40
KJ/mol) is found to be between that corre-
sponding to the van der Waals forces (~1
KJ/mol) and that corresponding to the sim-
ple covalent bond (200-400 KJ/mol). An
energetic analysis of the hydrogen bond in-
teraction shows that the leading term is the
electrostatic one which explains that strong
hydrogen bonds are found between hydro-
gen atoms with a partial positive charge and
Figure 2.1.4. Tetrahedric structure of water in a crystal of @ basic site. The second term in the energy
ice. The dotted lines indicate the hydrogen bridges. decomposition of the hydrogen bond inter-

action is the charge transfer.

The hydrogen bonds are crucial in ex-
plaining the form of the large biological molecules, such as the proteins and the nucleic ac-
ids, as well as how to begin to understand more particular chemical phenomena.”

Those solutes which are capable of forming hydrogen bonds have a well known affin-
ity for the solvents with a similar characteristic, which is the case of water. The formation of
hydrogen bonds between solute molecules and those of the solvent explains, for example,
the good solubility in water of ammonia and of the short chain organic acids.

2.1.2.6 Hydrophobic interactions

On the other hand, those nonpolar solutes which are not capable of forming hydrogen bonds
with water, such as the case of the hydrocarbons, interact with it in a particular way. Let us
imagine a molecule of solute incapable of forming hydrogen bonds in the midst of the water.
Those molecules of water which come close to that molecule of solute will lose some or all
of the hydrogen bonds which they were sharing with the other molecules of water. This
obliges the molecules of water which surround those of solute to arrange themselves in
space so that there is a loss of the least number of hydrogen bonds with other molecules of
water. Evidently, this rearrangement (solvation or hydration) of the water molecules around
the nonpolar molecule of solute will be greatly conditioned by the form and the size of this
latter. All this amounts to a low solubility of nonpolar substances in water, which is known
as the hydrophobic effect. If we now imagine not one but two nonpolar molecules in the
midst of the water, it emerges that the interaction between these two molecules is greater
when they are interacting in a free space. This phenomenon, also related to the rearrange-
ment of the molecules of water around those of the solute, receives the name of hydrophobic
interaction.

The hydrophobic interaction term is used to describe the tendency of non-polar groups
or molecules to aggregate in water solution.”® Hydrophobic interactions are believed to play
a very important role in a variety of processes, specially in the behavior of proteins in aque-
ous media. The origin of this solvent-induced interactions is still unclear. In 1945 Frank and
Evans®’ proposed the so-called iceberg model where emphasis is made on the enhanced lo-
cal structure of water around the non-polar solute. However, computational studies and ex-
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perimental advances have yielded increasing evidence against the traditional
interpretation,” and other alternative explanations, such as the reduced freedom of water
molecules in the solvation shell,” have emerged.

To understand the hydrophobic interaction at the microscopic level molecular simula-
tions of non-polar compounds in water have been carried out.** The potential of mean force
between two non-polar molecules shows a contact minimum with an energy barrier. Com-
puter simulations also usually predict the existence of a second solvent-separated mini-
mum. Although molecular simulations provide valuable microscopic information on
hydrophobic interactions they are computationally very expensive, specially for large sys-
tems, and normally make use of oversimplified potentials. The hydrophobic interaction can
also be alternatively studied by means of continuum models.*! Using this approach a differ-
ent but complementary view of the problem has been obtained. In the partition energy
scheme used in the continuum models (see below and Chapter 8) the cavitation free energy
(due to the change in the solvent-solvent interactions) is the most important contribution to
the potential of mean force between two non-polar solutes in aqueous solution, being re-
sponsible for the energy barrier that separates the contact minimum. The electrostatic con-
tribution to the potential of mean force for two non-polar molecules in water is close to zero
and the dispersion-repulsion term remains approximately constant. The cavitation free en-
ergy only depends on the surface of the cavity where the solute is embedded and on the sol-
vent physical properties (such as the surface tension and density).

2.1.3 MODELLING OF SOLVENT EFFECTS

A useful way of understanding the interaction between the molecules of solvent and those of
solute can be done by reproducing it by means of an adequate model. This task of imitation
of the dissolution process usually goes beyond the use of simple and intuitive structural
models, such as “stick” models, which prove to be very useful both in labors of teaching as
in those of research, and frequently require the performance of a very high number of com-
plex mathematical operations.

Even though, in the first instance, we could think that a solution could be considered as
a group of molecules united by relatively weak interactions, the reality is more complex, es-
pecially if we analyze the chemical reactivity in the midst of a solvent. The prediction of re-
action mechanisms, the calculation of reaction rates, the obtaining of the structures of
minimum energy and other precise aspects of the chemical processes in solution require the
support of models with a very elaborated formalism and also of powerful computers.

Traditionally, the models which permit the reproduction of the solute-solvent interac-
tions are classified into three groups:*

i Those based on the simulation of liquids by means of computers.

it Those of continuum.

iii Those of the supermolecule type.

In the models classifiable into the first group, the system analyzed is represented by
means of a group of interacting particles and the statistical distribution of any property is
calculated as the the average over the different configurations generated in the simulation.
Especially notable among these models are those of Molecular Dynamics and those of the
Monte Carlo type.

The continuum models center their attention on a microscopic description of the solute
molecules, whilst the solvent is globally represented by means of its macroscopic proper-
ties, such as its density, its refractive index, or its dielectric constant.
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Finally, the supermolecule type models restrict the analysis to the interaction among
just a few molecules described at a quantum level which leads to a rigorous treatment of
their interactions but does not allow us to have exact information about the global effect of
the solvent on the solute molecules, which usually is a very long range effect.

The majority of these models have their origin in a physical analysis of the solutions
but, with the passage of time, they have acquired a more chemical connotation, they have
centered the analysis more on the molecular aspect. As well as this, recourse is more and
more being made to combined strategies which use the best of each of the methods referred
to in pursuit of a truer reproduction of the solute-disolvente interactions. Specially useful
has been shown to be a combination of the supermolecular method, used to reproduce the
specific interactions between the solute and one or two molecules of the solvent, with those
of continuum or of simulation, used to reproduce the global properties of the medium.

2.1.3.1 Computer simulations

Obtaining the configuration or the conformation of minimum energy of a system provides
us with a static view of this which may be sufficient to obtain many of its properties. How-
ever, direct comparison with experiments can be strictly be done only if average thermody-
namic properties are obtained. Simulation methods are designed to calculate average
properties of a system over many different configurations which are generated for being
representative of the system behavior. These methods are based in the calculation of aver-
age properties as a sum over discrete events:

(F) =J'dR1...anP(R)F(R)=iP,F, [2.1.11]

Two important difficulties arise in the computation of an average property as a sum.
First, the number of molecules that can be handled in a computer is of the order of a few
hundred. Secondly, the number of configurations needed to reach the convergency in the
sum can be too great. The first problem can be solved by different computational strategies,
such as the imposition of periodic boundary conditions.”* The solution of the second prob-
lem differs among the main used techniques in computer simulations.

The two techniques most used in the dynamic study of the molecular systems are the
Molecular Dynamics, whose origin dates back™ to 1957, and the Monte Carlo methods,
which came into being following the first simulation of fluids by computer,*® which oc-
curred in 1952.

Molecular Dynamics
In the Molecular Dynamic simulations, generation of new system configurations or se-
quence of events is made following the trajectory of the system which is dictated by the
equations of motion. Thus, this methods leads to the computation of time averages and per-
mits the calculation of not only equilibrium but also transport properties. Given a configura-
tion of the system, a new configuration is obtained moving the molecules according to the
total force exerted on them:

md’R, n
7:—2 0,ER,) [2.1.12]
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If we are capable of integrating the equations of movement of all the particles which
constitute a system, we can find their paths and velocities and we can evaluate the properties
of the system in determined time intervals. Thus, we can find how the system being studied
evolved as time moves forward. In the first simulations by Molecular Dynamics of a con-
densed phase,** use was made of potentials as simple as the hard sphere potential, under
which the constituent particles move in a straight line until colliding elastically. The colli-
sions happen when the separation between the centers of the spheres is equal to the diameter
of the sphere. After each collision, the new velocities are obtained by making use of the
principle of conservation of the linear moments. But a chemical system requires more elab-
orate potentials under which the force, which at every instant acts between two atoms or
molecules, changes in relation to the variation of the distance between them. This obliges us
to integrate the equations of movement of the system in very small time intervals, in which it
is assumed that the force which acts on each atom or molecule is constant, generally lying
between 1 and 10 femtoseconds. For each of these intervals, the positions and velocities of
each of the atoms is calculated, after which they are placed in their new positions and, once
again, the forces are evaluated to obtain the parameters of a new interval, and so on, succes-
sively. This evolution in time, which usually requires the evaluation of hundreds of thou-
sands of intervals of approximately 1 femtosecond each, allows us to know the properties of
the system submitted to study during the elapse of time. In fact, the task commences by fix-
ing the atoms which make up the system being studied in starting positions, and later move
them continuously whilst the molecules being analysed rotate, the bond angles bend, the
bonds vibrate, etc., and during which the dispositions of the atoms which make up the sys-
tem are tabulated at regular intervals of time, and the energies and other properties which
depend on each of the conformations, through which the molecular system makes its way
with the passage of time, are evaluated. Molecular Dynamics is Chemistry scrutinized each
femtosecond.

Monte Carlo methods
The first simulation by computer of a molecular system was carried out using this method.
It consists of generating configurations of a system introducing random changes in the posi-
tion of its constituents.

In order to obtain a good convergence in the sequence of configurations, Metropolis et
al.» suggested an interesting approach. This approach avoids the generation of a very long
random configurations as follows: instead of choosing random configurations and then
weighing them according to the Boltzmann factor, one generates configurations with a
probability equal to the Boltzmann factor and afterwards weigh them evenly. For this pur-
pose once a new configuration is generated the difference in the potential energy with re-
spect to the previous one is computed (AU) and a random number 0 <r <1 is selected. If the
Boltzmann factor exp(-AU/kT)>r then the new configuration is accepted, if exp(-AU/kT)<r
is rejected.

In the Monte Carlo method, every new configuration of the system being analysed can
be generated starting from the random movement of one or more atoms or molecules, by ro-
tation around a bond, etc. The energy of each new configuration is calculated starting from a
potential energy function, and those configurations to which correspond the least energy are
selected. Once a configuration has been accepted, the properties are calculated. At the end
of the simulation, the mean values of these properties are also calculated over the ensemble
of accepted configurations.
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When the moment comes to face the task of modelling a dissolution process, certain
doubts may arise about the convenience of using Molecular Dynamics or a Monte Carlo
method. It must be accepted that a simulation with Molecular Dynamics is a succession of
configurations which are linked together in time, in a similar way that a film is a collection
of scenes which follow one after the other. When one of the configurations of the system
analysed by Molecular Dynamics has been obtained, it is not possible to relate it to those
which precede it or those which follow, which is something which does not occur in the
Monte Carlo type of simulations. In these, the configurations are generated in a random
way, without fixed timing, and each configuration is only related to that which immediately
preceded it. It would therefore seem advisable to make use of Molecular Dynamics to study
a system through a period of time. On the other hand, the Monte Carlo method is usually the
most appropriate when we are able to do without the requirement of time. Even so, it is ad-
visable to combine adequately the two techniques in the different parts of the simulation, us-
ing a hybrid arrangement. In this way, the evolution of the process of the dissolution of a
macromolecule can be followed by Molecular Dynamics and make use of the Monte Carlo
method to resolve some of the steps of the overall process. On the other hand, its is fre-
quently made a distinction in the electronic description of solute and solvent. So, as the
chemical attention is focused on the solute, a quantum treatment is used for it while the rest
of the system is described at the molecular mechanics level.*

2.1.3.2 Continuum models

In many dissolution processes the solvent merely acts to provide an enveloping surround-
ing for the solute molecules, the specific interactions with the solvent molecules are not of
note but the dielectric of the solvent does significantly affect the solute molecules. This sort
of'situation can be confronted considering the solvent as a continuum, without including ex-
plicitly each of its molecules and concentrating on the behavior of the solute. A large num-
ber of models have been designed with this approach, either using quantum mechanics or
resorting to empirical models. They are the continuum models.*”” The continuum models
have attached to their relative simplicity, and therefore a lesser degree of computational cal-
culation, a favorable description of many chemical problems in dissolution, from the point
of view of the chemical equilibrium, kinetics, thermochemistry, spectroscopy, etc.

Generally, the analysis of a chemical problem with a model of continuum begins by
defining a cavity - in which a molecule of solute will be inserted - in the midst of the dielec-
tric medium which represents the solvent. Differently to the simulation methods, where the
solvent distribution function is obtained during the calculation, in the continuum models
this distribution is usually assumed to be constant outside of the solute cavity and its value is
taken to reproduce the macroscopic density of the solvent.

Although the continuum models were initially created with the aim of the calculation
of the electrostatic contribution to the solvation free energy,’’ they have been nowadays ex-
tended for the consideration of other energy contributions. So, the solvation free energy is
usually expressed in these models as the sum of three different terms:

AGsol = AGele + AG + AGcav [21 1 3]

dis-rep
where the first term is the electrostatic contribution, the second one the sum of dispersion
and repulsion energies and the third one the energy needed to create the solute cavity in the
solvent. Specific interactions can be also added if necessary.
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For the calculation of the electrostatic term the system under study is characterized by
two dielectric constants, in the interior of the cavity the constant will have a value of unity,
and in the exterior the value of the dielectric constant of the solvent. From this point the to-
tal electrostatic potential is evaluated. Beyond the mere classical outlining of the problem,
Quantum Mechanics allows us to examine more deeply the analysis of the solute inserted in
the field of reaction of the solvent, making the relevant modifications in the quantum me-
chanical equations of the system under study with a view to introducing a term due to the
solvent reaction field.*® This permits a widening of the benefits which the use of the contin-
uum methods grant to other facilities provided for a quantical treatment of the system, such
as the optimization of the solute geometry,* the analysis of its wave function," the obtain-
ing of its harmonic frequencies," etc.; all of which in the presence of the solvent. In this
way a full analysis of the interaction solute-solvent can be reached at low computational
cost.

Continuum models essentially differ in:

* How the solute is described, either classically
or quantally

* How the solute charge distribution and its
interaction with the dielectric are obtained

* How the solute cavity and its surface are
described.

The first two topics are thoroughly consid-
ered in Chapter 8 by Prof. Tomasi, here we will
consider in detail the last topic.

2.1.3.3. Cavity surfaces

Earliest continuum models made use of oversim-
plified cavities for the insertion of the solute in the
dielectric medium such as spheres or ellipsoids. In
the last decades, the concept of molecular surface
as become more common. Thus, the surface has
been used in microscopic models of solution.***?
Linear relationships were also found between mo-
lecular surfaces and solvation free energies.”
Moreover, given that molecular surfaces can help
us in the calculation of the interaction of a solute
molecule with surroundings of solvent molecules,
they are one of the main tools in understanding the
solution processes and solvent effects on chemical
systems. Another popular application is the gener-
ation of graphic displays.*

One may use different types of molecular
cavities and surfaces definitions (e.g.
equipotential surfaces, equidensity surfaces, van
der Waals surfaces). Among them there is a subset
Figure 2.1.5. Molecular Surface models. (a) van that shares a common trait: they consider that a
der Waals Surface; (b) Accessible Surface and molecule may be represented as a set of rigid inter-
() Solvent Excluding Surface. locking spheres. There are three such surfaces: a)
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the van der Waals surface (WSURF), which is the external surface resulting from a set of
spheres centered on the atoms or group of atoms forming the molecule (Figure 2.1.5a); b)
the Accessible Surface (ASURF), defined by Richards and Lee* as the surface generated by
the center of the solvent probe sphere, when it rolls around the van der Waals surface (Fig-
ure 2.1.5b); and c) the Solvent Excluding Surface (ESURF) which was defined by
Richards* as the molecular surface and defined by him as composed of two parts: the con-
tact surface and the reentrant surface. The contact surface is the part of the van der Waals
surface of each atom which is accessible to a probe sphere of a given radius. The reentrant
surface is defined as the inward-facing part of the probe sphere when this is simultaneously
in contact with more than one atom (Figure 2.1.5¢). We defined”” ESURF as the surface en-
velope of the volume excluded to the solvent, considered as a rigid sphere, when it rolls
around the van der Waals surface. This definition is equivalent to the definition given by
Richards, but more concise and simple.

Each of these types of molecular surfaces is adequate for some applications. So, the
van der Waals surface is widely used in graphic displays. However, for the representation of
the solute cavity in a continuum model the
Accessible and the Excluding molecular
surfaces are the adequate models as far as
they take into account the solvent. The
main relative difference between both mo-
lecular surface models appears when one
considers the separation of two cavities in a
continuum model and more precisely the
cavitation contribution to the potential of
75 ; , ; : . 180 mean force associated to this process (Fig-
o ° ure 2.1.6). In fact, we have shown’' that

only using the Excluding surface the cor-
Figure 2.1.6. Variation of the area of the Solvent Accessi-

ble Surface and Solvent Excluding Surface of a methane rect §hape of the po'ten'tlaI of mean force is
dimer as a function of the intermolecular distance. obtained. The cavitation term cannot be

correctly represented by interactions

among only one center by solvent mole-
cule, such as the construction of the Accessible surface implies. The Excluding surface,
which gives the area of the cavity not accessible to the solvent whole sphere and which
should be close to the true envelope of the volume inaccessible to the solvent charge distri-
bution, would be a more appropriate model (Figure 2.1.7).

2.1.3.4 Supermolecule models

SES (A}

The study of the dissolution process can also be confronted in a direct manner analyzing the
specific interactions between one or more molecules of solute with a large or larger group of
solvent molecules. Quantum Mechanics is once again the ideal tool for dealing with this
type of system. Paradoxically, whilst on the one hand the experimental study of a system be-
comes complicated when we try to make an abstraction of the solvent, the theoretical study
becomes extraordinarily complicated when we include it. In this way, Quantum Mechanics
has been, since its origins, a useful tool and relatively simple to use in the study of isolated
molecules, with the behavior of a perfect gas. For this reason, Quantum Mechanics becomes
so useful in the study of systems which are found in especially rarefied gaseous surround-
ings, such as the case of the study of the molecules present in the interstellar medium.** Nev-
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Figure 2.1.7. The Solvent Excluding Surface of a particular solute is the envelope of the volume excluded to the
solvent considered as a whole sphere that represents its charge density.

ertheless, when studying systems in solution, the goodness of the results grows with the
number of solvent molecules included in the calculation, but so also does the computational
effort. Because of this, the main limitation of the supermolecule model is that it requires
computational possibilities which are not always accessible, especially if it is desired to
carry out the quantum mechanical calculations with a high level of quality. This problem is
sometimes resolved by severely limiting the number of solvent molecules which are taken
into account. However, this alternative will limit our hopes to know what is the global effect
of the solvent over the molecules of solute, specifically the far reaching interactions sol-
ute-solvent. Where the supermolecule model is effective is in the analysis of short distance
interactions between the molecules of the solute and those of the solvent, provided a suffi-
cient number of solvent molecules are included in the system being studied to reproduce the
effect being studied and provided that the calculation can be tackled computationally.* In
this manner the supermolecule model takes the advantage over other models of modelling
the solute-solvent interaction, which is the case of the continuum models. Recent advances
are removing the boundaries between the different computational strategies that deal with
solvent effects. A clear example is given by the Car-Parrinello approach where a quantum
treatment of the solute and solvent molecules is used in a dynamic study of the system.*

2.1.3.5 Application example: glycine in solution

A practical case to compare the advantages obtained with the utilization of the different
models can be found in the autoionization of the aminoacids in aqueous solution. The chem-
istry of the aminoacids in an aqueous medium has been at the forefront of numerous stud-
ies,”*7 due to its self-evident biological interest. Thanks to these studies, it is well known
that, whilst in the gas phase the aminoacids exist as non-autoionized structures, in aqueous
solution it is the zwiterionic form which is prevailing (Figure 2.1.8).

This transformation suggests that when an aminoacid molecule is introduced from
vacuum into the middle of a polar medium, which is the case of the physiological cellular
media, a severe change is produced in its properties, its geometry, its energy, the charges
which its atoms support, the dipolar molecular moment, etc., set off and conditioned by the
presence of the solvent.

Utilizing Quantum Mechanics to analyze the geometry of the glycine in the absence of
solvent, two energy minima are obtained (Figure 2.1.9), differentiated essentially by the ro-
tation of the acid group. One of them is the absolute energy minimum in the gas phase (I),
and the other is the conformation directly related with the ionic structure (II): The structure
which is furthest from the zwiterionic form, I, is 0.7 Kcal/mol more stable than II, which
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Figure 2.1.9. Quantum Mechanics predicts the existence of two conformers of glycine in the gas phase whose main
difference is the rotation of the acid group around the axis which joins the two carbons. The structure I, the furthest
from the zwiterionic geometry, is revealed to be the most stable in gas phase.

highlights the importance of the solvent for the autoionized form of the aminoacids to pre-
vail.

An analysis of the specific effects of the solvent in the formation and the stability of
the zwitterion can be addressed carrying out the calculations of the reaction path with and
without a molecule of water (Figure 2.1.10), this being within the philosophy of the
supermolecule calculations. This discrete molecule of solvent has been located such that it
actively participates in the migration of the proton from the oxygen to the nitrogen.”

That molecule of water forms two hydrogen bonds so much with the neutral glycine as
zwitterionic, and when the glycine is transformed from the neutral configuration to the
zwitterion the interchange of two atoms of hydrogen is produced between the aminoacid
and the molecule of solvent. Thus, we reproduce from a theoretical point of view the pro-
cess of protonic Table transfer of an aminoacid with the participation of the solvent
(intermolecular mechanism). Table 2.1.2 shows the relative energies of the three sol-
ute-solvent structures analysed, as well as that of the system formed by the amino acid and
the molecule of solvent individually.

The table shows that the neutral glycine - molecule of water complex is the most sta-
ble. Moreover, the energy barrier which drives the state of transition is much greater than
that which is obtained when Quantum Mechanics is used to reproduce the autoionization of
the glycine with the presence of the solvent by means of an intramolecular process.*® This
data suggests that even in the case where a larger number of water molecules are included in
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Figure 2.1.10. Intramolecular and intermolecular proton transfer in glycine, leading from the neutral form to the
zwitterionic one.

Table 2.1.2. Relative energies (in Kcal/mol) for the complexes formed between a
molecule of water with the neutral glycine (NE-H,0), the zwitterion (ZW-H,0), and the
state of transition (TS-H,0), as well as for the neutral glycine system and independent
molecule of water (NE+H,0), obtained with a base HF/6-31+G**

NE-H;O TS-H;O ZW'H20 NE+H20
0 29.04 16.40 4.32

the supermolecule calculation, the intramolecular mechanism will still continue as the pre-
ferred in the autoionization of the glycine. The model of supermolecule has been useful to
us, along with the competition of other models,***’ to shed light on the mechanism by which
an aminoacid is autoionized in aqueous solution.

If the calculations are done again but this time including the presence of the solvent by
means of a continuum model (implemented by means of a dielectric constant = 78.4; for the
water), the situation becomes different.*>* Now it is the conformation closest to the zwit-
terionic (II) which is the most stable, by some 2.7 Kcal/mol. This could be explained on the
basis of the greater dipolar moment of the structure (6.3 Debyes for the conformation II
compared to 1.3 of the conformation I).

The next step was to reproduce the formation of the zwitterion starting with the most
stable initial structure in the midst of the solvent (II). Using the continuum model, we ob-
serve how the structure II evolves towards a state of transition which, once overcome, leads
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t=200 fs =270 fs

=405 fs t=440 fs

Figure 2.1.11. The microscopic environment in which the formation of zwitterion takes place is exhibited in these
four “snapshots”. It is possible to see the re-ordering of the structure of the molecule of glycine, along with the
re-ordering of the shell of molecules of water which surround it, at 200, 270, 405 and 440 femtoseconds from the
beginning of the simulation of the process by Molecular Dynamics.

to the zwitterion (Figure 2.1.7). This transition structure corresponds, then, to an
intramolecular protonic transfer from the initial form to the zwiterionic form of the
aminoacid. The calculations carried out reveal an activation energy of 2.39 Kcal/mol, and a
reaction energy of -1.15 Kcal/mol at the MP2/6-31+G** level.

A more visual check of the process submitted to study is achieved by means of hybrid
QM/MM Molecular Dynamics,’® which permits “snapshots™ to be obtained which repro-
duce the geometry of the aminoacid surrounded by the solvent. In Figure 2.1.11 are shown
four of these snapshots , corresponding to times of 200, 270, 405 and 440 femtoseconds af-
ter commencement of the process.

In the first of these, the glycine has still not been autoionized. Two molecules of water
(identified as A and B) form hydrogen bonds with the nitrogen of the amine group, whilst
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only one (D) joins by hydrogen bond with the O,. Two more molecules of water (C and E)
appear to stabilize electrostatically the hydrogen of the acid (H,). The second snapshot has
been chosen whilst the protonic transfer was happening. In this, the proton (H,) appears
jumping from the acid group to the amine group. However, the description of the first shell
of hydratation around the nitrogen atoms, oxygen (O,) and of the proton in transit remain es-
sentially unaltered with respect to the first snapshot. In the third snapshot the aminoacid has
now reached the zwiterionic form, although the solvent still has not relaxed to its surround-
ings. Now the molecules of water A and B have moved closer to the atom of nitrogen, and a
third molecule of water appears imposed between them. At the same time, two molecules of
water (D and E) are detected united clearly by bridges of hydrogen with the atom of oxygen
(0,). All of these changes could be attributed to the charges which have been placed on the
atoms of nitrogen and oxygen. The molecule of water (C) has followed a proton in its transit
and has fitted in between this and the atom of oxygen (O,). In the fourth snapshot of the Fig-
ure 2.1.8 the relaxing of the solvent, after the protonic transfer, is now observed, permitting
the molecule of water (C) to appear better orientated between the proton transferred (H,)
and the atom of oxygen (O,), and this now makes this molecule of solvent strongly attached
to the zwitterion inducing into it appreciable geometrical distortions.

From the theoretical analysis carried out it can be inferred that the neutral conformer
of the glycine II, has a brief life in aqueous solution, rapidly evolving to the zwitterionic
species. The process appears to happen through an intramolecular mechanism and comes
accompanied by a soft energetic barrier. For its part, the solvent plays a role which is crucial
both to the stabilization of the zwitterion as well as to the protonic transfer. This latter is fa-
vored by the fluctuations which take place in the surroundings.

2.1.4 THERMODYNAMIC AND KINETIC CHARACTERISTICS OF CHEMICAL
REACTIONS IN SOLUTION

It is very difficult for a chemical equilibrium not to be altered when passing from gas phase
to solution. The free energy standard of reaction, AG®, is usually different in the gas phase
compared with the solution, because the solute-solvent interactions usually affect the reac-
tants and the products with different results. This provokes a displacement of the equilib-
rium on passing from the gas phase to the midst of the solution.

In the same way, and as was foreseen in section 2.1.1, the process of dissolution may
alter both the rate and the order of the chemical reaction. For this reason it is possible to use
the solvent as a tool both to speed up and to slow down the development of a chemical pro-
cess.

Unfortunately, little experimental information is available on how the chemical equi-
libria and the kinetics of the reactions become altered on passing from the gas phase to the
solution, since as commented previously, the techniques which enable this kind of analysis
are relatively recent. It is true that there is abundant experimental information, nevertheless,
on how the chemical equilibrium and the velocity of the reaction are altered when one same
process occurs in the midst of different solvents.

2.1.4.1 Solvent effects on chemical equilibria

The presence of the solvent is known to have proven influences in such a variety of chemi-
cal equilibria: acid-base, tautomerism, isomerization, association, dissociation,
conformational, rotational, condensation reactions, phase-transfer processes, etc.,' that its
detailed analysis is outside the reach of a text such as this. We will limit ourselves to analyz-
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ing superficially the influence that the solvent has on one of the equilibria of greatest rele-
vance, the acid-base equilibrium.

The solvent can alter an acid-base equilibrium not only through the acid or basic char-
acter of the solvent itself, but also by its dielectric effect and its capacity to solvate the dif-
ferent species which participate in the process. Whilst the acid or basic force of a substance
in the gas phase is an intrinsic characteristic of the substance, in solution this force is also a
reflection of the acid or basic character of the solvent and of the actual process of solvat-
ation. For this reason the scales of acidity or basicity in solution are clearly different from
those corresponding to the gas phase. Thus, toluene is more acid than water in the gas phase
but less acid in solution. These differences between the scales of intrinsic acidity-basicity
and in solution have an evident repercussion on the order of acidity of some series of chemi-
cal substances. Thus, the order of acidity of the aliphatic alcohols becomes inverted on pass-
ing from the gas phase to solution:

R' R'

in gas phase: R—CH,-OH < R—éH—OH < R—(IZ—OH
L
R R'

in solution: R—CH,-OH > R—(I?H—OH > R—#—OH
R"

The protonation free energies of MeOH to t-ButOH have been calculated in gas phase
and with a continuum model of the solvent.®' It has been shown that in this case continuum
models gives solvation energies which are good enough to correctly predict the acidity or-
dering of alcohols in solution. Simple electrostatic arguments based on the charge
delocalization concept, were used to rationalize the progressive acidity of the alcohols when
hydrogen atoms are substituted by methyl groups in the gas phase, with the effect on the so-
lution energies being just the opposite. Thus, both the methyl stabilizing effect and the elec-
trostatic interaction with the solvent can explain the acid scale in solution. As both terms are
related to the molecular size, this explanation could be generalized for acid and base equi-
libria of homologous series of organic compounds:

AH = A +H'
B+H" = BH'

In vacuo, as the size becomes greater by adding methyl groups, displacement of the
equilibria takes place toward the charged species. In solution, the electrostatic stabilization
is lower when the size increases, favoring the displacement of the equilibria toward the neu-
tral species. The balance between these two tendencies gives the final acidity or basicity or-
dering in solution. Irregular ordering in homologous series are thus not unexpected taking
into account the delicate balance between these factors in some cases.”

2.1.4.2 Solvent effects on the rate of chemical reactions

When a chemical reaction takes place in the midst of a solution this is because, prior to this,
the molecules of the reactants have diffused throughout the medium until they have met.
This prior step of the diffusion of the reactants can reach the point of conditioning the per-
formance of the reaction, especially in particularly dense and/or viscous surroundings. This
is the consequence of the liquid phase having a certain microscopic order which, although
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much less than that of the solid state, is not depreciable. Thus, in a solution, each molecule
of solute finds itself surrounded by a certain number of molecules of solvent which enve-
lope it forming what has been denominated as the solvent cage. Before being able to escape
from the solvent cage each molecule of solute collides many times with the molecules of
solvent which surround it.

In the case of a dilute solution of two reactants, A and B, their molecules remain for a
certain time in a solvent cage. If the time needed to escape the solvent cage by the molecules
A and B is larger than the time needed to suffer a bimolecular reaction, we can say that this
will not find itself limited by the requirement to overcome an energetic barrier, but that the
reaction is controlled by the diffusion of the reactants. The corresponding reaction rate will,
therefore, have a maximum value, known as diffusion-controlled rate. It can be demon-
strated that the diffusion-limited bimolecular rate constants are of the order of 10'°-10"
M's”, when A and B are ions with opposite charges.® For this reason, if a rate constant is of
this order of magnitude, we must wait for the reaction to be controlled by the diffusion of the
reactants. But, if the rate constant of a reaction is clearly less than the diffusion-limited
value, the corresponding reaction rate is said to be chemically controlled.

Focusing on the chemical aspects of the reactivity, the rupture of bonds which goes
along with a chemical reaction usually occurs in a homolytic manner in the gas phase. For
this reason, the reactions which tend to prevail in this phase are those which do not involve a
separation of electric charge, such as those which take place with the production of radicals.
In solution, the rupture of bonds tends to take place in a heterolytic manner, and the solvent
is one of the factors which determines the velocity with which the process takes place. This
explains that the reactions which involve a separation or a dispersion of the electric charge
can take place in the condensed phase. The effects of the solvent on the reactions which in-
volve a separation of charge will be very drawn to the polar nature of the state of transition
of the reaction, whether this be a state of dipolar transition, isopolar or of the free-radical
type. The influence of the solvent, based on the electric nature of the substances which are
reacting, will also be essential, and reactions may occur between neutral nonpolar mole-
cules, between neutral dipolar molecules, between ions and neutral nonpolar molecules, be-
tween ions and neutral polar molecules, ions with ions, etc. Moreover, we should bear in
mind that alongside the non specific solute-solvent interactions (electrostatic, polarization,
dispersion and repulsion), specific interactions may be present, such as the hydrogen bonds.

Table 2.1.3. Relative rate constants of the Menschutkin reaction between
triethylamine and iodoethane in twelve solvents at 50°C. In 1,1,1-trichloroethane the
rate constant is 1.80x10”° | mol™ s'. Data taken from reference 40

Solvent Relative rate Solvent Relative rate
constant constant
1,1,1-Trichloroethane 1 Acetone 17.61
Chlorocyclohexane 1.72 Cyclohexanone 18.72
Chlorobenzene 5.17 Propionitrile 33.11
Chloroform 8.56 Benzonitrile 42.50
1,2-Dichlorobenzene 10.06
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Figure 2.1.12. Models of the reaction studied for the addition of azide anion to tetrafuranosides. The experimental
product ratio is also given.

The influence of the solvent on the rate at which a chemical reaction takes place was
already made clear, in the final stages of the XIX century, with the reaction of Menschutkin
between tertiary amines and primary haloalkanes to obtain quaternary ammonium salts.**
The reaction of Menschutkin between triethylamine and iodoethane carried out in different
media shows this effect (Table 2.1.3):

2.1.4.3 Example of application: addition of azide anion to tetrafuranosides

The capacity of the solvent to modify both the thermodynamic and also the kinetic aspects
of'a chemical reaction are observed in a transparent manner on studying the stationary struc-
tures of the addition of azide anion to tetrafuranosides, particularly: methyl
2,3-dideoxy-2,3-epimino-a-L-erythrofuranoside (I), methyl 2,3-anhydro-a-L-erythro-
furanoside (II), and 2,3-anhydro-3-L-erythrofuranoside (IIT). An analysis with molecular
orbital methods at the HF/3-21G level permits the potential energy surface in vacuo to be
characterized, to locate the stationary points and the possible reaction pathways.® The ef-
fect of the solvent can be implemented with the aid of a polarizable continuum model. Fig-
ure 2.1.12 shows the three tetrafuranosides and the respective products obtained when azide
anion attacks in C; (P1) or in C, (P2).

The first aim of a theoretical study of a chemical reaction is to determine the reaction
mechanism that corresponds to the minimum energy path that connects the minima of reac-
tant and products and passes through the transition state (TS) structures on the potential en-
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Figure 2.1.13. Representation of the stationary points (reactants, reactant complex, transition states, and products)
for the molecular mechanism of compound I. For the TS s the components of the transition vectors are depicted by
arrows.

ergy surface. In this path the height of the barrier that exists between the reactant and TS is
correlated to the rate of each different pathway (kinetic control), while the relative energy of
reactants and products is correlated to equilibrium parameters (thermodynamic control).
The second aim is how the solute-solvent interactions affect the different barrier heights and
relative energies of products, mainly when charged or highly polar structures appear along
the reaction path. In fact, the differential stabilization of the different stationary points in the
reaction paths can treat one of them favorably, sometimes altering the relative energy order
found in vacuo and, consequently, possibly changing the ratio of products of the reaction.
An analysis of the potential energy surface for the molecular model I led to the location of
the stationary points showed in Figure 2.1.13.

The results obtained for the addition of azide anion to tetrafuranosides with different
molecular models and in different solvents can be summarized as follows:*

* For compound I, in vacuo, P1 corresponds to the path with the minimum activation
energy, while P2 is the more stable product (Figures 2.1.14 and 2.1.15). When the
solvent effect is included, P1 corresponds to the path with the minimum activation
energy and it is also the more stable product. For compound II, in vacuo, P2 is the
more stable product and also presents the smallest activation energy. The inclusion
of the solvent effect in this case changes the order of products and transition states
stability. For compound III, P1 is the more stable product and presents the smallest
activation energy both in vacuo and in solution.

* A common solvent effect for the three reactions is obtained: as far as the dielectric
constant of the solvent is augmented, the energy difference between P1 and P2
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Figure 2.1.14. Schematic representation of the relative
energies (in Kcal/mol) for the products P1 and P2, in
vacuo (€= 1), DMF (&£=36.7), or EtOH (g =24.3), and
in water (¢ = 78.4).

Figure 2.1.15. Schematic representation of the relative
energies of activation (in Kcal/mol) for the transition
states TS1 and TS2, in vacuo (€ = 1), DMF (€ =36.7),
or EtOH (¢ =24.3), and in water (¢ = 78.4).

increases, favoring thermodynamically the path leading to P1. On the other hand, an
opposite influence is evident in the case of the transition states, so an increase of the
dielectric constant kinetically favors the path leading to P2.
All this data makes evident the crucial role which the solvent plays both in the thermo-
dynamics and in the kinetics of the chemical reaction analysed.

2.1.5 SOLVENT CATALYTIC EFFECTS

Beyond the solvent as merely making possible an alternative scenery to the gas phase, be-

yond its capacity to alter the thermodynamics of a process, the solvent can also act as a

catalyst of some reactions, and can reach the point of altering the mechanism by which the
reaction comes about.

An example of a reaction in which the

N H R solvent is capable of altering the mecha-
C{OH)—C==C—R, Ne=cH—0— : : ;
e . [ ° nism through which the reaction takes place
2 2
o}

is that of Meyer-Schuster, which is much
utilized in organic synthesis.®®”" This con-

Figure 2.1.16. Reaction of Meyer-Schuster. sists of the isomerization in an acid medium
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_ + of secondary and tertiary

O-acetylenic alcohols to carbon-

ylic o,B-unsaturated compounds

OH | OH2 (Figure 2.1.16).

Its mechanism consists of
three steps (Figure 2.1.17). The
first one is the protonation of the
OH2 oxygen atom. The second, which
- + B ] determines the reaction rate, is

2 Nee—c=—=c” that in which the 1.3 shift from the
2 -~ protonated hydroxyl group is pro-
duced through the triple bond to

[ give way to the structure of alenol.

The last stage corresponds to the
deprotonation of the alenol, pro-
ducing a keto-enolic tautomerism

J‘ 0 which displaces towards the

ketonic form.

Figure 2.1.17. Steps of the reaction of Meyer-Schuster. For the step which limits the
reaction rate (rate limiting step),
three mechanisms have been pro-

posed, two of which are intramolecular - denominated intramolecular, as such, and

solvolytic - and the other intermolecular (Figure 2.1.18). The first of these implies a cova-
lent bond between water and the atoms of carbon during the whole of the transposition. In

the solvolytic mechanism there is an initial rupture from the O-C, bond, followed by a

nucleophilic attack of the H,O on the C;. Whilst the intermolecular mechanism corresponds

to a nucleophilic attack of H,O on the terminal carbon C; and the loss of the hydroxyl group

protonated of the C,.

The analysis of the first two mechanisms showed™ the solvolytic mechanism as the
most favorable localizing itself during the reaction path to an alquinylic carbocation inter-
acting electrostatically with a molecule of water. This fact has been supported by the exper-
imental detection of alquinylic carbocations in solvolytic conditions. Things being like that,
two alternatives remain for the slow stage of the Meyer-Schuster reaction, the solvolytic
and the intermolecular mechanism, and it seems that the solvent has a lot to say in this.

Although both mechanisms evolve in two steps, these are notably different. In the
intermolecular mechanism, the first transition state can be described as an almost pure elec-
trostatic interaction of the entrant molecule of water with the C;, whilst the C, remains
united covalently to the protonated hydroxyl group. This first transition state leads to a in-
termediate in which the two molecules of water are covalently bonded to the C, and C; at-
oms. The step from the intermediate to the product takes place through a second transition
state, in which the C; is covalently bonded to the molecule of entrant water and there is an
electrostatic interaction of the other water molecule. In the mechanism which we call
solvolytic, the first transition state corresponds to the pass from covalent to electrostatic in-
teraction of the H,O united to the C,, that is to say, to a process of solvolysis, so, the water
molecule remains interacting electrostatically with the carbons C, and C;.
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Figure 2.1.18. Three different mechanism for the rate-limiting step of the reaction of Meyer-Schuster.

On comparing the solvolytic and intermolecular processes a smaller potential barrier
is observed for the latter, thus the solvent plays an active part in the Meyer-Schuster reac-
tion, being capable of changing radically the mechanism through which this takes place. It
seems clear that in the presence of aqueous solvents the nucleophilic attack on the C; pre-
cedes the loss of the water (solvolysis): a lesser activation energy corresponds to the
intermolecular process than to the solvolytic. Moreover, if we analyze the intermolecular
mechanism we can verify that the solvent stabilizes both the reactants as well as the prod-
ucts by the formation of hydrogen bridges.

Epilogue
As a fish in the midst of the ocean, the reactants are usually found in the midst of a solution
in our laboratory tests. In the same way as in the ocean where there is both danger and a
heaven for the fish, in the internal scenery of a solution the chemical reactions can be
speeded up or slowed down, favored thermodynamically or prejudiced. In this way, on
passing from vacuum to a solution, the molecules of the reactants can experience alterations
in their geometry, the distribution of their charges, or their energy, which can have an effect
on the outcome of the reaction. In the preceding pages we have attempted to make clear
these solute-solvent influences, and to achieve this we have plunged, hand in hand with the-
oretical chemistry, into the microscopic and recondite environment of the solutions.
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2.2 MOLECULAR DESIGN OF SOLVENTS

KOICHIRO NAKANISHI
Kurashiki Univ. Sci. & the Arts, Okayama, Japan

2.2.1 MOLECULAR DESIGN AND MOLECULAR ENSEMBLE DESIGN

Many of chemists seem to conjecture that the success in developing so-called high-func-
tional materials is the key to recover social responsibility. These materials are often com-
posed of complex molecules, contain many functional groups and their structure is of
complex nature. Before establishing the final target compound, we are forced to consider
many factors, and we are expected to minimize the process of screening these factors effec-
tively.

At present, such a screening is called “design”. If the object of screening is each mole-
cule, then it is called “molecular design”. In similar contexts are available “material de-
sign”, “solvent design”, “chemical reaction design”, etc. We hope that the term “molecular
ensemble design” could have the citizenship in chemistry. The reason for this is as below.

Definition of “molecular design” may be expressed as to find out the molecule which
has appropriate properties for a specific purpose and to predict accurately via theoretical ap-
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proach the properties of the molecule. If the molecular system in question consists of an iso-
lated free molecule, then it is “molecular design”. If the properties are of complex
macroscopic nature, then it is “material design”. Problem remains in the intermediate be-
tween the above two. Because fundamental properties shown by the ensemble of molecules
are not always covered properly by the above two types of design. This is because the mo-
lecular design is almost always based on quantum chemistry of free molecule and the mate-
rial design relies too much on empirical factor at the present stage. When we proceed to
molecular ensemble (mainly liquid phase), as the matter of fact, we must use statistical me-
chanics as the basis of theoretical approach.

Unfortunately, statistical mechanics is not familiar even for the large majority of
chemists and chemical engineers. Moreover, fundamental equations in statistical mechan-
ics cannot often be solved rigorously for complex systems and the introduction of approxi-
mation becomes necessary to obtain useful results for real systems. In any theoretical
approach for molecular ensemble, we must confront with so-called many-body problems
and two-body approximations must be applied. Even in the frameworks of this approxima-
tion, our knowledge on the intermolecular interaction, which is necessary in statistical me-
chanical treatment is still poor.

Under such a circumstance, numerical method should often be useful. In the case of
statistical mechanics of fluids, we have Monte Carlo (MC) simulation based on the Metrop-
olis scheme. All the static properties can be numerically calculated in principle by the MC
method.

Another numerical method to supplement the MC method should be the numerical in-
tegration of the equations of motion. This kind of calculation for simple molecular systems
is called molecular dynamics (MD) method where Newton or Newton-Euler equation of
motion is solved numerically and some dynamic properties of the molecule involved can be
obtained.

These two methods are invented, respectively, by the Metropolis group (MC, Metrop-
olis et al., 1953)" and Alder’s group (MD, Alder et al., 1957)* and they are the molecular
versions of computer experiments and therefore called now molecular simulation.’ Molecu-
lar simulation plays a central role in “molecular ensemble design”. They can reproduce
thermodynamics properties, structure and dynamics of a group of molecules by using high
speed supercomputer. Certainly any reasonable calculations on molecular ensemble need
long computer times, but the advance in computer makes it possible that this problem be-
comes gradually less serious.

Rather, the assignment is more serious with intermolecular interaction potential used.
For simple molecules, empirical model potential such as those based on Lennard-Jones po-
tential and even hard-sphere potential can be used. But, for complex molecules, potential
function and related parameter value should be determined by some theoretical calcula-
tions. For example, contribution of hydrogen-bond interaction is highly large to the total in-
teraction for such molecules as H,O, alcohols etc., one can produce semi-empirical
potential based on quantum-chemical molecular orbital calculation. Molecular ensemble
design is now complex unified method, which contains both quantum chemical and statisti-
cal mechanical calculations.

2.2.2 FROM PREDICTION TO DESIGN

It is not new that the concept of “design” is brought into the field of chemistry. Moreover,
essentially the same process as the above has been widely used earlier in chemical engineer-
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ing. It is known as the prediction and correlation methods of physical properties, that is, the
method to calculate empirically or semi-empirically the physical properties, which is to be
used in chemical engineering process design. The objects in this calculation include ther-
modynamic functions, critical constant, phase equilibria (vapor pressure, etc.) for one-com-
ponent systems as well as the transport properties and the equation of state. Also included
are physical properties of two-components (solute + pure solvent) and even of three-compo-
nents (solute + mixed solvent) systems. Standard reference, “The properties of Gases and
Liquids; Their Estimation and Prediction”," is given by Sherwood and Reid. It was revised
once about ten years interval by Reid and others. The latest 4th edition was published in
1987. This series of books contain excellent and useful compilation of “prediction” method.
However, in order to establish the method for molecular ensemble design we need to follow
three more stages.

(1) Calculate physical properties of any given substance. This is just the establishment
and improvement of presently available “prediction” method.
) Calculate physical properties of model-substance. This is to calculate physical

properties not for each real molecule but for “model”. This can be done by
computer simulation. On this stage, compilation of model"substance data base will
be important.

3) Predict real substance (or corresponding “model”) to obtain required physical
properties. This is just the reverse of the stage (1) or (2). But, an answer in this
stage is not limited to one particular substance.

The scheme to execute these three stages for a large variety of physical properties and
substances has been established only to a limited range. Especially, important is the estab-
lishment of the third stage, and after that, “molecular ensemble design” will be worth to dis-
cuss.

2.2.3 IMPROVEMENT IN PREDICTION METHOD

Thus, the development of “molecular ensemble design” is almost completely future assign-
ment. In this section, we discuss some attempts to improve prediction at the level of stage
(1). It is taken for the convenience’s sake from our own effort. This is an example of re-
peated improvements of prediction method from empirical to molecular level.

The diffusion coefficient D, of solute 1 in solvent 2 at infinitely dilute solution is a fun-
damental property. This is different from the self-diffusion coefficient D, in pure liquid.
Both D, and D, are important properties. The classical approach to D, can be done based on
Stokes and Einstein relation to give the following equation

D, =kT | 61, [2.2.1]

where D, at constant temperature T can be determined by the radius r, of solute molecule
and solvent viscosity I, (k is the Boltzmann constant). However, this equation is valid only
when the size of solvent molecule is infinitely small, namely, for the diffusion in continuous
medium. It is then clear that this equation is inappropriate for molecular mixtures. The well
known Wilke-Chang equation,’ which corrects comprehensively this point, can be used for
practical purposes. However, average error of about 10% is inevitable in the comparison
with experimental data.
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One attempt® to improve the agreement with experimental data is to use
Hammond-Stokes relation in which the product Din, is plotted against the molar volume ra-
tio of solvent to solute Vr. The slope is influenced by the following few factors, namely,

(1) self-association of solvent,
(2) asymmetricity of solvent shape, and
3) strong solute-solvent interactions.

If these factors can be taken properly into account, the following equation is obtained.
Dn, I T=K,IV)® +K,VrIT [2.2.2]

Here constants K, and K, contain the parameters coming from the above factors and
V, is the molar volume of solute.

This type of equation [2.2.2] cannot be always the best in prediction, but physical im-
age is clearer than with other purely empirical correlations. This is an example of the stage
(1) procedure and in order to develop a stage (2) method, we need MD simulation data for
appropriate model.

2.2.4 ROLE OF MOLECULAR SIMULATION

We have already pointed out that statistical mechanical method is indispensable in “molec-
ular ensemble design”. Full account of molecular simulation is given in some books® and
will not be reproduced here. Two types of approaches can be classified in applying this
method.

The first one makes every effort to establish and use as real as exact intermolecular in-
teraction in MC and MD simulation. It may be limited to a specific type of compounds. The
second is to use simple model, which is an example of so-called Occam’s razor. We may ob-
tain a wide bird-view from there.

In the first type of the method, intermolecular interaction potential is obtained based
on quantum-chemical calculation. The method takes the following steps.

(1) Geometry (interatomic distances and angles) of molecules involved is determined.
For fundamental molecules, it is often available from electron diffraction studies.
Otherwise, the energy gradient method in molecular orbital calculation can be
utilized.

(2) The electronic energy for monomer E, and those for dimers of various mutual
configurations E, are calculated by the so-called ab initio molecular orbital
method, and the intermolecular energy E,-2E, is obtained.

3) By assuming appropriate molecular model and semi-empirical equation,
parameters are optimized to reproduce intermolecular potential energy function.

Representative example of preparation of such potential energy function, called now
ab initio potential would be MCY potential for water-dimer by Clementi et al.” Later, simi-
lar potentials have been proposed for hetero-dimer such as water-methanol.® In the case of
such hydrogen-bonded dimers, the intermolecular energy E,-2E, can be fairly large value
and determination of fitted parameters is successful. In the case of weak interaction, ab in-
itio calculation needs long computer time and optimization of parameter becomes difficult.
In spite of such a situation, some attempts are made for potential preparation, e.g., for ben-
zene and carbon dioxide with limited success.

To avoid repeated use of long time MO calculation, Jorgensen et al.” has proposed
MO-based transferable potential parameters called TIPS potential. This is a potential ver-
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Figure 2.2.1. A scheme for the design of molecular ensembles.

sion of additivity rule, which has now an empirical character. It is however useful for practi-
cal purposes.

2.2.5 MODEL SYSTEM AND PARADIGM FOR DESIGN

The method described above is so to speak an orthodox approach and the ability of pres-
ent-day’s supercomputer is still a high wall in the application of molecular simulation. Then
the role of the second method given in the last section is highly expected.

It is the method with empirical potential model. As the model, the approximation that
any molecule can behave as if obeying Lennard-Jones potential seems to be satisfactory.
This (one-center) L] model is valid only for rare gases and simple spherical molecules. But
this model may also be valid for other simple molecules as a zeroth approximation. We may
also use two-center LJ model where interatomic interactions are concentrated to the major
two atoms in the molecule. We expect that these one-center and two-center LJ models will
play a role of Occam’s razor.

We propose a paradigm for physical properties prediction as shown in Figure 2.2.1.
This corresponds to the stage (2) and may be used to prepare the process of stage (3),
namely, the molecular ensemble design for solvents.

Main procedures in this paradigm are as follows; we first adopt target molecule or
mixture and determine their LJ parameters. At present stage, LJ parameters are available
only for limited cases. Thus we must have method to predict effective LJ parameters.
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For any kinds of mixtures, in addition to LJ parameters for each component, combin-
ing rule (or mixing rule) for unlike interaction should be prepared. Even for simple liquid
mixtures, conventional Lorentz-Berthelot rule is not good answer.

Once potential parameters have been determined, we can start calculation downward
following arrow in the figure. The first key quantity is radial distribution function g(r)
which can be calculated by the use of theoretical relation such as Percus-Yevick (PY) or
Hypernetted chain (HNC) integral equation. However, these equations are an approxima-
tions. Exact values can be obtained by molecular simulation. If g(r) is obtained accurately as
functions of temperature and pressure, then all the equilibrium properties of fluids and fluid
mixtures can be calculated. Moreover, information on fluid structure is contained in g(r) it-
self.

On the other hand, we have, for non-equilibrium dynamic property, the time correla-
tion function TCF, which is dynamic counterpart to g(r). One can define various TCF’s for
each purpose. However, at the present stage, no extensive theoretical relation has been de-
rived between TCF and r). Therefore, direct determination of self-diffusion coefficient,
viscosity coefficient by the molecular simulation gives significant contribution in dynamics
studies.

Concluding Remarks
Of presently available methods for the prediction of solvent physical properties, the solubil-
ity parameter theory by Hildebrand'® may still supply one of the most accurate and compre-
hensive results. However, the solubility parameter used there has no purely molecular
character. Many other methods are more or less of empirical character.

We expect that the 21th century could see more computational results on solvent prop-
erties.
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APPENDIX

PREDICTIVE EQUATION FOR THE DIFFUSION COEFFICIENT IN DILUTE
SOLUTION

Experimental evidence is given in Figure 2.2.2 for the prediction based on equation [2.2.1].
The diffusion coefficient D, of solute A in solvent B at an infinite dilution can be calculated
using the following equation:

_Hoo7x10*  240x10°A,S,V, HT
° E [IAVA]‘V3 IASAVA %]B

[2.2.3]
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Figure 2.2.2. Hammond-Stokes plot for diffusion of iodine and carbon tetrachloride in various solvents at
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data for the same solvent from different sources. [Adapted, by permission, from K. Nakanishi, Bull. Chem. Soc. Ja-
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where D, is in cm”s™'. V,, and Vy, are the liquid molar volumes in cm® mol™” of A and B at the
temperature T in K, and the factors I, S, and A are given in original publications,*® and ) is
the solvent viscosity, in cP.

Should the pure solute not be a liquid at 298 K, it is recommended that the liquid vol-
ume at the boiling point be obtained either from data or from correlations.* Values of D,
were estimated for many (149) solute-solvent systems and average error was 9.1 %.

2.3 BASIC PHYSICAL AND CHEMICAL PROPERTIES OF SOLVENTS

GEORGE WYPYCH
ChemTec Laboratories, Inc., Toronto, Canada

This section contains information on the basic relationships characterizing the physical and
chemical properties of solvents and some suggestions regarding their use in solvent evalua-
tion and selection. The methods of testing which allow us to determine some of physical and
chemical properties are found in Chapter 15. The differences between solvents of various
chemical origin are discussed in Chapter 3, Section 3.3. The fundamental relationships in
this chapter and the discussion of different groups of solvents are based on extensive
CD-ROM database of solvents which can be obtained from ChemTec Publishing. The data-
base has 110 fields which contain various data on solvent properties which are discussed
below. The database can be searched by the chemical name, empirical formula, molecular
weight, CAS number and property. In the first case, full information on a particular solvent
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is returned. In the second case, a list of solvents and their values for the selected property are
given in tabular form in ascending order of the property in question.

2.3.1 MOLECULAR WEIGHT AND MOLAR VOLUME

The molecular weight of a solvent is a standard but underutilized component of the informa-
tion on properties of solvents. Many solvent properties depend directly on their molecular
weights. The hypothesis of Hildebrand-Scratchard states that solvent-solute interaction oc-
curs when solvent and polymer segment have similar molecular weights. This is related to
the hole theory according to which a solvent occupying a certain volume leaves the same
volume free when it is displaced. This free volume should be sufficient to fit the polymer
segment which takes over the position formerly occupied by the solvent molecule.

Based on this same principle, the diffusion coefficient of a solvent depends on its mo-
lecular mass (see equations [6.2] and [6.3]). As the molecular weight of a solvent increases
its diffusion rate also increases. If there were no interactions between solvent and solute, the
evaporation rate of the solvent would depend on the molecular weight of the solvent. Be-
cause of various interactions, this relationship is more complicated but solvent molecular
weight does play an essential role in solvent diffusion. This is illustrated best by membranes
which have pores sizes which limit the size of molecules which may pass through. The re-
sistance of a material to solvents will be partially controlled by the molecular weight of the
solvent since solvent molecules have to migrate to the location of the interactive material in
order to interact with it.

The chemical potential of a solvent also depends on its molecular weight (see eq.
[6.6]). If all other influences and properties are equal, the solvent having the lower molecu-
lar weight is more efficiently dissolving materials, readily forms gels, and swells materials.
All this is controlled by the molecular interactions between solvent and solute. In other
words, at least one molecule of solvent involved must be available to interact with a particu-
lar segment of solute, gel, or network. If solvent molecular weight is low more molecules
per unit weight are available to affect such changes. Molecular surface area and molecular
volume are part of various theoretical estimations of solvent properties and they are in part

dependent on the molecular mass of the sol-
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ject in the Section 2.3.19). As heat of vaporization increases, the solubility parameter also
increases.

Molar volume is a rather speculative, theoretical term. It can be calculated from Avo-
gadro’s number but it is temperature dependent. In addition, free volume is not taken into
consideration. Molar volume can be expressed as molecular diameter but solvent molecules
are rather non-spherical therefore diameter is often misrepresentation of the real dimension.
It can be measured from the studies on interaction but results differ widely depending on the
model used to interpret results.

2.3.2 BOILING AND FREEZING POINTS

Boiling and freezing points are two basic properties of solvents often included in specifica-
tions. Based on their boiling points, solvents can be divided to low (below 100°C), medium
(100-150°C) and high boiling solvents (above 150°C).

The boiling point of liquid is frequently used to estimate the purity of the liquid. A
similar approach is taken for solvents. Impurities cause the boiling point of solvents to in-
crease but this increase is very small (in the order of 0.01°C per 0.01% impurity). Con-
sidering that the error of boiling point can be large, contaminated solvents may be
undetected by boiling point measurement. If purity is important it should be evaluated by
some other, more sensitive methods. The difference between boiling point and vapor con-
densation temperature is usually more sensitive to admixtures. If this difference is more
than 0.1°C, the presence of admixtures can be suspected.

The boiling point can also be used to evaluate interactions due to the association
among molecules of solvents. For solvents with low association, Trouton’s rule, given by
the following equation, is fulfilled:

AH; o
NSy =—" =88Jmol ' K™ [2.3.1]
Ty
where:
AS;, molar change of enthalpy
AHy, molar change of entropy
Ty, boiling point

If the enthalpy change is high it suggests that the solvent has a strong tendency to form asso-
ciations.

Boiling point depends on molecular weight but also on structure. It is generally lower
for branched and cyclic solvents. Boiling and freezing points are important considerations
for solvent storage. Solvents are frequently stored under nitrogen blanket and they contrib-
ute to substantial emissions during storage. Freezing point of some solvents is above tem-
peratures encountered in temperate climatic conditions. Although, solvents are usually very
stable in their undercooled state, they rapidly crystallize when subjected to any mechanical
or sonar impact.

Figures 2.3.2 to 2.3.6 illustrate how the boiling points of individual solvents in a group
are related to other properties. Figure 2.3.2 shows that chemical structure of a solvent af-
fects the relationship between its viscosity and the boiling point. Alcohols, in particular,
show a much larger change in viscosity relative to boiling point than do aromatic hydrocar-
bons, esters and ketones. This is caused by strong associations between molecules of alco-
hols, which contain hydroxyl groups. Figure 2.3.3 shows that alcohols are also less volatile
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than other three groups of solvents and for the same reason. Viscosity and evaporation rate
of aromatic hydrocarbons, esters, and ketones follow single relationship for all three groups
of solvents, meaning that the boiling point has strong influence on these two properties.
There are individual points on this set of graphs which do not fall close to the fitted curves.
These discrepancies illustrate that chemical interactions influence viscosity and evapora-
tion rate. However, for most members of the four groups of solvents, properties correlate
most strongly with boiling point.

All linear relationships in Figure 2.3.4 indicate that specific heat is strongly related to
the boiling point which is in agreement with the fact that boiling point is influenced by mo-
lecular weight. However, there are substantial differences in the relationships between dif-
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ferent groups of solvents and many experimental points are scattered. Figure 2.3.5 verifies
the origin of flash point which has strong correlation with boiling point. Here, all four chem-
ical groups of solvents have the same relationship.

Odor threshold is an approximate but quite unreliable method of detection of solvent
vapors. As the boiling point increases, the odor threshold (concentration in air when odor
becomes detectable) decreases (Figure 2.3.6). This may suggest that slower evaporating
solvents have longer residence time close to the source of contamination.

Figure 2.3.7 shows the relationship between boiling and freezing points. A general
rule is that the difference between boiling and freezing points for analyzed solvents is
190+£30°C. Relatively small fraction of solvents does not follow this rule. Natural solvent
mixtures such as aromatic or aliphatic hydrocarbons deviate from the rule (note that hydro-
carbons in Figure 2.3.7 depart from the general relationship). If more groups of solvents is
investigated, it will be seen that CFCs, amines, and acids tend to have a lower temperature
difference between boiling and freezing points whereas some aliphatic hydrocarbons and
glycol ethers have a tendency towards a larger difference.

2.3.3 SPECIFIC GRAVITY

The specific gravity of most solvents is lower than that of water. When solvent is selected
for extraction it is generally easy to find one which will float on the surface of water. Two
groups of solvents: halogenated solvents and polyhydric alcohols have specific gravity
greater than that of water. The specific gravity of alcohols and ketones increases with in-
creasing molecular weight whereas the specific gravity of esters and glycol ethers decreases
as their molecular weight decreases.

The specific gravity of solvents affects their industrial use in several ways. Solvents
with a lower density are more economical to use because solvents are purchased by weight
but many final products are sold by volume. The specific gravity of solvent should be con-
sidered in the designs for storage systems and packaging. When switching the solvent types
in storage tanks one must determine the weight of new solvent which can be accommodated
in the tank. A container of CFC with a specific gravity twice that of most solvents, may be



2.3 Basic physical and chemical properties 47

1-44\\\\HHHHHHHH‘HH‘HH

175 L ! ! . . . . ]

‘ | ‘ ! . Coo ! ‘ ‘ ! o H

N N =

- E AR S S < TR

3 O I B iy S e

B4l oset o E

2 3 3 3 ; ] © 138 A Lo S -
= \ - i > - ) ' ! ! '

S 14 go T B o ]

o S | S 136 o ! ! ! .

5 s | B

1.35 —B— aromatic CH o/ ' B

r — — esters 134/ . —¢c—— normal i

a ! ! - =X - - ketones 7 ‘ —E=— branched |-

1.30 50 100 150 200 250 1.32’HuiHHiHH\HH\HH\HH\HH

2 3 4 5 6 7 8
Number of carbon atoms in alcohol

Molecular weight, Daltons

Figure 2.3.8. Refractive index for four groups of  Figure 2.3.9. Refractive index of normal and branched
solvents as the function of their molecular weight. alcohols as the function of number of carbon atoms in
alcohol.

too heavy to handle. When metering by volume, temperature correction should always be
used because solvent specific gravity changes substantially with temperature.

2.3.4 REFRACTIVE INDEX

Refractive index is the ratio of the velocity of light of a specified wavelength in air to its ve-
locity in the examined substance. When the principle of measurement is used it may be de-
fined as the sine of the angle of incidence divided by the the sine of the angle of refraction.
The absolute angle of refraction (relative to vacuum) is obtained by dividing the refractive
index relative to air by a factor of 1.00027 which is the absolute refractive index of air. The
ratio of the sines of the incident and refractive angles of light in the tested liquid is equal to
the ratio of light velocity to the velocity of light in vacuum (that is why both definitions are
correct). This equality is also referred to as Snell’s law.

Figures 2.3.8 and 2.3.9 show the relationship between the molecular weight of a sol-
vent and its refractive index. Figure 2.3.8 shows that there is a general tendency for the re-
fractive index to increase as the molecular weight of the solvent increases. The data also
indicates that there must be an additional factor governing refractive index. The chemical
structure of the molecule also influences refractive index (Figure 2.3.9). Normal alcohols
have a slightly higher refractive index than do branched alcohols. Cyclic alcohols have
higher refractive indices than the linear and branched alcohols. For example, 1-hexanol has
refractive index of of 1.416, 4-methyl-2-pentanol 1.41, and cyclohexanol 1.465. Aromatic
hydrocarbons are not dependent on molecular weight but rather on the position of
substituent in the benzene ring (e.g., m-xylene has refractive index of 1.495, o-xylene
1.503, and p-xylene 1.493).

The data also show that the differences in refractive indices are rather small. This im-
poses restrictions on the precision of their determination. Major errors stem from poor in-
strument preparation and calibration and inadequate temperature control. The refractive
index may change on average by 0.0005/°C. Refractive index is useful tool for determina-
tion of solvent purity but the precision of this estimation depends on relative difference be-
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tween the solvent and the impurity. If this difference is small, the impurities, present in
small quantities, will have little influence on the reading.

2.3.5 VAPOR DENSITY AND PRESSURE

The relative vapor density of solvents is given by the following equation:

d, =5 [2.3.2]

vp
air

where:
M, the molecular mass of solvents
M, the molecular mass of air (28.95 Daltons)

Figure 2.3.10 shows that the vapor density has linear correlation with molecular mass and
that for both alcohols and ketones (as well as the other solvents) the relationship is similar.
The data also show that solvent vapor densities are higher than air density. This makes ven-
tilation a key factor in the removal of these vapors in the case of spill or emissions from
equipment. Otherwise, the heavier than air vapors will flow along floors and depressions
filling pits and subfloor rooms and leading to toxic exposure and/or risk of ignition and sub-
sequent explosions.

The Clausius-Clapeyron equation gives the relationship between molecular weight of
solvent and its vapor pressure:

dinp _ MA [2.3.3]
dT  RT?
where:
P vapor pressure
T temperature
M molecular mass of solvent
AN heat of vaporization
R gas constant

Figure 2.3.11 shows that the vapor pressure of alcohols increases as the number of carbon
atoms in the molecules and the molecular mass increases. A small increase in vapor pres-
sure is produced when branched alcohols replace normal alcohols.

Vapor pressure at any given temperature can be estimated by the use of Antoine (eq.
[2.3.4]) or Cox (eq. [2.3.5]) equation (or chart). Both equations are derived from
Clausius-Clapeyron equation:

B

logp =A - 2.3.4
gp T (2.3.4]
B
logp=A-——— 2.3.5
gp T +230 [ ]
where:

A,B,C  constants. The constants A and B are different in each equation. The equations
coincide when C = 230 in the Antoine equation.

From the above equations it is obvious that vapor pressure increases with temperature.
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The vapor pressure at the boiling point of a pure solvent is equal to atmospheric pres-
sure. When solvents are used in mixtures or solutions, the vapor pressure is affected by
other components present in the mixture. For example, if a solvent is hydrophilic, the addi-
tion of a hydrophilic solute decreases the vapor pressure. The addition of a hydrophobic sol-
ute to a hydrophilic solvent increases the vapor pressure. Alcohols have hydrophobic
chains, therefore addition of small quantities of alcohol to water increases vapor pressure of
resulting solution. Because of these phenomena and other types of associations between
solvents in their mixtures, theory cannot be used to accurately predict the resulting vapor
pressure.

Raoult’s Law has limited prediction capability of the vapor pressure of two miscible
solvents:

Py, =m,p, +(1-m,)p, [2.3.6]
where:
P vapor pressure of the mixture
m, molar fraction of the first component
Pi> P> vapor pressures of the components

If associations exist between molecules in the mixture, the vapor pressure of the mixture is
lower than that predicted by the law.

2.3.6 SOLVENT VOLATILITY

The evaporation rate of solvents is important in many applications. This has resulted in at-
tempts to model and predict solvent volatility. The evaporation rate of a solvent depends on
its vapor pressure at the processing temperature, the boiling point, specific heat, enthalpy
and heat of vaporization of the solvent, the rate of heat supply, the degree of association be-
tween solvent molecules and between solvent and solute molecules, the surface tension of
the liquid, the rate of air movement above the liquid surface, and humidity of air surround-
ing the liquid surface.
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The vapor pressure of solvent was found in the previous section to depend on its mo-
lecular weight and temperature. Figure 2.3.3 shows that the evaporation rate of a solvent
may be predicted based on knowledge of its boiling point and Figure 2.3.4 shows that the
specific heat of solvent also relates to its boiling point. The boiling point of solvent also de-
pends on its molecular weight as does enthalpy and heat of vaporization. But there is not a
high degree of correlation among these quantities because molecular associations exist
which cannot be expressed by universal relationship. For this reason experimental values
are used to compare properties of different solvents. The two most frequently used refer-
ence solvents are: diethyl ether (Europe) and butyl acetate (USA). The evaporation rate of
other solvents is determined under identical conditions and the solvents are ranked
accordingly. If diethyl ether is used as a reference point, solvents are grouped into four
groups: high volatility < 10, moderate volatility 10-35, low volatility 35-50, and very low
volatility > 50. If butyl acetate is used as the reference solvent, the solvents are grouped into
three classes: rapid evaporation solvents > 3, moderate 0.8-3, and slow evaporating solvents
<0.8.

In some applications such as coatings, casting, etc., evaporation rate is not the only im-
portant parameter. The composition must be adjusted to control rheological properties, pre-
vent shrinkage, precipitation, formation of haze, and to provide the required morphology.
Solvents with different evaporation rates can address all existing requirements.

Both the surface tension of mixture and solvent diffusion affect the evaporation rate.
This becomes a complex function dependent not only on the solvents present but also on in-
fluence of solutes on both surface tension and diffusion. These relationships affect the real
evaporation rates of solvents from the complicated mixtures in the final products. In addi-
tion, solvent evaporation also depends on relative humidity and air movement.

2.3.7 FLASH POINT

Flash point is the lowest temperature, corrected to normal atmospheric pressure (101.3
kPa), at which the application of an ignition source causes the vapors of a specimen to ignite
under the specific conditions of the test. Flash point determination methods are designed to
be applied to a pure liquid but, in practice, mixtures are also evaluated. It is important to un-
derstand limitations of such data. The flash point of a solvent mixture can be changed by
adding various quantities of other solvents. For example, the addition of water or
halogenated hydrocarbons will generally increase the flash point temperature of mixture.
The flash point can also be changed by forming an azeotropic mixture of solvents or by in-
creasing the interaction between solvents. At the same time, the flash point of single compo-
nent within the mixture is not changed. If conditions during production, application, or in a
spill allow the separation or removal of a material added to increase the flash point, then the
flash point will revert to that of the lowest boiling flammable component.

An approximate flash point can be estimated from the boiling point of solvent using
the following equation:

Flash point = 0.74T, [2.3.7]

Figure 2.3.5 shows that there is often good correlation between the two but there are in-
stances where the relationship does not hold. The correlation for different groups of sol-
vents varies between 0.89 to 0.96.

Flash point can also be estimated from vapor pressure using the following equation:
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Flash point = alog p + b [2.3.8]

The constants a and b are specific to each group of solvents. Figure 2.3.12 shows that esti-
mation of flash point from vapor pressure of solvent is less accurate than its estimation from
boiling point.

2.3.8 FLAMMABILITY LIMITS

Two limits of solvent flammability exist. The lower flammability limit is the minimum con-
centration of solvent vapor in oxidizing gas (air) that is capable of propagating a flame
through a homogeneous mixture of the oxidizer and the solvent vapor. Below the lower
flammability limit the mixture is too lean to burn or explode. The upper flammability limit
is the maximum concentration of solvent vapor in an oxidizing gas (air) above which prop-
agation of flame does not occur. Mixtures with solvent vapor concentrations above the up-
per flammability limit are too rich in solvent or too lean in oxidizer to burn or explode.

The flammable limits depend on oxygen concentration, concentration of gases other
than oxygen, the inert gas type and concentration, the size of the equipment, the direction of
flame propagation, and the pressure, temperature, turbulence and composition of the mix-
ture. The addition of inert gases to the atmosphere containing solvent is frequently used to
reduce the probability of an explosion. It is generally assumed that if the concentration of
oxygen is below 3%, no ignition will occur. The type of inert gas is also important. Carbon
dioxide is more efficient inert gas than nitrogen. The size of equipment matters because of
the uniformity of vapor concentration. A larger head space tends to increase the risk of
inhomogeneity. The cooling effect of the equipment walls influences the evaporation rate
and the vapor temperature and should be used in risk assessment.

The flash point is not the temperature at which the vapor pressure in air equals the
lower flammable limit. Although both parameters have some correspondence there are
large differences between groups of solvents. There is a general tendency for solvents with a
lower flammability limit to have a lower flash point. The flash point determination uses a
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downward and horizontal propagation of flame. Flame propagation in these directions gen-
erally requires a higher vapor concentration than it is required for the upward flame propa-
gation used to determine flammability limits. The flame in flash point determination is at
some distance from the surface where the vapor concentration is at its highest (because va-
pors have higher density than air) than exists on the liquid surface thus flush analysis
underestimates concentration of vapor.

An increased vapor pressure typically increases the upper limit of flammability and re-
duces the lower limit of flammability. Pressures below atmospheric have little influence on
flammability limits. An increase in temperature increases the evaporation rate and thus de-
creases the lower limit of flammability.

There are a few general rules which help in the estimation of flammability limits. In
the case of hydrocarbons, the lower limit can be estimated from simple formula: 6/number
of carbon atoms in molecule; for benzene and its derivatives the formula changes to: 8/num-
ber of carbon atoms. To calculate the upper limits, the number of hydrogen and carbon at-
oms is used in calculation.

The lower flammability limit of a mixture can be estimated from Le Chatelier’s Law:

LFL = 100 [2.3.9]

@ ., @ L9
LFL, LFL,  LFL

n

where:
[0] fraction of components 1, 2, ..., n
LFL, lower flammability limit of component 1, 2, ..., n

2.3.9 SOURCES OF IGNITION AND AUTOIGNITION TEMPERATURE

Sources of ignition can be divided to mechanical sources (impact, abrasive friction, bear-
ings, misaligned machine parts, choking or jamming of material, drilling and other mainte-
nance operations, etc), electrical (broken light, cable break, electric motor, switch gear,
liquid velocity, surface or personal charge, rubbing of different materials, liquid spraying or
jetting, lightning, stray currents, radio frequency), thermal (hot surface, smoking, hot trans-
fer lines, electric lamps, metal welding, oxidation and chemical reactions, pilot light, arson,
change of pressure, etc.), and chemical (peroxides, polymerization, catalysts, lack of inhibi-
tor, heat of crystallization, thermite reaction, unstable substances, decomposition reac-
tions). This long list shows that when making efforts to eliminate ignition sources, it is also
essential to operate at safe concentrations of volatile, flammable materials because of nu-
merous and highly varied sources of ignition.

The energy required for ignition is determined by the chemical structure of the sol-
vent, the composition of the flammable mixture, and temperature. The energy of ignition of
hydrocarbons decreases in the order alkanes > alkenes > alkynes (the presence of double or
triple bond decreases the energy energy required for ignition). The energy requirement in-
creases with an increase in molecular mass and an increase branching. Conjugated structure
generally requires less ignition energy. Substituents increase the required ignition energy in
the following order: mercaptan < hydroxyl < chloride < amine. Ethers and ketones require
higher ignition energy but an aromatic group has little influence. Peroxides require ex-
tremely little energy to ignite.
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Figure 2.3.14 shows the effect of
changing the ratio of air to methyl ethyl
ketone on the minimum spark ignition en-
ergy. The ignition energy decreases within
the studied range as the amount of air
increases (less flammable content). Figure
2.3.15 shows the effect of temperature on
the minimum ignition energy of selected
solvents. There are differences between
solvents resulting from differences in
chemical structure as discussed above but
the trend is consistent — a decrease of re-
quired energy as temperature increases.

The autoignition temperature is the
minimum temperature required to initiate
combustion in the absence of a spark or
flame. The autoignition temperature de-
pends on the chemical structure of solvent,

the composition of the vapor/ air mixture, the oxygen concentration, the shape and size of
the combustion chamber, the rate and duration of heating, and on catalytic effects. Figure
2.3.16 shows the effect of chemical structure on autoignition temperature. The general trend
for all groups of solvents is that the autoignition temperature decreases as molecular weight
increases. Esters and ketones behave almost identically in this respect and aromatic hydro-
carbons are very similar. The presence of a hydroxyl group substantially reduces

autoignition temperature.
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Heat of combustion, also known as calo-
rific value, is the quantity of energy per
Figure 2.3.17. Heat of combustion vs. number of carbon ~ mole released during combustion. It coin-
atoms in molecule. cides with the heat of reaction. Solvents
have higher heats of combustion than typi-
cal fuels such as natural gas, propane or butane. They can be very good source of energy in
plants which process solutions. In addition to supplying energy, the combustion of solvents
can be developed to be one of the cleanest method of processing from solutions. Two
approaches are commonly used: solvent vapors are directed to a combustion chamber or
spent solvents are burned in furnaces. The heat of combustion of a liquid solvent is less than
1% lower than the heat of combustion of a vapor.
Figure 2.3.17 shows the relationship between the heat of combustion and the number
number of carbon atoms in the molecule. The heat of combustion increases as molecular
weight increases and decreases when functional groups are present.

2.3.11 HEAT OF FUSION

Heat of fusion is the amount of heat to melt the frozen solvent. It can be used to determine
the freezing point depression of solute.

2.3.12 ELECTRIC CONDUCTIVITY

Electric conductivity is the reciprocal of specific resistance. The units typically used are ei-
ther ohm™ m™ or, because the conductivities of solvents are very small picosiemens per me-
ter which is equivalent to10™'? ohm™ m™. The electric conductivity of solvents is very low
(typically between 107 - 10® ohm™ m™). The presence of acids, bases, salts, and dissolved
carbon dioxide might contribute to increased conductivity. Free ions are solely responsible
for the electric conductivity of solution. This can be conveniently determined by measuring
the conductivity of the solvent or the conductivity of the water extract of solvent impurities.
The electronic industry and aviation industry have the major interest in these determina-
tions.

2.3.13 DIELECTRIC CONSTANT (RELATIVE PERMITTIVITY)
The dielectric constant (or relative permittivity) of a solvent reflects its molecular symme-

try. The value of the dielectric constant is established from a measurement relative to vac-
uum. The effect is produced by the orientation of dipoles along an externally applied

Number of carbon atoms
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Figure 2.3.18. Dielectric constant vs. molecular  Fjgyre 2.3.19. Dielectric constant of selected solvents
weight of selected solvents. vs. their refractive index.

electric field and from the separation of charges in apolar molecules. This orientation causes
polarization of the molecules and a drop in electric field strength. Dielectric constant data
may be used in many ways. In particular, it is the factor which permits the evaluation of
electrostatic hazards. The rate of charge decay is a product of dielectric constant and resis-
tivity.

In solvent research, dielectric constant has a special place as a parameter characteristic
of solvent polarity. The dielectric constant, €, is used to calculate dipole moment, [:

u=."1v [2.3.10]
€-2
where:
Vu molar volume

The product of dipole moment and dielectric constant is called the electrostatic factor and it
is a means of classifying solvents according to their polarity.

Figure 2.3.18 shows that the dielectric constant correlates with molecular weight. It is
only with aliphatic hydrocarbons that the dielectric constant increases slightly as the molec-
ular weight increases. The dielectric constant of alcohols, esters, and ketones decreases as
their molecular weight increases, but only alcohols and ketones have the same relationship.
The dielectric constants of esters are well below those of alcohols and ketones.

The dielectric constant also correlates with refractive index. In the case of aliphatic
hydrocarbons, the dielectric constant increases slightly as refractive index increases. Both
aromatic and aliphatic hydrocarbons have dielectric constants which follow the relation-
ship: € =n]. The dielectric constants of alcohols, esters and ketones decrease as the refrac-
tive constants increase but only alcohols and ketones form a similar relationship. The
dielectric constants of ketones poorly correlate with their refractive indices.



56 George Wypych

2.3.14 OCCUPATIONAL EXPOSURE INDICATORS

The measurement of solvent concentration in the workplace place is required by national
regulations. These regulations specify, for individual solvents, at least three different con-
centrations points: the maximum allowable concentration for an 8 hour day exposure, the
maximum concentration for short exposure (either 15 or 30 min), and concentration which
must not be exceeded at any time. These are listed in the regulations for solvents. The listing
is frequently reviewed and updated by the authorities based on the most currently available
information.

In the USA, the threshold limit value, time-weighted average concentration,
TLV-TWA, is specified by several bodies, including the American Conference of Govern-
mental Industrial Hygienists, ACGIH, the National Institute of Safety and Health, NIOSH,
and the Occupational Safety and Health Administration, OSHA. The values for individual
solvents stated on these three lists are very similar. Usually the NIOSH TLV-TWA are
lower than on the other two lists. Similar specifications are available in other countries (for
example, OES in UK, or MAK in Germany). The values for individual solvents are selected
based on the presumption that the maximum allowable concentration should not cause
injury to a person working under these conditions for 8 hours a day.

For solvent mixtures, the following equation is used in Germany to calculate allow-
able limit:

i=n C.
I = i [2.3.11]
MAK .
4 MAK,
where:

Tvak evaluation index

c concentrations of components 1, 2, ..., n

MAK maximum permissible concentrations for components 1, 2, ..., n

The maximum concentrations for short exposure is the most frequently limit specified
for an exposure of 15 min with a maximum of 4 such occurrences per day each occurring at
least 60 min apart from each other. These values are 0-4 times larger than TLVs. They are
selected based on the risks associated with an individual solvent.

Solvent concentrations which should not be exceeded at any time are seldom specified
inregulations but, if they are, the values stated as limits are similar to those on the three lists.

In addition, to maintaining concentration below limiting values, adequate protection
should be used to prevent the inhalation of vapors and contact with the skin (see Chapter
24).

2.3.15 ODOR THRESHOLD

The principal for odor threshold was developed to relate the human sense of smell to the
concentration of the offending substances. If the substance is toxic, its detection may pro-
vide early warning to the danger. However, if the odor threshold is higher than the concen-
tration at which harm may be caused it is not an effective warning system. Toxic substances
may have very little or no odor (e.g., carbon monoxide) and an individual’s sense of smell
may vary widely in its detection capabilities. A knowledge of odor threshold is most useful
in determining the relative nuisance factor for an air pollutant when designing a control sys-
tem to avoid complaints from neighboring people surrounding a facility. Regulations often
state (as they do for example in Ontario, Canada) that, even when the established concentra-
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tion limits for air pollutants are met, if neighbors complain, penalties will be applied. Figure
2.3.6 shows that odor threshold is related to the boiling point (although odor threshold de-
creases with boiling point increasing). It is known from comparisons of TLV and odor de-
tection that odor detection is not a reliable factor.

2.3.16 TOXICITY INDICATORS

Lethal dose, LD50, and lethal concentration, LC50, are commonly used indicators of sub-
stance toxicity. LD50 is reported in milligrams of substance per kilogram of body weight to
cause death in 50% of tested animals (exception is LC50 which is given in ppm over usually
the period of 4 hours to produce the same effect). It is customary to use three values:
LD50-oral, LD50-dermal, and LC50-inhalation which determine the effect of a chemical
substance on ingestion, contact with the skin and inhalation. The preferred test animal for
LD50-oral and LC50-inhalation is the rat. The rabbit is commonly used for LD50-dermal
determination but other test animals are also used.

There is no official guideline on how to use this data but the Hodge-Sterner table is fre-
quently referred to in order to assign a particular substance to a group which falls within cer-
tain limits of toxicity. According to this table, dangerously toxic substances are those which
have LD50 < 1 mg/kg, seriously toxic - 1-50, highly toxic - 50-500, moderately toxic -
500-5,000, slightly toxic - 5,000-15,000, and extremely low toxic - >15,000 mg/kg. Using
this classification one may assess the degree of toxicity of solvents based on a lethal dose
scale. No solvent is classified as a dangerously toxic material. Ethylenediaminetetraacetic
acid and furfural are seriously toxic materials. Butoxyethanol, ethylene oxide, formalde-
hyde, metasulfonic acid, 3-methyl-2-butanone, N-nitrosodimethylamine, and triethylamine
are classified as highly toxic material. The remaining solvents fall into the moderately,
slightly, and extremely low toxic material classes.

The LD50-oral is usually assigned a lower value than LD50-dermal but there are many
cases where the opposite applies. Toxicity information is usually further expanded by add-
ing more details regarding test animals and target organs.

In addition to estimates of toxicity for individual solvents, there are lists which
designate individual solvents as carcinogenic, mutagenic, and reproductively toxic. These
lists contain the name of solvent with yes or no remark (or similar). If a solvent is not present
on the list that does not endorse its benign nature because only materials that have been
tested are included in the lists. To further elaborate, materials are usually divided into three
categories: substance known to cause effect on humans, substance which has caused
responses in animal testing and given reasons to believe that similar reactions can be ex-
pected with human exposures, and substance which is suspected to cause responses based
on experimental evidence.

In the USA, four agencies generate lists of carcinogens. These are: the Environmental
Protection Agency, EPA, the International Agency for Research on Cancer, IRAC, the Na-
tional Toxicology Program, NTP, and the Occupational Safety and Health Administration,
OSHA. Although, there is a good agreement between all four lists, each assessment differs
in some responds. The following solvents made at least one of the lists (no distinction is
given here to the category assignment but any known or suspected carcinogen found on any
list is given (for more details see Chapter 3)): acetone, acrolein, benzene, carbon tetrachlo-
ride, dichloromethane, 1,4-dioxane, ethylene oxide, formaldehyde, furfural, d-limonene,
N-nitrosodimethyl amine, propylene oxide, tetrachloroethylene, 2,4-toluenediisocyanate,
1,1,2-trichloroethylene, and trichloromethane.
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Mutagenic substances have the ability to induce genetic changes in DNA. The
mutagenicity list maintained in the USA includes the following solvents: all solvents listed
above for carcinogenic properties with exception of dichloromethane, d-limonene, and
tetrachloroethylene. In addition, the following long list solvents: 1-butanol, 2-butanol,
y-butyrolactone, 2-(2-n-butoxyethoxy)ethanol, chlororodifluoromethane, chloromethane,
diacetone alcohol, dichloromethane, diethyl ether, dimethyl amine, dimethylene glycol
dimethyl ether, dimethyl sulfoxide, ethanol, 2- ethoxyethanol, 2-ethoxyethanol acetate,
ethyl acetate, ethyl propionate, ethylbenzene, ethylene glycol diethyl ether, ethylene glycol
methyl ether acetate, ethylene glycol monophenyl ether, ethylenediaminetetraacetic acid,
formic acid, furfuryl alcohol, heptane, hexane, methyl acetate, 3-methyl-2-butanol, methyl
ester of butyric acid, methyl propionate, N-methylpyrrolidone, monomethylamine,
l-octanol, 1-pentanol, 1-propanol, propyl acetate, sulfolane, 1,1,1-trichloroethane,
triethylene glycol, triethylene glycol dimethyl ether, trifluoromethane, trimethylene glycol,
and xylene (mixture only). It is apparent that this much longer list includes commonly used
solvents from the groups of alcohols, halogenated solvents, hydrocarbons, glycols, and es-
ters.

The following solvents are reported to impair fertility: chloroform, ethylene glycol
and its acetate, 2-methoxypropanol, 2-methoxypropyl acetate, dichloromethane, methylene
glycol and its acetate, and N,N-dimethylformamide.

2.3.17 OZONE - DEPLETION AND CREATION POTENTIAL

Ozone depletion potential is measured relative to CFC-11 and it represents the amount of
ozone destroyed by emission of a vapor over its entire atmospheric lifetime relative to that
caused by the emission of the same mass of CFC-11.

Urban ozone formation potential is expressed relative to ethene. It represents the po-
tential of an organic solvents vapor to form ozone relative to that of ethene ((g O4/g sol-
vent)/(g O,/g ethene)). Several groups of solvents, including alcohols, aldehydes, amines,
aliphatic and aromatic hydrocarbons, esters, ethers, and ketones are active in ozone
formation. Aldehydes, xylenes, some unsaturated compounds, and some terpenes are the
most active among those.

2.3.18 OXYGEN DEMAND

There are several indicators of solvent biodegradation. Most solvents have a biodegradation
half-life of days to weeks and some biodegrade even faster.

The amount of oxygen required for its biodegradation is a measure of a solvent’s im-
pact on natural resources. Several factors are used to estimate this, such as biological oxy-
gen demand, BOD, after 5-day and 20-day aerobic tests, chemical oxygen demand, COD,
and theoretical oxygen demand, TOD. All results are given in grams of oxygen per gram of
solvent. COD is the amount of oxygen removed during oxidation in the presence of per-
manganate or dichromate. TOD is the theoretically calculated amount of oxygen required to
oxidize solvent to CO, and H,0. Most alcohols and aromatic hydrocarbons have a highest
BODS. They consume twice their own weight in oxygen.

2.3.19 SOLUBILITY
The prediction of solubility of various solutes in various solvents is a major focus of re-

search. An early theory has been that “like dissolves like”. Regardless of the apparent merits
of this theory it is not sufficiently rigorous and is overly simple.
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A universal approach was developed by Hildebrand who assumed that the mutual sol-
ubility of components depends on the cohesive pressure, c. The square root of cohesive
pressure is the Hildebrand’s solubility parameter, &

5=+c = |2 “RT [2.3.12]
Vm
where:
AH, heat of vaporization
R gas constant
T temperature
\Y molar volume of solvent = M/d

molecular mass of solvent
density of solvent

Frequently, the term RT is neglected because it accounts for only 5-10% of the heat of
vaporization. This equation explains the reasons for the correlation between the Hildebrand
solubility parameter and heat of vaporization as given in Figure 2.3.1.

The Hildebrand model takes into account only the dimensions of molecules or of the
molecular segments participating in the process of solvation and dispersion interactions.
The model is useful, therefore, in predicting the solubility of non-polar substrates. The solu-
bility parameters of solvents and solutes are compared and if they are similar there is high
probability (exceptions exist) that the solvents are miscible that a solute is soluble in a sol-
vent. Two solvents having the same solubility parameters should have the same dissolving
capabilities. If one solvent has solubility parameter slightly below the solubility parameter
of solute and the second solvent has solubility parameter above the solute, the mixture of
both solvents should give better results than either solvent alone. This model is an experi-
mental and mathematical development of the simple rule of “like dissolves like”.

Solvents and solutes also interact by donor-aceptor, electron pair, and hydrogen bond-
ing interactions. It can be predicted that the above concept is not fully universal, especially
in the case of solutes and solvents which may apply these interactions in their solubilizing
action. Hansen developed a three-dimensional scale with parameters to expand theory in or-
der to include these interactions. Hansen defined solubility parameter by the following
equation:

=<

F=8+& +§ [2.3.13]
where:
& dispersion contribution to solubility parameter
9, polar contribution to solubility parameter
3, hydrogen bonding contribution to solubility parameter

Hansen defined solvent as a point in three-dimensional space and solutes as volumes
(or spheres of solubility). If a solvent point is within the boundaries of a solute volume space
then the solute can be dissolved by the solvent. If the point characterizing the solvent is
outside the volume space of a solute (or resin) such a solvent does not dissolve the solute.
The solubility model based on this concept is broadly applied today by modern computer
techniques using data obtained for solvents (the three components of solubility parameters)
and solutes (characteristic volumes). A triangular graph can be used to outline the limits of
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solubility parameter.

solubility and place different solvents within the matrix to determine their potential dissolv-
ing capability for a particular resin.

Simpler methods are also used. In the paint industry, Kauri butanol values are deter-
mined by establishing the tolerance of a standard solution of Kauri resin in n-butanol to the
addition of diluents. This method is applicable to hydrocarbons (both aromatic and
aliphatic) and CFCs. Figure 2.3.20 shows that there is a good correlation between the Kauri
butanol number and the Hildebrand solubility parameter. The Kauri butanol number can be
as high as 1000 (amy] ester of lactic acid) or 500 (Freon solvent M-162).

The aniline point determination is another method of establishing the solubilizing
power of a solvent by simple means. Here, the temperature is measured at which a solution
just becomes cloudy. Figure 2.3.21 shows that there is a good correlation between the Kauri
number and the aniline point. Also dilution ratio of cellulose solution is measured by stan-
dardized methods (see Chapter 15).

2.3.20 OTHER TYPICAL SOLVENT PROPERTIES AND INDICATORS

There are many other solvent properties and indices which assist in solvent identification
and selection and help us to understand the performance characteristics of solvents. Most
data characterizing the most important properties were discussed in the sections above. The
solvent properties and classification indicators, which are discussed below, are included in
the Solvent Database available on CD-ROM from ChemTec Publishing.

Name. A solvent may have several names such as common name, Chemical Abstracts
name, and name according to [UPAC systematic nomenclature. Common names have been
used throughout this book and in the CD-ROM database because they are well understood
by potential users. Also, CAS numbers are given in the database to allow user of the data-
base to use the information with Chemical Abstract searches. In the case of commercial sol-
vents which are proprietary mixtures, the commercial name is used.

The molecular formula for each solvent is given in the database, followed by the mo-
lecular formula in Hills notation, and the molecular mass (if solvent is not a mixture).



2.3 Basic physical and chemical properties 61

o alcohols The CAS number identifies the
15 o 70% af?matic CH chemical compound or composition with-
o esters . .
141 % ketones out ambiguity. . .
RTECS number is the symbol given

13 by Registry of Toxic Effects of Chemical
121 Substances (e.g. AH4025000) to identify
11 c toxic substances.
E Composition is given for solvents
10 & which are manufactured under trade name
9 = and have a proprietary composition (if such
F information is available).
8

Solvent purity (impurities) is given

\\\D\Ep\\\\i\\\\i\\\\i\\\\

Hildebrand solubility parameter, cal’? cm™'2

as a percent and known impurities and their
20 25 30 35 40 45 concentrations are provided.
Surface tension, dynes cni® Hygroscopicity and water solubility
Figure 2.3.22. Hildebrand solubility parameter vs. Of solvents is an important characteristic in
surface tension for four groups of solvents. many applications. The data are given in

the database either in mg of water per kilo-
gram of solvent or in a generic statement (e.g. miscible, slight). Many solvents are hygro-
scopic, especially those which contain hydroxyl groups. These solvents will absorb water
from their surrounding until equilibrium is reached. The equilibrium concentration depends
on the relative humidity of air and the temperature. If solvents must maintain a low concen-
tration of water, vents of storage tanks should be fitted with silica gel or molecular sieves
cartridges or tanks should be sealed and equipped with pressure and vacuum relief vents
which open only to relieve pressure or to admit a dry inert gas to replace the volume pumped
out. Preferably prevention of water from contacting solvents or the selection of solvents
with a low water content is more economical than the expensive operation of drying a wet
solvent.

Surface tension and solubility parameter have been related in the following equation:

5=21K [2.3.14]

Oy f
113 H
where:

Hildebrand solubility parameter
constants

surface tension

molar volume of the solvent

However, Figure 2.3.22 shows that the parameters correlate only for aromatic hydrocar-
bons. For three other groups the points are scattered. The equation has a very limited predic-
tive value.

Viscosity. Figure 2.3.2 shows that viscosity of solvents correlates with their boiling
point. There are substantial differences in the viscosity - boiling point relationship among
alcohols and other groups of solvents. These are due to the influence of hydrogen bonding
on the viscosity of alcohols.

<< o
o
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Thermal conductivity of solvents is an important property which determines the heat
transfer in a solvent or solution and influences the evaporation rate of solvents as a solution
is being dried.

Activity coefficients may be applied to different processes. In one application, the ac-
tivity coefficient is a measure of the escaping tendency from liquid to another liquid or a
gaseous phase (in the liquid to gas phase they can be quantified using Henry’s Law coeffi-
cient). These activity coefficients are derived from distillation data at temperatures near the
boiling point or from liquid-liquid extraction calculations. In another application as defined
by Hildebrand and Scratchard solvent activity to dissolve a non-electrolyte solute is given
by equation:

f - Vm (ésolute - 6sovent) ’

In [2.3.15]
RT
where:
f activity coefficient
Vi molar volume of solute
Ogoute solubility parameter of solute
Ootvent solubility parameter of solvent
RT gas constant X temperature

This coefficient is used to express rate constants of bimolecular reactions.

Azeotropes. One solvent may form azeotropes with another solvent due to molecular
association. This physical principle can be exploited in several ways. The most important in
solvent applications is the possibility of reducing the boiling temperature (some azeotropes
have lower boiling point) therefore an applied product such as a coating may lose its sol-
vents and dry faster. The formation of such azeotrope also lowers flash point by which it in-
creases hazards in product use. The formation of an azeotrope is frequently used to remove
water from a material or a solvent. It affects the results of a distillation since azeotrope for-
mation makes it difficult to obtain pure components from a mixture by distillation.
Azeotrope formation can be suppressed by lowering the boiling point (distillation under
vacuum). One benefit of azeotropic distillation is the reduction in the heat required to evap-
orate solvents.

Henry’s constant is a measure of the escaping tendency of a solvent from a very di-
lute solution. It is given by a simple equation: Henry’s constant = p X @ where p is the pres-
sure of pure solvent at the solution temperature and @is the solvent concentration in the
liquid phase. A high value of Henry’s constant indicates that solvent can be easily stripped
from dilute water solution. It can also be used to calculate TLV levels by knowing concen-
tration of a solvent in a solution according to the equation: TLV (in ppm) =[18 H (concen-
tration of solvent in water)]/ molecular weight of solvent.

pH and corrosivity. The pH of solvents is of limited value but it is sometimes useful if
the solvent has strong basic or acidic properties which could cause corrosion problems.

The acid dissociation constant is the equilibrium constant for ionization of an acid
and is expressed in negative log units.

The color of a solvent may influence the effect of solvent on the final product and al-
low the evaluation of solvent quality. The colorless solvents are most common but there are
many examples of intrinsically colored solvents and solvents which are colored because of
an admixture or inadequate storage conditions or too long storage.
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Odor. Odor threshold (discussed above) is not a precise tool for estimation concentra-
tion of vapors. The description of odor has little relevance to the identification of solvent but
description of odors in the database may be helpful in the selection of solvent to minimize
odor or make it less intrusive.

UV absorption maxima for different solvents given in the database are useful to pre-
dict the potential effect of solvent on UV absorption from sun light. The collection of data is
also useful for analytical purposes.

Solvent partition - activated carbon and between octanol and water. Solvents can
be economically removed from dilute solutions by activated carbon or ion exchange resins.
Activated carbon partition coefficient which helps to determine the amount of activated car-
bon needed to remove a contaminant can be obtained using the following equation:

m=2" [2.3.16]
Pc
where:
w total weight of solvent in solution
P partition coefficient
c residual concentration of solvent remaining after treatment.

The octanol/water partition coefficient is the log of solubility of the solvent in water
relative to that in octanol. This coefficient is used to estimate biological effects of solvents.
It can also be used to estimate the potential usefulness of a solvent extraction from water by
any third solvent.

Soil adsorption constant is a log of the amount of a solvent absorbed per unit weight
of organic carbon in soil or sediment.

Atmospheric half-life of solvents due to reaction in the atmosphere with hydroxyl
radicals and ozone is a measure of the persistence of particular solvent and its effect on at-
mospheric pollution.

Hydroxyl rate constant is the reaction rate constant of the solvent with hydroxyl radi-
cals in the atmosphere.

Global warming potential of a well-mixed gas is defined as the time-integrated com-
mitment to radiative forcing from the instantaneous release of 1 kg of trace gas expressed
relative to that from the release of 1 kg of CO,,.

Biodegradation half-life determines persistence of the solvent in soil. Commercial
proprietary solvents mixtures are classified as biodegradable and solvents having known
chemical compositions are classified according to the time required for biodegradation to
cut their initial mass to half.

Target organs most likely affected organs by exposure to solvents. The database
contains a list of organs targeted by individual solvents.

Hazchem Code was developed in the UK for use by emergency services to determine
appropriate actions when dealing with transportation emergencies. It is also a useful to ap-
ply as a label on storage tanks. It consists a number and one or two letters. The number
informs about the firefighting medium to be used. The first letter gives information on ex-
plosion risk, personal protection and action. A second letter (E) may be added if evacuation
is required.
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3.1 DEFINITIONS AND SOLVENT CLASSIFICATION

GEORGE WYPYCH
ChemTec Laboratories, Inc., Toronto, Canada

Several definitions are needed to classify solvents. These are included in Table 3.1.1
Table 3.1.1 Definitions

Term Definition

A substance that dissolves other material(s) to form solution. Common solvents
are liquid at room temperature but can be solid (ionic solvents) or gas (carbon di-
Solvent oxide). Solvents are differentiated from plasticizers by limiting their boiling
point to a maximum of 250°C. To differentiate solvents from monomers and
other reactive materials - a solvent is considered to be non-reactive.

Polarity is the ability to form two opposite centers in the molecule. The concept is
used in solvents to describe their dissolving capabilities or the interactive forces
between solvent and solute. Because it depends on dipole moment, hydrogen
bonding, entropy, and enthalpy, it is a composite property without a physical def-
inition. The dipole moment has the greatest influence on polar properties of sol-
vents. Highly symmetrical molecules (e.g. benzene) and aliphatic hydrocarbons
(e.g. hexane) have no dipole moment and are considered non-polar. Dimethyl
sulfoxide, ketones, esters, alcohol are examples of compounds having dipole mo-
ments (from high to medium, sequentially) and they are polar, medium polar, and
dipolar liquids.

Polarity

The molecules of some solvents are electrically neutral but dipoles can be in-

Polarizabili
olarizability duced by external electromagnetic field.

A normal solvent does not undergo chemical associations (e.g. the formation of

Normal .
complexes between its molecules).
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Term Definition
Aprotic solvents (also commonly called inert) have very little affinity for protons
. . and are incapable to dissociating to give protons. Aprotic solvents are also called

Aprotic/Protic . P . . ¢ g‘ p . p .
indifferent, non-dissociating, or non-ionizing. Protic solvents contain proton-do-
nating groups.

Protogenic An acidic solvent capable of donating protons.

Protophilic A basic solvent able to combine with hydrogen ion or to act as a proton acceptor.

Acidic/Basic

Lewis acidity/basicity determines the solvent’s ability to donate or accept a pair
of electrons to form a coordinate bond with solute and/or between solvent mole-
cules. A scale for this acid/base property was proposed by Gutman (DN and AN -
donor and acceptor number, respectively) based on calorimetric determination.
The complete proton transfer reaction with formation of protonated ions is deter-
mined by proton affinity, gas phase acidity, acid or base dissociation constants.
Both concepts differ in terms of net chemical reaction.

Hydrogen-bonding

A bond involving a hydrogen atom, which is bound covalently with another
atom, is referred to as hydrogen bonding. Two groups are involved: hydrogen do-
nor (e.g., hydroxyl group) and hydrogen acceptor (e.g., carbonyl group).

Solvatochromism

Shift of UV/Vis absorption wavelength and intensity in the presence of solvents.
A hypsochromic (blue) shift increases as solvent polarity increases. The shift in
the red direction is called bathochromic.

Dielectric constant

A simple measure of solvent polarity (the electrostatic factor is a product of di-
electric constant and dipole moment). The electrical conductivity of solvent indi-
cates if there is a need to earth (or ground) the equipment which handles solvent
to prevent static spark ignition. Admixtures affect solvent conductivity. These
are most important in electronics industry.

Miscible

Solvents are usually miscible when their solubility parameters do not differ by
more than 5 units. This general rule does not apply if one solvent is strongly po-
lar.

Good solvent

Substances readily dissolve if the solubility parameters of solvent and solute are
close (less than 6 units apart). This rule has some exceptions (for example, PVC
is not soluble in toluene even though the difference of their solubility parameters
is 2.5).

O solvent

The term relates to the temperature of any polymer/solvent pair at which chain
expansion is exactly balanced by chain contraction. At this temperature, called ©
temperature chain dimensions are unperturbed by long-range interactions.

Reactivity

Solvent, according to this definition, should be a non-reactive medium but in
some processes solvent will be consumed in the reaction to prevent its evapora-
tion (and pollution). Solvents affect reactivity in two major ways: viscosity re-
duction and decreasing the barrier of Gibbs activation energy.

Hygroscopicity

Some solvents such as alcohols and glycols are hygroscopic and, as such, are un-
suitable for certain applications which require a moisture-free environment or a
predetermined freezing point. Solvents which are not hygroscopic may still con-
tain moisture from dissolved water.
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Term

Definition

Solvent strength

Solvent strength is used to establish required solvent concentration to form a
clear solution and to estimate the diluting capabilities of pre-designed system.
Two determined quantities are used for the purpose: Kauri butanol value and ani-
line point.

Solvent partition

Solvent partition is determined for three purposes: to estimate the potential for
solvent removal from dilute solution by carbon black adsorption, to evaluate the
partition of solute between water and solvent for the purpose of studying biologi-
cal effects of solvents and solutes, and to design system for solvent extraction.

Volatility

Solvent volatility helps in estimation of the solvent evaporation rate at tempera-
tures below its boiling point. The Knudsen, Henry, Cox, Antoine, and
Clausius-Clapeyron equations are used to estimate the vapor pressure of a sol-
vent over a liquid, its evaporation rate, and the composition of the atmosphere
over the solvent. The boiling point of a solvent gives an indication of its evapora-
tion rate but it is insufficient for its accurate estimation because of the influence
of the molar enthalpy of evaporation.

Residue

This may refer to either the non-volatile residue or the potential for residual sol-
vent left after processing. The former can be estimated from the solvent specifi-
cation, the later is determined by system and technology design.

Carcinogenic

Solvents may belong to a group of carcinogenic substances. Several groups of
solvents have representatives in this category (see listings in Section 3.3)

Mutagenic

Mutagenic substance causes genetic alterations, such as genetic mutation or a
change to the structure and number of chromosomes (mutagens listed in Section
3.3).

Impairing reproduction

Several solvents in the glycols and formamides groups are considered to impair
fertility.

Toxicity

LD50 and LC50 give toxicity in mg per kg of body weight or ppm, respectively.
Threshold limit values place a limit on permissible concentration of solvent va-
pors in the work place. Also “immediate-danger-to-life” and “short-term-expo-
sure-limits” are specified for solvents. Odor threshold values have limited use in
evaluating the potential danger to solvent exposure.

Flammable

Several data are used to evaluate the dangers of solvent explosion and
flammability. Flash point and autoignition temperature are used to determine a
solvent’s flammability and its potential for ignition. The flash points for hydro-
carbons correlate with their initial boiling points. Lower and upper explosive lim-
its determine the safe ranges of solvent concentration.

Combustible

The net heat of combustion and the calorific value help to estimate the potential
energy which can be recovered from burning used solvents. In addition, the com-
position of the combustion products is considered to evaluate potential corrosive-
ness and the effect on the environment.

Ozone depleter

Ozone depletion potential is the value relative to that of CFC-11. It represents the
amount of ozone destroyed by the emission of gas over its entire atmospheric
life-time. Photochemical ozone creation potential is a relative value to that of
ethene to form ozone in an urban environment. Numerous solvents belong to both

groups.
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Term Definition

Several methods are used to express biodegradability. These include
Biodegradability biodegradation half-life, biological oxygen demand, chemical and theoretical ox-
ygen demand.

Cost Cost of solvent is a key factor in solvent selection.

The above list of terms and parameters is not exhaustive. These and related subjects
are discussed at length in various parts of the book. The table is presented to assist in an un-
derstanding solvent classification.

A review of the selected definitions suggests that there are many important determi-
nants of solvent quality for specific application. Some solvent parameters are conflicting,
some not well quantified, and each solvent application requires a unique set of solvent per-
formance criteria. It can be thus anticipated, prior to any analysis, that the chemical struc-
ture can be used as the best means of solvent classification for any application. Such a
classification is used in this book because of its broad application. Chemical names used are
the common names because they are generally understood by all solvents users.

Other means of classification are briefly analyzed below because they are useful in
some applications. For a classification to be useful, it must be based on a model and a
method which permits its quantification.

In organic synthesis, the solvent’s polarity plays an important role. Dimroth and
Reichardt' developed a classification based on the normalized empirical parameter of sol-
vent polarity, E}, given by the following equation:

EN = E . (solvent)—E . (TMS) _ E (solvent)—-30.7

! [3.1.1]
E. (water)-E, (TMS) 324
where:
E; excitation energy
T™MS tetramethylsilane

The values of E; are known for several hundred solvents based on measurements of
solvent-induced shifts with betaine dye used as the solvatochromic indicator. Based on such
data, solvents can be divided into 3 groups: protic (E} from 0.5 to 1), dipolar non-hydrogen
donating (EY from 0.3 to 0.5) and apolar (E} from 0 to 0.3). The E} values have a good lin-
ear correlation with light absorption, reaction rates, and chemical equilibria. In addition, the
EX values have a very good correlation with the Kosower’s polarity parameter, Z, for which
there is also large amount of data available. Both sets of data can be converted using the fol-
lowing equation:

E, =0752Z -787 [3.1.2]

Gutman®? chose the reaction enthalpy of solvent with the reference acceptor (anti-
mony pentachloride) to quantify Lewis-donor properties. The donor number, DN, is a
dimensionless parameter obtained from negative values of reaction enthalpy. The data ob-
tained from electrochemical and NMR studies were combined into one scale in which data
are available for several hundred solvents. These data have a linear correlation with E} ac-
cording to the following equation:*
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AN =-599 +1850E ; [3.1.3]

The donor number is frequently used in various fields of polymer chemistry (see Chapter
10). Another classification based on acidity/basicity of solvents allows the division of sol-
vents into six groups containing protic-neutral; protogenic; protophilic; aprotic-protophilic;
aprotic-protophobic; and aprotic-inert.*

Snyder>® developed classification of solvents for chromatography which arranges sol-
vents according to their chromatographic strength. It is classification based on the solvent’s
ability to engage in hydrogen bonding or dipole interaction using the experimentally deter-
mined partition coefficients by Rohrschneider.” Eight groups of solvents were defined
based on cluster analysis. In addition to the usefulness of this classification in chromatogra-
phy, it was found recently that it is also useful in the design of coatings which do not affect
undercoated paints.®

Numerous other classifications and sets of data are available, such as those included in
various databases on solvent toxicity, their environmental fate, combustion properties, ex-
plosive limits, etc.
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3.2 OVERVIEW OF METHODS OF SOLVENT MANUFACTURE

GEORGE WYPYCH
ChemTec Laboratories, Inc., Toronto, Canada

(o N e N O R

Crude oil is the major raw material source for solvents. Aliphatic and aromatic
hydrocarbons are produced by physical processes used in petrochemical industry. Other
solvents are synthetic but their starting raw materials are usually products of the petrochem-
ical industry. Figure 3.2.1 shows the main groups of materials produced by petrochemical
industry from crude oil.

Two observations are pertinent: the main goal of petrochemical industry is to convert
crude oil to fuels. Solvents are only a small fraction of materials produced. Figure 3.2.2
shows that solvents are not only used directly as solvents but are also the building blocks in
the manufacture of a large number of materials produced by organic chemistry plants.

Desalting of crude oil is the first step in crude oil processing. It is designed to remove
corrosive salts which may cause catalyst deactivation. After desalting, crude oil is subjected
to atomospheric distillation. Figure 3.2.3 shows a schematic diagram of the crude oil distil-
lation process. The raw material is heated to 400°C and separated into fractions on 30-50
fraction trays in distillation column. The diagram in Figure 3.2.3 shows the main fractions
obtained from this distillation. The heavier fraction cannot be distilled under atmospheric
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Figure 3.2.1. Schematic diagram of petroleum industry products and yields. [Reproduced from reference 1]

pressure therefore in the next step vacuum is applied to increase volatilization and separa-
tion.

Certain fractions from the distillation of crude oil are further refined in thermal crack-
ing (visbreaking), coking, catalytic cracking, catalytic hydrocracking, alkylation,
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Figure 3.3.3. Crude oil distillation. [Reproduced from reference 1]
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Figure 3.3.4. Simplified catalytic cracking flow diagram. [Reproduced from reference 1]

isomerization, polymerization, catalytic reforming, solvent extraction, and other opera-
tions.

Thermal cracking (visbreaking), uses heat and pressure to break large hydrocarbon
molecules into lower molecular weight products. Most refineries do not use this process but
use instead its replacement — catalytic cracking which gives a better yield of gasoline.
Feedstock includes light and heavy oils from the crude oil distillation process. The cracking
process occurs at a temperature of 550°C and under increased pressure. The cracking reac-
tion is discontinued by mixing with cooler recycle stream. The mixture is stripped of lighter
fractions which are then subjected to fractional distillation. Figure 3.2.4 is a schematic flow
diagram of catalytic cracking. Hydrocracking is a somewhat different process which occurs
under higher pressure and in the presence of hydrogen. It is used to convert fractions which
are difficult to crack, such as middle distillates, cycle oils, residual fuel oils, and reduced
crudes. Alkylation is used to produce compounds from olefins and isoparaffins in a cata-
lyzed process. Isomerization converts paraffins to isoparaffins. Polymerization converts
propene and butene to high octane gasoline. The application of these three processes has
increased output and performance of gasoline.

Catalytic reforming processes gasolines and naphthas from the distillation unit into
aromatics. Four major reactions occur: dehydrogenation of naphthenes to aromatics,
dehydrocyclization of paraffins to aromatics, isomerization, and hydrocracking.
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In some cases mixtures of solvents are required to meet a particular requirement. For
example, linear paraffins have a very low viscosity. Branched paraffins have high viscosity
but very good low temperature properties and low odor. A combination of the two carried
out in the conversion process (not by mixing) results in a solvent which has the desirable
properties of both solvents: low viscosity and good low temperature properties.’

The recovery of pure aromatics from hydrocarbon mixtures is not possible using dis-
tillation process because the boiling points of many non-aromatics are very close to ben-
zene, toluene, etc. Also, azeotropes are formed between aromatics and aliphatics. Three
principle methods are used for separation: azeotropic distillation, liquid-liquid extraction,
and extractive distillation. Three major commercial processes have been developed for sep-
aration: Udex, Sulpholane, and Arosolvan. Over 90% plants now use one of these pro-
cesses. Each use an addition of solvent such as a mixture of glycols, tetramethylene sulfone,
or N-methyl-2-pyrrolidone to aid in the extraction of aromatics. This occurs with high pre-
cision and efficiency. Pure benzene, toluene, and xylene are produced by these processes.

These three are used for synthesis of several other important solvents. Benzene is used
in the production of ethyl benzene (alkylation), cyclohexanone, cyclohexanol, cyclohex-
ane, aniline (hydrogenation), acetone, nitrobenzene, and chlorobenzene. Toluene is used in
the production of cresol and benzene. Xylene is the raw material for the production of ethyl
benzene and the fractionation of the xylene mixture to isomers.

Lower boiling fractions from the primary distillation are also used in the production of
solvents. Ethylene is used to produce ethylene dichloride, ethylene glycol, ethanol, and
ethyl benzene. Propylene is used to produce isopropyl alcohol. Halogenation,
hydrohalogenation, alkylation, and hydrolysis reactions are used in these conversions.

With different feedstock and methods of processing it is inevitable that there will be
some differences between products coming from different feedstock sources and manufac-
turers. Over the years processes have been refined. Long practice, globalization of technol-
ogy has occurred and restrictions have been imposed. Today, these differences are small but
in some technological processes even these very small differences in solvent quality may re-
quire compensating actions.

There are many other unitary operations which are used by organic chemistry plants to
manufacture synthetic solvents. These include: alkoxylation (ethylene glycol),
halogenation (1,1,1-trichloethane), catalytic cracking (hexane), pyrolysis (acetone and
xylene), hydrodealkylation (xylene), nitration (nitrobenzene), hydrogenation (n-butanol,
1,6-hexanediol), oxidation (1,6-hexanediol), esterification (1,6-hexanediol), and many
more.

In the manufacture of oxygenated solvents, the typical chemical reactions are
hydration, dehydration, hydrogenation, dehydrogenation, dimerization and esterification.
For example methyl ethyl ketone is manufactured from 1-butene in a two step reaction.
First, 1-butene is hydrated to 2-butanol then a dehydrogenation step converts it to methyl
ethyl ketone. The production of methyl isobutyl ketone requires several steps. First acetone
is dimerized producing diacetone alcohol which, after dehydration, gives mesityl oxide sub-
jected in the next step to hydrogenation to result in the final product. Ethylene glycol is a
product of the addition (ethylene oxide and ethanol) followed by esterification with acetic
acid. 18% of all phenol production is converted to cyclohexanone.* Some solvents are ob-
tained by fermentation processes (e.g., ethanol, methanol).
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Synthetic routes are usually quite complex. For example, the manufacture of
N-methyl-2-pyrrolidone involves the reaction of acetylene with formaldehyde. The result-
ing but-2-ine-1,4-diol is hydrated to butane-1,4-diol and then dehydrated to y-butyrolactone
then reacted with monomethyl amine to give the final product. Strict process control is es-
sential to obtain very high purity.

New processes have been developed to produce solvents which are based on
non-conventional materials (e.g., lactide and drying oil). The resultant solvent is
non-volatile and useful in production of coatings, paints and inks.’ These new technological
processes are driven by the need to reduce VOCs.
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3.3 SOLVENT PROPERTIES

GEORGE WYPYCH
ChemTec Laboratories, Inc., Toronto, Canada

The purpose of this section is to provide analysis of properties of major groups of solvents.
The data on individual solvents are included in a separate publication on CD-ROM as a
searchable database containing 1145 the most common solvents. The information on
properties of solvents is included in 110 fields containing chemical identification of solvent,
physical chemical properties, health and safety data, and its environmental fate. Here, the
analysis of this data is provided in a form of tables to show the range of properties for
different groups of solvents and their strengths and weaknesses. For each group of solvents
a separate table is given below. No additional discussion is provided since data are
self-explanatory. The data are analyzed in the final table to highlight the best performance
of various groups of solvents in different properties.

By their nature, these data have a general meaning and for the exact information on
particular solvent full data on CD-ROM should be consulted. For example, in the list of tar-
get organs, there are included all organs involved on exposure to solvents included in the
group which does not necessary apply to a particular solvent. The data are given to highlight
overall performance of entire group which may contain very diverse chemical materials.

One very obvious method of use of this information is to review the list of carcinogens
and mutagens to and relate them to actually used in particular application. These solvents
should be restricted from use and possibly eliminated or equipment engineered to prevent
exposure of workers and release to environment. The comparative tables also provide sug-
gestions as to where to look for suitable substitutes based on physical chemical characteris-
tics and potential health and environmental problems.
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Other application of this data is in selection of solvents for new products. The bulk of
the data allows to analyze potential requirements critical for application and select group or
groups which contain solvents having these properties. Further, based on their health and
environmental characteristics suitable candidates can be selected.

The bulk data are also very useful in constructing set of requirements for specification.
Many specifications for industrial solvents are very simplistic, which is partially caused by
the lack of data provided by manufacturers of these solvents. This may cause potential fear
of future problems with such solvents since solvent replacement in formulated product is
not always a trivial substitution. It is also possible that solvents for which inadequate data
exist at the present moment will be more studied in future for their environmental and health
impacts and will then require to be replaced. Also, incomplete specification means that sol-
vents may contain undesirable admixtures and contaminations and were used on premisses
that manufacturer considered its application for a particular purpose which was, in fact,
never intended by solvent manufacturer for this particular application. These details should
be obtained from manufacturers and relevant parameters included in the specification. It is
known from experience of creation of the database of solvents that there are still large gaps
in information which should be eliminated by future efforts. The practice of buying solvents
based on their boiling point and specific gravity does not serve the purpose of selecting reli-
able range of raw materials.

These and other aspects of created reference tables should be continuously updated in
future to provide a reliable base of data which will be broadly used by industry. Application
of full information allows to decrease quantity of solvents required for task and eliminate
questionable materials and wastes due to solvent evaporation too rapid to make an impact
on product properties at the time of its application. Also many sources of the problems with
formulated products are due to various manifestations of incompatibility which can be elim-
inated (or predicted) based on solvent’s characteristics.

3.3.1 HYDROCARBONS
3.3.1.1 Aliphatic hydrocarbons

Value
Property
minimum maximum median
boiling temperature, °C -11.7 285 124
freezing temperature, °C -189 18 -75
flash point, °C -104 129 46
autoignition temperature, °C 202 640 287
refractive index 1.29 1.46 1.41
specific gravity, g/cm’ 0.51 0.84 0.74
vapor density (air=1) 1 5.90 4.5
vapor pressure, kPa 0.00 1976 4.42
viscosity, mPa.s 0.21 1.58 0.46
surface tension, mN/m 15 40 21
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Value

Property minimum maximum median
donor number, DN, kcal/mol 0 0 0
acceptor number, AN 0 1.6 0
polarity parameter, E(30), kcal/mol 30.9 31.1 31
coefficient of cubic expansion, 10/°C 8 10 9
specific heat, cal/K mol 41.24 93.41 60.33
heat of vaporization, cal/g 6.32 8.47 7.54
heat of combustion, MJ/kg 4.35 49.58 46.52
dielectric constant 1.8 2.15 2
Kauri-butanol number 22 56 32
aniline point, °C 21 165 81
Hildebrand solubility parameter, cal'? cm™"? 6.8 8.2 7.4
Henry’s Law constant, atm/m?® mol 2.59E-4 4.56E-4 3.43E-4
evaporation rate (butyl acetate = 1) 0.006 17.5 0.45
threshold limiting value - 8h average, ppm 0.1 1000 300
maximum concentration (15 min exp), ppm 375 1000 500
LD50 oral, mg/kg 218 29820 2140

route of entry

absorption, contact. ingestion, inhalation

target organs

blood, bone marrow, central nervous system, eye,
gastrointestinal tract, heart, kidney, lymphatic sys-
tem, liver, lung, nervous system, peripheral ner-
vous system, respiratory system, skin, spleen,
stomach, testes, thyroid

carcinogenicity -
mutagenic properties n-hexane
theoretical oxygen demand, g/g 3.46 3.56 3.53
biodegradation probability days-weeks
octanol/water partition coefficient 23 5.98
urban ozone formation 0.11 0.13 0.12
3.3.1.2 Aromatic hydrocarbons
Value
Property
minimum maximum median
boiling temperature, °C 74 288 168
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Value

Property minimum maximum median
freezing temperature, °C -96 5.5 -31
flash point, °C -11 144 52
autoignition temperature, °C 204 550 480
refractive index 1.43 1.61 1.5
specific gravity, g/cm® 0.71 1.02 0.87
vapor density (air=1) 2.8 4.8 4.1
vapor pressure, kPa 0.00 21.3 0.43
viscosity, mPa.s 0.58 6.3 1.04
surface tension, mN/m 24.3 36.8 28
donor number, DN, kcal/mol 0.1 10 5
acceptor number, AN 6.8 8.2 7.3
polarity parameter, E(30), kcal/mol 329 34.8 34.7
coefficient of cubic expansion, 10™/°C 8 10.7 8
specific heat, cal/K mol 32.44 63.48 52.41
heat of vaporization, cal/g 8.09 10.38 10.13
heat of combustion, MJ/kg 41.03 43.5 41.49
dielectric constant 2.04 2.6 2.3
Kauri-butanol number 33 112 86
aniline point, °C 7 85 26
Hildebrand solubility parameter, cal’? cm™? 7.9 9.3 8.8
Henry’s Law constant, atm/m® mol 5.19E-3 3.8E-1 7.6E-3
evaporation rate (butyl acetate = 1) 0.006 5.1 0.16
threshold limiting value - 8h average, ppm 0.3 100 50
maximum concentration (15 min exp), ppm 6 150 125
LD50 oral, mg/kg 636 6989 4300
LD50 dermal, mg/kg 4400 17800 12400

route of entry

absorption, contact. ingestion, inhalation

target organs

blood, bone marrow, central nervous system, eye,
gastrointestinal tract, kidney, liver, lung, respira-

tory system, skin

carcinogenicity

benzene, styrene

mutagenic properties

benzene, ethylbenzene, xylene
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Value

Property minimum maximum median
biological oxygen demand, 5-day test, g/g 0.92 2.53 1.65
chemical oxygen demand, g/g 2.15 291 2.56
theoretical oxygen demand, g/g 2.41 3.29 3.17
biodegradation probability days-to weeks, weeks
octanol/water partition coefficient 2.13 4.83
urban ozone formation 0.03 1.13 0.90

3.3.2 HALOGENATED HYDROCARBONS
Value

Froperty minimum maximum median
boiling temperature, °C -40.6 253 87
freezing temperature, °C -189 17 -36
flash point, °C -50 350 45
autoignition temperature, °C 240 648 557
refractive index 1.20 1.63 1.43
specific gravity, g/cm® 0.9 3 1.6
vapor density (air=1) 1.8 33.4 6.5
vapor pressure, kPa 0.01 4000 10.2
viscosity, mPa.s 0.02 5.14 1.1
surface tension, mN/m 0.03 334 15.2
pH 4 8 7
donor number, DN, kcal/mol 0 4 3
acceptor number, AN 8.6 23.1 16.2
polarity parameter, E(30), kcal/mol 32.1 41.3 36.7
specific heat, cal/K mol 12.32 205 41.5
heat of vaporization, cal/g 3.76 81.2 11.54
heat of combustion, MJ/kg 6.27 29.14 15.73
dielectric constant 1.0 8.93 2.32
Kauri-butanol number 31 500 90
Hildebrand solubility parameter, cal"? cm™? 5.9 10.75 8.3
Henry’s Law constant, atm/m’ mol 3.6E-4 8.5E0 3E-2
evaporation rate (butyl acetate = 1) 0.9 14.5 1
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Value
Property
minimum maximum median
threshold limiting value - 8h average, ppm 0.5 1000 100
maximum concentration (15 min exp), ppm 20 1250 250
maximum concentration any time, ppm 5 500 400
LD50 oral, mg/kg 214 13000 1210
LD50 dermal, mg/kg 500 20000 8750

route of entry

absorption, contact. ingestion, inhalation

target organs

central nervous system, eye, gastrointestinal tract,
heart, kidney, liver, lung, respiratory system, skin

carcinogenicity

benzotrichloride, carbon tetrachloride,chloroform,
1,2-dibromomethane, 1,4-dichlorobenzene,
1,2-dichloroethane, Dowper,
1,1,2,2-tetrachlroethylene

mutagenic properties

benzotrichloride, carbon tetrachloride, chloro-
form, chloromethane, chlorodifluoromethane,
dichloromethane, 1,2-dibromomethane, Freon
MS-117 TE, Freon MS-178 TES,
1,1,2,2-tetrachloroethylene, 1,1,1-trichloroethane,

1,1,2-trichloroethylene, trifluoromethane

theoretical oxygen demand, g/g 0 0.19 0.09
biodegradation probability weeks

octanol/water partition coefficient 0.64 4.02

ozone depletion potential 0.00 1.1 0.8

global warming potential 0.25 11700 4600
urban ozone formation 0.00 0.09 0.01

3.3.3 NITROGEN-CONTAINING COM

POUNDS (NITRATES, NITRILES)

Value
Property
minimum maximum median
boiling temperature, °C 77 234 134
freezing temperature, °C -112 6 -50
flash point, °C 2 101 36
autoignition temperature, °C 414 550 481
refractive index 1.34 1.55 1.39
specific gravity, g/cm’ 0.78 1.21 0.87
vapor density (air=1) 1.4 4.2 3.1
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Value
Property
minimum maximum median
vapor pressure, kPa 0.01 11.0 2.62
viscosity, mPa.s 0.34 1.96 0.77
dissociation constant, pKa 7.67 10.21 8.98
donor number, DN, kcal/mol 4.4 16.6 11.0
acceptor number, AN 14.8 20.5 17.7
polarity parameter, E{(30), kcal/mol 41.5 46.7 43.6
heat of combustion, MJ/kg 22.46 30.38 27.25
Hildebrand solubility parameter, cal’? cm™? 9.5 12.3 10.5
evaporation rate (butyl acetate = 1) 1.15 2.3 2.1
threshold limiting value - 8h average, ppm 1 100 25
LD50 oral, mg/kg 39 3800 510

route of entry

absorption, contact. ingestion, inhalation

target organs

blood, central nervous system, eye, kidney, liver,

respiratory system, skin

carcinogenicity

acrylonitrile, 2-nitropropane

mutagenic properties

acrylonitrile, 2-nitropropane

biodegradation probability days-weeks
octanol/water partition coefficient -0.3 1.86
3.3.4 ORGANIC SULFUR COMPOUNDS
Value
Property minimum maximum median
boiling temperature, °C 37 287 142
freezing temperature, °C -116 32 -38
flash point, °C -38 177 43
autoignition temperature, °C 206 470 395
refractive index 1.38 1.62 1.47
specific gravity, g/cm’ 0.80 1.43 1.00
vapor density (air=1) 2.14 4.35 3.05
vapor pressure, kPa 0.00 19.00 1.05
viscosity, mPa.s 0.28 10.29 0.97
surface tension, mN/m 35.5 42.98 39.00
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Value

Property minimum maximum median
dissociation constant, pKa -1.54 15.3 13.6
donor number, DN, kcal/mol 2 41 29.8
acceptor number, AN 7.5 19.3 19.2
polarity parameter, E;(30), kcal/mol 26.8 54.4 38.4
specific heat, cal/K mol 36.61 43 40.1
dielectric constant 43.26 46.45 4430
Hildebrand solubility parameter, cal'? cm™"? 8.2 12.6 9.8
Henry’s Law constant, atm/m> mol 4.96E-8 4.85E-6 1.25E-6
evaporation rate (butyl acetate = 1) 0.005 0.026 0.013
threshold limiting value - 8h average, ppm 0.1 10 0.5
LD50 oral, mg/kg 505 14500 1941
LD50 dermal, mg/kg 380 40000 20000

route of entry

absorption, contact. ingestion, inhalation

target organs

central nervous system, eye, liver, lung

carcinogenicity

diethyl sulfate, dimethyl sulfate

mutagenic properties

diethyl sulfate, dimethyl sulfoxide, sulfolane

theoretical oxygen demand, g/g 1.73 ‘ 1.84 1.75
biodegradation probability days-weeks
octanol/water partition coefficient -1.35 2.28
urban ozone formation 0.07 0.23 0.15
3.3.5 MONOHYDRIC ALCOHOLS
Value
Property minimum maximum median
boiling temperature, °C 64.55 259 155
freezing temperature, °C -129 71 -38.6
flash point, °C 11 156 67
autoignition temperature, °C 231 470 295
refractive index 1.277 1.539 1.42
specific gravity, g/cm® 0.79 1.51 0.81
vapor density (air=1) 1.10 5.50 3.0
vapor pressure, kPa 0.00 21.20 0.4
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Value
Property
minimum maximum median
viscosity, mPa.s 0.59 41.1 4.4
surface tension, mN/m 21.99 40.0 26.2
dissociation constant, pKa 9.3 19.0 15.4
donor number, DN, kcal/mol 5 44 30
acceptor number, AN 22.2 66.7 37.1
polarity parameter, E{(30), kcal/mol 41 65.3 48.8
coefficient of cubic expansion, 10/°C 9 12.2 10.3
specific heat, cal/K mol 19.47 78.03 43.03
heat of vaporization, cal/g 8.95 15.40 12.32
heat of combustion, MJ/kg 22.66 38.83 34.56
dielectric constant 8.17 32.66 17.51
Hildebrand solubility parameter, cal’? cm™? 9.26 23 11.5
Henry’s Law constant, atm/m’ mol 4.1E-9 3.44E+1 3.1E-5
evaporation rate (butyl acetate = 1) 0.005 2.9 0.39
threshold limiting value - 8h average, ppm 1 1000 100
maximum concentration (15 min exp), ppm 4 500 125
LD50 oral, mg/kg 275 50000 2300
LD50 dermal, mg/kg 400 20000 3540
route of entry absorption, contact. ingestion, inhalation
{arget organs central I}ewous system, eye, kidney, liYer, lung,
lymphatic system, respiratory system, skin
carcinogenicity -
mutagenic properties I-butanol,  2-butanol, ethanol, 1-octanol,
1-pentanol, 1-propanol
biological oxygen demand, 5-day test, g/g 0.41 2.37 1.5
chemical oxygen demand, g/g 1.5 2.97 2.46
theoretical oxygen demand, g/g 1.5 2.9 2.59
biodegradation probability days-weeks
octanol/water partition coefficient -1.57 2.97
urban ozone formation 0.04 0.45 0.16
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Value
Property

minimum maximum median
boiling temperature, °C 171 3273 214
freezing temperature, °C -114 60 -4
flash point, °C 85 274 152
autoignition temperature, °C 224 490 371
refractive index 1.43 1.48 1.44
specific gravity, g/cm’ 0.92 1.22 1.12
vapor density (air=1) 2.14 6.70 3.10
vapor pressure, kPa 0.00 0.32 0.01
viscosity, mPa.s 21 114.6 54.65
surface tension, mN/m 33.1 48.49 44.13
dissociation constant, pKa 14.1 15.1 14.5
donor number, DN, kcal/mol 19 20 19
acceptor number, AN 34.5 46.6 36.2
polarity parameter, E;(30), kcal/mol 51.8 56.3 54.1
specific heat, cal/K mol 36.1 294 77.6
heat of vaporization, cal/g 13.0 18.7 16.2
heat of combustion, MJ/kg 19.16 29.86 23.69
dielectric constant 7.7 35.0 28.8
Hildebrand solubility parameter, cal'? cm™"? 10.7 16.18 12.81
Henry’s Law constant, atm/m’ mol 4.91E-13 2.3E-7 6E-8
evaporation rate (butyl acetate = 1) 0.001 0.01 0.01
threshold limiting value - 8h average, ppm 1 25 10
maximum concentration any time, ppm 25 50
LD50 oral, mg/kg 105 50000 16000
LD50 dermal, mg/kg 2000 225000 20000

route of entry

absorption, contact. ingestion, inhalation

target organs

blood, eye, gastrointestinal tract, kidney, lym-
phatic system, liver, lung, respiratory system, skin,

spleen

carcinogenicity
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Value
Property minimum maximum median
mutagenic properties :?;;?::E}},Ill;l: glycg(g)llycol, triethylene  glycol,
biological oxygen demand, 5-day test, g/g 0.03 1.08 0.18
chemical oxygen demand, g/g 1.29 1.64 1.57
theoretical oxygen demand, g/g 1.07 1.68 1.60
biodegradation probability days-weeks
octanol/water partition coefficient -0.92 -2.02
urban ozone formation 0.16 0.47 0.38
3.3.7 PHENOLS
Value
Froperty minimum maximum median

boiling temperature, °C 182 245 202
freezing temperature, °C -18 105 25
flash point, °C 43 127 95
autoignition temperature, °C 558 715 599
refractive index 1.52 1.60 1.54
specific gravity, g/cm® 0.93 1.34 1.02
vapor density (air=1) 32 4.4 3.7
vapor pressure, kPa 0.00 0.23 0.02
viscosity, mPa.s 3.5 11.55 9.4
dissociation constant, pKa 9.1 10.85 10.3
donor number, DN, kcal/mol 11
acceptor number, AN 44.8 50.4
polarity parameter, E{(30), kcal/mol 50.3 60.8 533
Hildebrand solubility parameter, cal'? cm™"? 8.7 12.1 10.6
Henry’s Law constant, atm/m® mol 3.84E-11 3.14E-9
threshold limiting value - 8h average, ppm 5 5 5
LD50 oral, mg/kg 40 320000 810
LD50 dermal, mg/kg 950 1040

route of entry

absorption, contact. ingestion, inhalation
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Property

Value

minimum maximum median

target organs

central nervous system, eye, respiratory system,
skin

carcinogenicity

3-chlorophenol, o-chlorophenol

mutagenic properties

3-chlorophenol, o-chlorophenol

octanol/water partition coefficient 0.59 2.47
3.3.8 ALDEHYDES
Value
Property
minimum maximum median
boiling temperature, °C 221 253 162
freezing temperature, °C -123 12.4 -86
flash point, °C -39 102 13
autoignition temperature, °C 180 424 196
refractive index 1.33 1.62 1.44
specific gravity, g/cm’ 0.70 1.25 0.85
vapor density (air=1) 1 4.5 2.5
vapor pressure, kPa 0.00 438 2.30
viscosity, mPa.s 0.32 54 1.32
surface tension, mN/m 23.14 41.1 32.00
donor number, DN, kcal/mol 16
acceptor number, AN 12.8
heat of vaporization, cal/g 5.53 10.33 6.77
Hildebrand solubility parameter, cal’? cm™? 8.33 11.7 10.85
evaporation rate (butyl acetate = 1) 7.8
threshold limiting value - 8h average, ppm 0.1 100 2
maximum concentration (15 min exp), ppm 0.3 150
maximum concentration any time, ppm 0.2 0.3
LD50 oral, mg/kg 46 3078 100
LD50 dermal, mg/kg 270 16000 582

route of entry

absorption, contact. ingestion, inhalation

target organs

eye, heart, liver, respiratory system, skin

carcinogenicity

acetaldehyde, formaldehyde, furfural
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Value

Property minimum maximum median
mutagenic properties acrolein, formaldehyde, furfural
biological oxygen demand, 5-day test, g/g 0.00 0.77 0.74
chemical oxygen demand, g/g 1.72
theoretical oxygen demand, g/g 1.07 2.00 1.67
biodegradation probability days-weeks
octanol/water partition coefficient 0.35 1.48
urban ozone formation 0.94 1.55 1.23

3.3.9 ETHERS
Value

Froperty minimum maximum median
boiling temperature, °C 344 289 104
freezing temperature, °C -137 64 -58
flash point, °C -46 135 25
autoignition temperature, °C 189 618 429
refractive index 1.35 1.57 1.42
specific gravity, g/cm’ 0.71 1.21 0.89
vapor density (air=1) 1.5 6.4 4.0
vapor pressure, kPa 0.00 174.7 1.33
viscosity, mPa.s 0.24 1.1 0.42
surface tension, mN/m 17.4 38.8 24.8
dissociation constant, pKa -5.4 -2.08 -2.92
donor number, DN, kcal/mol 6 24 19
acceptor number, AN 33 10.8 8
polarity parameter, E(30), kcal/mol 16 43.1 36
specific heat, cal/K mol 28.77 60.22 45.86
heat of vaporization, cal/g 5.99 13.1 10.57
heat of combustion, MJ/kg 34.69 38.07 36.58
dielectric constant 2.2 13.0 4.5
Hildebrand solubility parameter, cal'’* cm™? 7 10.5 9.2
Henry’s Law constant, atm/m’ mol 54E-9 8.32E0 3.19E-4
evaporation rate (butyl acetate = 1) 0.004 11.88 8.14
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Value
Property
minimum maximum median
threshold limiting value - 8h average, ppm 1 1000 200
maximum concentration (15 min exp), ppm 2 500 250
LD50 oral, mg/kg 72 30900 4570
LD50 dermal, mg/kg 250 2000 7600

route of entry

absorption, contact. ingestion, inhalation

target organs

blood, central nervous system, eye, kidney, liver,
respiratory system, skin

carcinogenicity

bis(chloromethyl) ether,

chloromethyl methyl

ether, 1,4-dioxane, epichlorohydrin, ethylene ox-
ide, propylene oxide

mutagenic properties

diethyl ether, 1,4-dioxane, ethylene oxide, propyl-

ene oxide
biological oxygen demand, 5-day test, g/g 0.06 0.48 0.19
chemical oxygen demand, g/g 1.74 1.75 1.75
theoretical oxygen demand, g/g 1.07 2.95 2.21
biodegradation probability days-weeks
octanol/water partition coefficient -0.56 5.10
urban ozone formation 0.02 0.49 0.31
3.3.10 GLYCOL ETHERS
Property Value
minimum maximum median
boiling temperature, °C 117 265 191
freezing temperature, °C -148 14 -83
flash point, °C 27 143 85
autoignition temperature, °C 174 406 255
refractive index 1.39 1.53 1.43
specific gravity, g/cm® 0.83 1.11 0.95
vapor density (air=1) 3.00 8.01 5.25
vapor pressure, kPa 0.00 1.33 0.12
viscosity, mPa.s 0.7 20.34 33
surface tension, mN/m 25.6 42.0 28.5
acceptor number, AN 9 36.1




88 George Wypych
Value

Property minimum maximum median
polarity parameter, E;(30), kcal/mol 38.6 52 51
coefficient of cubic expansion, 10/°C 9.7 11.5 11.2
specific heat, cal/K mol 24.85 108 65.27
heat of vaporization, cal/g 10.33 14.3 13.3
heat of combustion, MJ/kg 24.3 30.54 28.75
dielectric constant 5.1 29.6 10.5
Hildebrand solubility parameter, cal'? cm™"? 8.2 12.2 8.8
Henry’s Law constant, atm/m> mol 6.5E-10 7.3E-5 7.3E-8
evaporation rate (butyl acetate = 1) 0.001 1.05 0.37
threshold limiting value - 8h average, ppm 5 100 25
maximum concentration (15 min exp), ppm 150 150
LD50 oral, mg/kg 470 16500 6500

route of entry

absorption, contact. ingestion, inhalation

target organs

blood, brain, central nervous system, eye, kidney,
lymphatic system, liver, lung, respiratory system,
skin, spleen, testes

carcinogenicity

mutagenic properties

diethylene glycol monobutyl ether, diethylene gly-
col dimethyl ether, 2-ethoxyethanol, ethylene gly-
col diethyl ether, ethylene glycol monophenyl
ether, triethylene glycol dimethyl ether

biological oxygen demand, 5-day test, g/g 0.12 1.18 0.71
chemical oxygen demand, g/g 1.69 2.20 1.85
theoretical oxygen demand, g/g 1.07 3.03 2.17
biodegradation probability days-weeks
octanol/water partition coefficient -1.57 3.12

urban ozone formation 0.27 0.58 0.44

3.3.11 KETONES
Value
Property minimum maximum median

boiling temperature, °C 56.1 306 147
freezing temperature, °C -92 28 -55
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Value

Property minimum maximum median
flash point, °C -18 143 44
autoignition temperature, °C 393 620 465
refractive index 1.35 1.55 1.41
specific gravity, g/cm® 0.74 1.19 0.82
vapor density (air=1) 2 4.9 3.5
vapor pressure, kPa 0.00 30.8 1.1
viscosity, mPa.s 0.30 2.63 0.68
surface tension, mN/m 22.68 35.05 25.50
dissociation constant, pKa -8.3 24.2 20.5
donor number, DN, kcal/mol 11 18 17
acceptor number, AN 12.5
polarity parameter, E(30), kcal/mol 36.3 422 39.8
coefficient of cubic expansion, 10™/°C 9.7 13 13
specific heat, cal/K mol 29.85 58.22 51.0
heat of vaporization, cal/g 7.48 12.17 9.94
heat of combustion, MJ/kg 26.82 40.11 36.35
dielectric constant 11.98 20.56 16.1
Hildebrand solubility parameter, cal? cm™"? 7.54 11.0 9.2
Henry’s Law constant, atm/m’ mol 4.4E-8 2.7E-4 8.7E-5
evaporation rate (butyl acetate = 1) 0.02 6.6 0.83
threshold limiting value - 8h average, ppm 5 750 50
maximum concentration (15 min exp), ppm 75 1000 300
maximum concentration any time, ppm 5
LD50 oral, mg/kg 148 5800 2590
LD50 dermal, mg/kg 200 20000 6500

route of entry

absorption, contact. ingestion, inhalation

target organs

central nervous system, eye, kidney, liver, lung,
peripheral nervous system, respiratory system,
skin, stomach, testes

carcinogenicity

mutagenic properties

diacetone alcohol, methyl isopropyl ketone

biological oxygen demand, 5-day test, g/g

0.68 2.03 ‘ 1.37
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Value

Property minimum maximum median
chemical oxygen demand, g/g 1.92 2.88 2.31
theoretical oxygen demand, g/g 1.67 2.93 2.44
biodegradation probability days-weeks
octanol/water partition coefficient -1.34 2.65
urban ozone formation 0.01 0.65 0.15

3.3.11 ACIDS
Value

Property minimum maximum median
boiling temperature, °C 20 337 164
freezing temperature, °C -83 137 -3
flash point, °C 37 140 100
autoignition temperature, °C 298 539 380
refractive index 1.285 1.551 1.421
specific gravity, g/cm’ 0.9 1.83 1.08
vapor density (air=1) 0.7 5.0 33
vapor pressure, kPa 0.00 410 0.08
viscosity, mPa.s 0.25 23.55 2.82
surface tension, mN/m 27.4 37.6 33
dissociation constant, pKa 0.23 4.88 4.25
donor number, DN, kcal/mol 2.3 20 10.5
acceptor number, AN 18.5 105 52.9
polarity parameter, E(30), kcal/mol 439 57.7 54.4
specific heat, cal/K mol 2367 29.42 2.612
heat of vaporization, cal/g 4.8 5.58 4.80
dielectric constant 6.17 58.5 40.5
Hildebrand solubility parameter, cal'? cm™"? 9.79 15.84 12.29
Henry’s Law constant, atm/m® mol 1.26E-8 4.4E-5 1.67E-7
evaporation rate (butyl acetate = 1) 0.00 1.34 0.3
threshold limiting value - 8h average, ppm 1 10 4
maximum concentration (15 min exp), ppm 10 15 10
LD50 oral, mg/kg 200 74000 3310
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Property

Value

minimum

maximum

median

route of entry

absorption, contact. ingestion, inhalation

target organs

eye, kidney, liver, respiratory system, skin

carcinogenicity

mutagenic properties

formic acid

biological oxygen demand, 5-day test, g/g 0.2 0.65
chemical oxygen demand, g/g 0.36 1.09
theoretical oxygen demand, g/g 0.35 1.07 0.67
biodegradation probability days-weeks
octanol/water partition coefficient -0.17 +1.88
urban ozone formation 0-0.09
3.3.12 AMINES
Value
Froperty minimum maximum median

boiling temperature, °C -33 372 152
freezing temperature, °C -115 142 -6
flash point, °C -37 198 55
autoignition temperature, °C 210 685 410
refractive index 1.32 1.62 1.48
specific gravity, g/cm’ 0.7 1.66 1.02
vapor density (air=1) 0.54 10.09 32
vapor pressure, kPa 0.00 1.013 0.13
viscosity, mPa.s 0.13 4000 3.15
surface tension, mN/m 19.11 48.89 32.43
dissociation constant, pKa 8.96 11.07 10.78
pH 7.2 12.1 11
donor number, DN, kcal/mol 24 61 33.1
acceptor number, AN 1.4 39.8 18.8
polarity parameter, E;(30), kcal/mol 32.1 55.8 42.2
specific heat, cal/K mol 304 74.1 534
heat of vaporization, cal/g 5.65 16.13 8.26
heat of combustion, MJ/kg 30.22
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Value

Property minimum maximum median
dielectric constant 242 37.78 29.36
Hildebrand solubility parameter, cal'? cm™"? 7.4 15.5 10.5
Henry’s Law constant, atm/m® mol 1.7E-23 3.38E+1 1.56E-8
evaporation rate (butyl acetate = 1) 0.001 3.59 0.06
threshold limiting value - 8h average, ppm 0.1 100 5
maximum concentration (15 min exp), ppm 6 35 15
maximum concentration any time, ppm 5
LD50 oral, mg/kg 100 12760 470
LD50 dermal, mg/kg 64 8000 660

route of entry

absorption, contact. ingestion, inhalation

target organs

eye, kidney, lymphatic system, liver, lung, respira-

tory system, skin, testes

carcinogenicity

acetamide, p-chloroaniline, N,N-dimethylformamide,
hydrazine, N-nitrosodimethylamine, o-toluidyne

mutagenic properties

dimethylamine,

methylamine, N-methylpyrrolidone, N-nitrosomethyl

ethylene diamine

amine, tetraethylene pentamine

tetracetic  acid,

biological oxygen demand, 5-day test, g/g 0.01 2.24 0.84
chemical oxygen demand, g/g 1.28 1.9 1.53
theoretical oxygen demand, g/g 0.65 2.85 1.8
biodegradation probability days-weeks
octanol/water partition coefficient -1.66 1.92
urban ozone formation 0.00 0.51 0.21
3.3.13 ESTERS
Value
Froperty minimum maximum median
boiling temperature, °C 32 343 165
freezing temperature, °C -148 27.5 -54
flash point, °C -19 240 64
autoignition temperature, °C 252 505 400
refractive index 1.34 1.56 1.44
specific gravity, g/cm® 0.81 1.38 0.92
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Value

Property minimum maximum median
vapor density (air=1) 2.5 9.60 52
vapor pressure, kPa 0.00 64.0 0.27
viscosity, mPa.s 0.42 32.7 1.07
surface tension, mN/m 23.75 41.39 28.6
dissociation constant, pKa 10.68 13.3 12.0
pH 5 7 7
donor number, DN, kcal/mol 11 23.7 16.3
acceptor number, AN 6.7 18.3 16.3
polarity parameter, E(30), kcal/mol 36.7 48.6 40.9
coefficient of cubic expansion, 10/°C 8.76 10.3
specific heat, cal/K mol 31.54 119 46.9
heat of vaporization, cal/g 7.72 21.8 10.04
heat of combustion, MJ/kg 18.5 36.35 28.19
dielectric constant 4.75 64.9 64.0
Kauri-butanol number 62 1000 1000
Hildebrand solubility parameter, cal’? cm™? 7.34 12.6 8.8
Henry’s Law constant, atm/m® mol 9.9E-8 1.9E-2 3.6E-4
evaporation rate (butyl acetate = 1) 0.001 11.8 0.22
threshold limiting value - 8h average, ppm 0.2 400 100
maximum concentration (15 min exp), ppm 2 310 150
LD50 oral, mg/kg 500 42000 5600
LD50 dermal, mg/kg 500 20000 5000

route of entry

absorption, contact. ingestion, inhalation

target organs

blood, brain, central nervous system, eye, gastroin-
testinal tract, lung, respiratory system, skin, spleen

carcinogenicity

ethyl acrylate, vinyl acetate

mutagenic properties

methyl ester of butyric acid, y-butyrlactone,
dibutyl phthalate, 2-ethoxyethyl acetate, ethyl ace-
tate, ethyl propionate, ethylene glycol methyl ether
acetate, methyl propionate, n-propyl acetate

biological oxygen demand, 5-day test, g/g 0.25 1.26 0.6
chemical oxygen demand, g/g 1.11 2.32 1.67
theoretical oxygen demand, g/g 1.09 2.44 1.67
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Value
Property minimum maximum median
biodegradation probability days-weeks
octanol/water partition coefficient -0.56 +3.97
urban ozone formation 0.02 0.42 0.08
3.3.14 COMPARATIVE ANALYSIS OF ALL SOLVENTS
Value
Property ._ -
minimum maximum range
boiling temperature, °C CFCs PHA -40.6-372
freezing temperature, °C CFCs amines -189-142
flash point, °C aliphatic HC CFCs (none) -104-350
autoignition temperature, °C glycol ethers phenols 174-715
refractive index CFCs halogenated 1.20-1.63
specific gravity, g/cm® aliphatic HC CFCs 0.51-3
vapor density (air=1) aldehydes CFCs 1-33.4
vapor pressure, kPa many CFCs 0.00-4000
viscosity, mPa.s CFCs PHA 0.02-114.6
surface tension, mN/m CFCs PHA 0.03-48.49
dissociation constant, pKa ethers alcohols -8.3-19.00
pH acids amines 1-14
donor number, DN, kcal/mol hydrocarbons amines 0-61
acceptor number, AN hydrocarbons acids 0-105
polarity parameter, E(30), kcal/mol ethers alcohols 16-65.3
coefficient of cubic expansion, 10/°C alcohols ethers 7-14.5
specific heat, cal/K mol CFCs PHA 12.32-294
heat of vaporization, cal/g CFCs halogenated 3.76-81.2
heat of combustion, MJ/kg CFCs aliphatic HC 6.57-44.58
dielectric constant CFCs esters 1.0-64.9
Kauri-butanol number aliphatic HC esters 22-1000
aniline point, °C aromatic HC aliphatic HC 7-165
Hildebrand solubility parameter, cal'? cm™"? CFCs alcohols 5.9-23
Henry’s Law constant, atm/m’ mol amines alcohols 1.7E-23-34.4
evaporation rate (butyl acetate = 1) many aliphatic HC 0-17.5
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Value
Property
minimum maximum range
threshold limiting value - 8h average, ppm several several 0.1-1000
maximum concentration (15 min exp), ppm aldehydes CFCs 0.3-1250
LD50 oral, mg/kg aldehydes phenols 46-320000
LD50 dermal, mg/kg amines alcohols 64-225000

route of entry

absorption, contact. ingestion, inhalation

target organs

blood, brain, bone marrow, central nervous sys-
tem, eye, gastrointestinal tract, heart, kidney, lym-
phatic system, liver, lung, peripheral nervous
system, respiratory system, skin, spleen, stomach,
testes, thyroid

carcinogenicity

some in the following groups: aromatic hydrocar-
bons,  halogenated  hydrocarbons,  nitro-
gen-containing  compounds, organic  sulfur
compounds, phenols, aldehydes, ethers, amines,
esters

mutagenic properties

each group contains some species

theoretical oxygen demand, g/g

CFCs aliphatic HC 0-3.56

biodegradation probability

days-weeks in the most cases

ozone depletion potential CFCs
global warming potential CFCs
urban ozone formation CFCs aldehydes 0-1.55

HC - hydrocarbons, PHA - polyhydric alcohols

The comparative chart allocates for each group the highest and the lowest position in
relationship to their respective values of particular parameters. The chart allows to show
that the fact of having many good solvent properties does not warrant that solvent is suitable
for use. For example, CFCs have many characteristics of good solvents but they are still
eliminated from use because they cause ozone depletion and are considered to be a reason
for global warming. On the other hand, esters do not appear on this chart frequently but they

are very common solvents.

The chart also shows that solvents offer very broad choice of properties, which can be

selected to satisfy any practical application.
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3.4 TERPENES

TILMAN HAHN, KONRAD BOTZENHART, FRITZ SCHWEINSBERG
Institut fiir Allgemeine Hygiene und Umwelthygiene
University of Tuibingen, Tiibingen, Germany

3.4.1 DEFINITIONS AND NOMENCLATURE

Terpenes are natural products. Terpenoids enlarge this division to include natural or syn-
thetic derivatives.

The structures of terpenes or terpenoids varies widely and are classified according to
various aspects, e.g. number of isoprene units (C,, monoterpenes, C,5 sesquiterpenes, C,,
diterpenes, C,s sesterterpenes, C,, triterpenes, C,, tetraterpenes) or division in acyclic,
mono-, bi-, tri-, tetra-, pentacyclic terpenes.'” Often terpenes are named by their trivial
names, e.g. d-limonene.

3.4.2 OCCURRENCE

The occurrence of terpenes is ubiquitous. Natural terpenes are found in plants and animals
in minute amounts. Especially in higher plants, terpenes characterize the type of plant
(chemotaxonomy): mono- and sesquiterpenes in essential oils, sesqui-, di-, triterpenes in
balsams and resins, tetraterpenes in pigments and polyterpenes in latexes.'*** Therefore,
terpenes are often emitted from natural products such as citrus fruits or trees, e.g. conifers.

Terpenes are components of various products: e.g. tobacco smoke, wax pastes (furni-
ture and floor polishes etc.), liquid waxes (floor polishes etc.), cleansers (detergents etc.),
polishes, dyes and varnishes, synthetic resins, so-called “natural” building products, de-
odorants, perfumes, softeners, air fresheners, foods, beverages, pharmaceutical products
(e.g. camomile oil, eucalyptus oil)."*** In these products terpene compounds such as
geraniol, myrcene (beta-myrcene), ocimene, menthol, alpha-pinene, beta-pinene,
d-limonene, 3-carene, cineole, camphene or caryophyllene can be detected.'**

Often terpenes may be included as additives, e.g. food additives licensed by the FDA.
Terpenes detected in indoor air are mainly the monoterpenes alpha-, beta- pinenes, 3-carene
and d-limonene which occur primarily in conifer products.’ Some of the monoterpenes may
be converted into well-known epoxides and peroxides with high allergic potential.’

Several products containing terpenes are more highly refined which influences quality
and quantities of terpenes in these products: e.g. in oil of turpentine or in resin components.
The quantity of monoterpenes is essentially influenced by the composition of the raw mate-
rials, e.g. d-limonene dominates in agrumen oils as citrus oil products.’

Terpene products are often associated with “natural positive” properties, e.g. attrib-
utes such as “biological, positive health effects and good biodegradability” which are often
neither substantiated nor proven.

Indoor concentrations of some terpenes, e.g., d-limonene and pinene, are highest in
the group of VOCs.

3.4.3 GENERAL

Terpenes are synthesized in chloroplasts, mitochondria and microsomes of plants or in the
liver of animals. Typical biosynthesis pathways of terpenes are well-known, e.g. via
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decarboxylation, isomerization and acetyl-CoA-processes.' Degradation of terpenes is pos-
sible by microorganisms, e.g. Pseudomonas and Aspergillus sp., in plants and in animals.'

In terpene products, terpenes exist as two enantiomers in different mixture ratios. En-
antiomers are associated with characteristic odour (e.g. d-limonene in orange-oil).” Odors
of terpenes are essential criteria in the classification of terpenes. Some terpenes can be smelt
in extremely low concentrations.’

Threshold limit values are in the range of lg/m* in indoor air.’ This applies primarily
to monoterpenes pinenes, d-limonene, carenes and sesquiterpenes longifolenes and
caryophyllenes.

3.4.4 TOXICOLOGY

Most terpenes show low acute oral toxicity and low dermal toxicity. Contact dermatitis is
the most common symptom described as a result of exposure to terpenes. Other allergic re-
actions occur more rarely: e.g. allergic rhinitis or allergic bronchial asthma. The most com-
mon products with an allergic potential (contact dermatitis) are oils of turpentine.’ Older
turpentine products show higher allergic potential than freshly distilled products. Turpen-
tines have now been replaced by other less toxic petrochemical products.

Many terpenes or metabolites are well-known contact allergens causing allergic der-
matitis, e.g. d-limonene or oxygenated monocyclic terpenes which are produced by
autoxidation of d-limonene.” Normally the highest allergic potential is associated with
photo-oxidants (e.g. peroxides, epoxides) which are formed from terpenes. The symptoms
of allergic dermatitis disappear if dermal contact to the causative terpene allergens is re-
moved.

Exposure to the monoterpenes (alpha-pinene, beta-pinene and 3-carene) showed no
major changes in lung function, but showed chronic reaction in the airways (reduced lung
function values which persist between shifts) in workers of joinery shops.® In studies of
dwellings, bronchial hyper-responsiveness could be related to indoor air concentrations of
d-limonene.’ Other studies did not find significant changes in the respiratory tract.'!' Nev-
ertheless, these studies postulate effects of metabolites of terpenes (e.g. pinenes) as relevant
causative agents. It is suggested in some cases that “Multiple Chemical Sensitivity” (MCS)
may be attributed to increased values of terpenes and aromatic hydrocarbons.'?

Often mixtures of terpene products or so-called “natural products” show allergic ef-
fects, e.g. fragrant mixtures containing d-limonene,’ tea tree oil," oilseed rape.'* Consumer
products such as deodorants or perfumes also contain terpenes with allergic potential.'>'®

3.4.5 THRESHOLD LIMIT VALUES

Relevant threshold limit values for terpenes are rare because of a lack of basic information
about specific terpene products and by-products on the one hand, and occupational and en-
vironmental exposures on the other hand.” The threshold limit values which have been doc-
umented the best concern oil of turpentine. A MAK-value of 100 ppm is defined in German
regulations and noted to be dermally sensitive."” For other terpenes, such as d-limonene
which is also classified as dermally sensitive, it has not yet been possible to establish a
MAK-value because of a lack of information of their effects on animals or humans. With
terpenes, as is often the case, aggregate concentration parameters are used as limit values
such as the minimum level goals recommended by the former German Federal Health Au-
thority." These suggested minimum values bear in mind actual levels detected in indoor ar-
eas.
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Although Mohr® quotes values of 30 pg/m* for terpene aggregate and 15 pig/m’ for a
single terpene compound from a scheme of Seifert, he considers values of 60 pg/m® for
terpene aggregate to be more appropriate according to his experience. He also discusses ag-
gregate values of 200 pig/m’ (these exceed the olfactory threshold level) as posing possible
health hazards in individual cases. These concentration limits only concern monoterpenes
(pinenes, d-limonene, 3-carene) not other terpene products (e.g. sesquiterpenes).’

Table 3.4.1 Selected examples of terpenes

Substance group Examples Common occurrence Selected properties

in essential oils, perfume
products and luxury foods,
geraniol production  from  other
terpene  products, e.g.
beta-pinene

acyclic, double unsaturated
alcohol, several possible re-
actions, occurrence as esters,
typical rose odor

Acyclic monoterpenes very reactive, pleasant odor,
part of many synthetic reac-
tions (synthesis of other

terpenes)

naturally occurring in plant
myrcene oils and organisms, industrial
production

. in essential oils and perfume | pleasant odor, sensitive to
ocimene

products oxidation
in essential oils, e.g. eucalyp- .
p-menthane . & P typical odor (fennel)
tus fruits
Monocyclic monoterpenes perfume and soap products
cimene (musk perfumes), in various | typical odor (aromatic hydro-
P production processes, e.g., | carbons), inflammable
sulfite leaching of wood
in essential oils and conifer
Bicvelic monoterpenes inenes products, industrial produc- | typical odor (turpentine),
Y P P tion and use, e.g. in fragrance | softening agent
and flavor industry
Acyclic sesquiterpenes farnesol in essential oils, in perfume | typical odor, sensitive to oxi-

and soap products dation, heat and light

in various oils, e.g. myrrh
Monocyclic sesquiterpenes | bisabolenes and limete oil, in perfume | balsamic odor
and fragrance products

in essential oils, as perfume
and fragrance products,
chewing gum, synthesis of
other perfumes

Bicyclic sesquiterpenes caryophyllenes typical odor (clove)

in essential oils, e.g. turpen-
Tricyclic sesquiterpenes longifolene tine, solvent additive, pro- | colorless, oily liquid
duction of perfumes
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GENERAL PRINCIPLES GOVERNING
DISSOLUTION OF MATERIALS
IN SOLVENTS

4.1 SIMPLE SOLVENT CHARACTERISTICS

VALERY YU. SENICHEV, VASILIY V. TERESHATOV
Institute of Technical Chemistry
Ural Branch of Russian Academy of Sciences, Perm, Russia

Polymer dissolution is a necessary step in many of the polymer processing methods, such as
blending, separation, coating, casting, etc. The developments in physical chemistry of
non-electrolyte solutions relate the capabilities of solvents to dissolve materials with their
physical properties. The relationships were developed within the framework of the concept
of solubility parameters.

4.1.1 SOLVENT POWER

The usual problem of polymer engineering is a selection of proper solvent(s) for a given
polymer. This selection implies that the solvent must form with polymer a thermodynami-
cally stable mixture in the whole range of concentrations and temperatures. Such choice is
facilitated by use of numerical criterion of a solvent power. Solvent power might be taken
from the thermodynamic treatment (for example, a change of Gibbs’ free energy or chemi-
cal potentials of mixing of polymer with solvent) but these criteria depend not only on the
solvent properties but also on polymer structure and its concentration. For this reason, vari-
ous approaches were proposed to estimate solvent power.

Kauri-butanol value, KB is used for evaluation of dissolving ability of hydrocarbon
solvents. It is obtained by titration of a standard Kauri resin solution (20 wt% in 1-butanol)
with the solvent until a cloud point is reached (for example, when it becomes impossible to
read a text through the solution). The amount of the solvent used for titration is taken as KB
value. The relationship between KB and solubility parameter, § fits the following empirical
dependence:'

0=129 +0.06KB [4.1.1]
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The KB value is primarily a measure of the aromaticity of solvents. Using KB value, it
is possible to arrange solvents in sequence: aliphatic hydrocarbons < naphthenic hydrocar-
bons < aromatic hydrocarbons.

Dilution ratio, DR, is used to express the tolerance of solvents to diluents, most fre-
quently, toluene. DR is the volume of a solvent added to a given solution that causes precipi-
tation of the dissolved resin. This ratio can characterize the compatibility of a diluent with a
resin solution in primary solvent. When compatibility is high, more diluent can be added.
Only a multi-parameter approach provides a satisfactory correlation with solubility parame-
ters.”” DR depends on the polymer concentration. With polymer concentration increasing,
DR increases as well. Temperature influences DR in a similar manner. Determination of DR
must be performed at standard conditions. DR can be related to the solubility parameters but
such correlation depends on concentration.

Aniline point, AP, is the temperature of a phase separation of aniline in a given solvent
(the volume ratio of aniline : solvent = 1:1) in the temperature decreasing mode. AP is a crit-
ical temperature of the aniline - solvent system. AP can be related to KB value using the fol-
lowing equations:

At KB<50
- Bsg 27, 1
KB =996 -0.806p —0.177AP +0.o755D 58 -7, 0 [4.1.2]
At KB>50
KB =177.7 =10.6p ~0.249AP +01 ogsss —g T, @ [4.1.3]
where:
Ty a solvent boiling point.

AP depends on the number of carbon atoms in the hydrocarbon molecule. AP is useful
for describing complex aromatic solvents.

The solvent power can also be presented as a sum of factors that promote solubility or
decrease it:*

S=H+B-A-C -D [4.1.4]

where:
H a factor characterizing the presence of active sites of opposite nature in solvent and
polymer that can lead to formation of hydrogen bond between polymer and solvent
a factor related to the difference in sizes of solute and solvent molecules
a factor characterizing solute “melting”
a factor of the self-association between solvent molecules
a factor characterizing the change of nonspecific cohesion forces in the course of transfer
of the polymer molecule into solution.

The equations for calculation of the above-listed factors are as follows:

ga»w

B =(a +b)\\/7m(1—¢p) [4.1.5]
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D—— 3, —5) (1—¢) [4.1.6]

—InEI+ (1 ¢ )D [4.1.7]
B Ve E

C=In M [4.1.8]

1+ (K0, 1V,)

where:
a constant depending on the choice of the equation for the entropy of mixing.
Usually it equals 0.5.

b constant depending on the structure of solvent. b=1 for unstructured solvents, b=-1 for
solvents with single H-bond (e.g. alcohols) and b=-2 for solvents with double
H-bonds chains such as water.

Vi the molar volume of a repeating segment

vV, the molar volume of solvent

9, the volume fraction of polymer

3, &, modified solubility parameters without regard to H-bonds.

K the stability constant of the corresponding solvent-polymer hydrogen bond

K, the constant of the self-association of polymer segments

Several polymers such as polyethylmethacrylate, polyisobutylmethacrylate and
polymethylmethacrylate were studied according to Huyskens-Haulait-Pirson approach.
The main advantage of this approach is that it accounts for entropy factors and other essen-
tial parameters affecting solubility. The disadvantages are more numerous, such as lack of
physical meaning of some parameters, great number of variables, and insufficient coordina-
tion between factors influencing solubility that have reduced this approach to an approxi-
mate empirical scheme.

4.1.2 ONE-DIMENSIONAL SOLUBILITY PARAMETER APPROACH

The thermodynamic affinity between components of a solution is important for quantitative
estimation of mutual solubility. The concept of solubility parameters is based on enthalpy of
the interaction between solvent and polymer. Solubility parameter is the square root of the
cohesive energy density, CED:

5=(CED)" :Edvi% [4.1.9]

where:

AE cohesive energy
V.

; molar volume

Solubility parameters are measured in (MJ/m*)"? or (cal/sm®)"? (1 (MJ/m?)"?=2.054
(cal/sm*)""?). The cohesive energy is equal in magnitude and opposite in sign to the potential
energy of a volume unit of a liquid. The molar cohesive energy is the energy associated with
all molecular interactions in one mole of the material, i.e., it is the energy of a liquid relative
to its ideal vapor at the same temperature (see Chapter 5).

i
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Ois a parameter of intermolecular interaction of an individual liquid. The aim of many
studies was to find relationship between energy of mixing of liquids and their & The first at-
tempt was made by Hildebrand and Scatchard™® who proposed the following equation:

12 /2D2
AU™ =(xV, +x2V2)%AV£% _EAVE% E¢1¢2 =

=(x,V, +x,V,) (3, -3,)° &, ¢, [4.1.10]
where:
AU™ internal energy of mixing, that is a residual between energies of a solution and
components,
X1, X molar fractions of components
V.,V, molar volumes of components
o, 0, volume fractions of components

The Hildebrand-Scatchard equation became the basis of the Hildebrand theory of reg-
ular solutions.’ They interpreted a regular solution as a solution formed due to the ideal en-
tropy of mixing and the change of an internal energy. The assumed lack of the volume
change makes an enthalpy or heat of mixing equated with the right members of the equa-
tion. The equation permits calculation heat of mixing of two liquids. It is evident from equa-
tion that these heats can only be positive. Because of the equality of of components, AH™=0.

The free energy of mixing of solution can be calculated from the equation

/2 /2D2
8G” =(xV +xzvz)%f1% —EA—VE% 00,0, -
1 2 H

-TAS, =V(5, -3,)" ¢,0, -TAS [4.1.11]

The change of entropy, AS,,, is calculated from the Gibbs equation for mixing of ideal
gases. The calculated values are always positive.

AS, =-R(x,Inx, +x,Inx,) [4.1.12]

where:
R gas constant

Considering the signs of the parameters AS;; and AH™ in Eq. [4.1.10], the ideal entropy
of mixing promotes a negative value of AG™, i.e., the dissolution and the value of AH™ re-
duces the AG™ value. It is pertinent that the most negative AG™ value is when AH™=0, i.e.,
when 0 of components are equal. With these general principles in mind, the components
with solubility parameters close to each other have the best mutual solubility. The theory of
regular solutions has essential assumptions and restrictions.” The Eq. [4.1.10] is deduced
under assumption of the central role of dispersion forces of interaction between components
of solution that is correct only for the dispersion forces. Only in this case it is possible to ac-
cept that the energy of contacts between heterogeneous molecules is a geometric mean
value of energy of contacts between homogeneous molecules:
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€15 =+/€11E0m [4.1.13]

where:
e/ potential energy of a pair of molecules

This assumption is not justified in the presence of the dipole-dipole interaction and
other more specific interactions. Therefore the theory of regular solutions poorly suits de-
scription of the behavior of solutions of polar substances. Inherent in this analysis is the as-
sumption of molecular separation related to molecular diameters which neglects polar or
specific interactions. The theory also neglects volume changes on dissolution. This leads to
a disparity (sometimes very large) between internal energy of mixing used in the theory and
the constant pressure enthalpy measured experimentally.

The correlation between these values is given by equation:

(AH’")p :(AU”’)V +T(0p/ aT), (AV’”)p [4.1.14]

where:
(dp/ 0T), thermal factor of pressure which has value of the order 10-14 atm/degree for solutions
and liquids.

Therefore, even at small changes of volume, the second term remains very large and
brings substantial contribution to the value of (AH™),. For example, for a system benzene
(0.5 mol) - cyclohexane (0.5 mol):

AV™ =065 cm®, (AH"’)p =182 cal, (AU’”)V =131 cal

The theory also assumes that the ideal entropy is possible for systems when AH™Z0.
But the change of energy of interactions occurs in the course of dissolution that determines
the inevitable change of entropy of molecules. It is assumed that the interactive forces are
additive and that the interactions between a pair of molecules are not influenced by the pres-
ence of other molecules. Certainly, such an assumption is simplistic, but at the same time it
has allowed us to estimate solubility parameters using group contributions or molar attrac-
tive constants (see Subchapter 5.3).

The solubility parameter & is relative to the cohesion energy and it is an effective char-
acteristic of intermolecular interactions. It varies from a magnitude of 12 (MJ/m*)"? for
nonpolar substances up to 23 (MJ/m*)""* for water. Knowing & of solvent and solute, we can
estimate solvents in which particular polymer cannot be dissolved. For example,
polyisobutylene for which &is in the range from 14 to 16 (MJ/m*)"? will not be dissolved in
solvents with 8=20-24 (MJ/m®)". The polar polymer with 3=18 (MJ/m®)"? will not dissolve
in solvents with &14 or 326 (MJ/m*)". These are important data because they help to nar-
row down a group of solvents potentially suitable for a given polymer. However, the oppo-
site evaluation is not always valid because polymers and solvents with the identical
solubility parameters are not always compatible. This limitation comes from integral char-
acter of the solubility parameter. The solubility depends on the presence of functional
groups in molecules of solution components which are capable to interact with each other
and this model does not address such interactions. The latter statement has become a prem-
ise for the development of the multi-dimensional approaches to solubility that will be the
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subject of the following subchapter. The values of solubility parameters are included in Ta-
ble 4.1.1.

Table 4.1.1 Solubility parameters and their components (according Hansen’s
approach) for different solvents

Solvent Km‘f)ll’/m3 (MJ/?n:’)”z (MJ?E’)"2 (MJ?pn,f)”z (MJ%P)”2
Alkanes
n-Butane 101.4 14.1 14.1 0 0
n-Pentane 116.2 14.3 14.3 0 0
n-Hexane 131.6 14.8 14.8 0 0
n-Heptane 147.4 15.1 15.1 0 0
n-Octane 163.5 14.0 14.0 0 0
n-Nonane 178.3 15.4 154 0 0
n-Decane 195.9 15.8 15.8 0 0
n-Dodecane 228.5 16.0 16.0 0 0
Cyclohexane 108.7 16.7 16.7 0 0
Methylcyclohexane 128.3 16.0 16.0 0 0.5
Aromatic hydrocarbons
Benzene 89.4 18.7 18.4 1.0 2.9
Toluene 106.8 18.2 18.0 1.4 2.0
Naphthalene 111.5 20.3 19.2 2.0 59
Styrene 115.6 19.0 17.8 1.0 3.1
o-Xylene 121.2 18.4 17.6 1.0 3.1
Ethylbenzene 123.1 18.0 17.8 0.6 1.4
Mesitylene 139.8 18.0 18.0 0 0.6
Halo hydrocarbons
Chloromethane 554 19.8 153 6.1 3.9
Dichloromethane 63.9 20.3 18.2 6.3 7.8
Trichloromethane 80.7 18.8 17.6 3.0 4.2
n-Propyl chloride 88.1 17.4 16.0 7.8 2.0
1,1-Dichloroethene 79.0 18.6 17.0 6.8 4.5
1-Chlorobutane 104.5 17.2 16.2 5.5 2.0
1,2-Dichloroethane 79.4 20.0 19.0 7.4 4.1
Carbon tetrachloride 97.1 17.6 17.6 0 0
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Vl, 6’ ai’ Q)’ ala
Solvent Kmol/m® | (MJ/m*)"? | (MI/m*)"? | (MI/m*)"? | (MJI/m’)"?
19.0 6.5 2.9
Perchloroethylene 101.1 19.0 1.8 0 1 4
94
1,1,2,2-Tetrachloroethane 105.2 19.8 18.8 5.1 53
Chloro-difluoromethane 729 17.0 123 63 57
(Freon 21)
1,1,2-Trichloro-trifluoro-
ethane (Freon 113) 119.2 14.8 14.5 1.6 0
Dichloro-difluoro-
methane (Freon 12) 92.3 12.2 12.2 2.0 0
Chlorobenzene 102.1 19.5 18.9 43 2.0
o-Dichlorobenzene 112.8 20.4 19.1 6.3 3.3
Bromoethane 76.9 19.6 15.8 3.1 5.7
20.5 5.5 4.1
Bromobenzene 105.3 20.3 18.9 45 51
Ethers
Epichlorohydrin 72.5 18.5 17.8 1.8 5.3
Tetrahydrofuran 79.9 22.5 19.0 10.2 3.7
1,4-Dioxane 81.7 18.5 16.8 5.7 8.0
Diethyl ether 85.7 20.5 19.0 1.8 7.4
Diisopropyl ether 104.8 15.6 14.4 2.9 5.1
Ketones
Acetone 74.0 19.9 15.5 10.4 6.9
Methyl ethyl ketone 90.1 18.9 159 gg 5.1
Cyclohexanone 104.0 18.8 16.3 7.1 6.1
Diethyl ketone 106.4 18.1 15.8 7.6 4.7
. . 15.9
Mesityl oxide 115.6 16.7 176 3.7 4.1
Acetophenone 117.4 19.8 16.5 8.2 7.3
Methyl isobutyl ketone 125.8 17.5 15.3 6.1 4.1
Methyl isoamyl ketone 142.8 17.4 15.9 5.7 4.1
Isophorone 150.5 18.6 16.6 8.2 7.4
Diisobutyl ketone 177.1 16.0 16.0 3.7 4.1
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Solvent Km\:)ll,/m3 (MJ/?ns)m (MJE/Sfr’ﬁ)‘” (MJ?III,P)”Z (MJ?lr;f)m
Aldehydes
Acetaldehyde 57.1 21.1 14.7 8.0 11.3
Furfural 83.2 229 18.6 14.9 5.1
n-Butyraldehyde 88.5 18.4 }g; gz 7.0
Benzaldehyde 101.5 19.2 19.4 7.4 5.3
Esters
Ethylene carbonate 66.0 30.1 29.6 19.4 21.7
Methy] acetate 79.7 19.6 15.5 7.2 7.6
Ethyl formate 80.2 19.6 15.5 8.4 8.4
Propylene-1,2-carbonate 85.0 27.2 20.0 18.0 4.1
n-Propyl formate 97.2 19.5 15.0 53 11.2
Propyl acetate 115.1 17.8 15.5 4.5 7.6
Ethyl acetate 98.5 18.6 15.8 53 7.2
n-Butyl acetate 132.5 17.4 15.8 3.7 6.3
n-Amyl acetate 149.4 17.3 15.6 33 6.7
Isobutyl acetate 133.5 17.0 15.1 3.7 6.3
Isopropyl acetate 117.1 17.3 14.4 6.1 7.4
Diethyl malonate 151.8 19.5 15.5 4.7 10.8
Diethyl oxalate 135.4 22.5 15.5 5.1 15.5
Isoamyl acetate 148.8 16.0 15.3 3.1 7.0
Dimethyl phthalate 163 21.9 18.6 10.8 4.9
Diethyl phthalate 198 20.5 17.6 9.6 4.5
Dibutyl phthalate 266 19.0 17.8 8.6 4.1
Dioctyl phthalate 377 16.8 16.6 7.0 3.1
Phosphorous compounds
Trimethyl phosphate 116.7 25.2 16.7 15.9 10.2
Triethyl phosphate 169.7 222 16.7 11.4 9.2
Tricresyl phosphate 316 23.1 19.0 12.3 4.5
Nitrogen compounds
Acetonitrile 52.6 243 15.3 17.9 6.1
n-Butyronitrile 86.7 20.4 153 12.5 5.1
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Solvent Km\:)ll,/m3 (MJ/?ns)m (MJE/Sfr’ﬁ)‘” (MJ?III,P)”Z (MJ?lr;f)m

Propionitrile 70.9 22.1 15.3 14.3 5.5
Benzonitrile 102.6 19.9 17.4 9.0 33
Nitromethane 54.3 25.1 15.7 18.8 5.1

Nitroethane 71.5 22.6 15.9 15.9 4.5
2-Nitropropane 86.9 20.4 16.1 12.0 4.1

Nitrobenzene 102.7 20.5 20.0 8.6 4.1

Ethylenediamine 67.3 25.2 16.6 8.8 17.0
2-Pyrrolidinone 76.4 30.1 19.4 17.4 11.3
Pyridine 80.9 21.9 19.0 8.8 59
Morpholine 87.1 22.1 18.8 4.9 9.2
Aniline 91.5 21.1 19.4 5.1 10.2
n-Butylamine 99.0 17.8 16.2 4.5 8.0
2-Aminoethanol 59.7 313 17.1 15.5 21.2
Di-n-propyl amine 136.8 15.9 15.3 1.4 4.1

Diethylamine 103.2 16.4 14.9 23 6.1

Quinoline 118.0 22.1 19.4 7.0 7.6
Formamide 39.8 393 17.2 26.2 19.0
N,N-Dimethylformamide 77.0 24.8 17.4 13.7 11.2

Sulfur compounds

Carbon disulfide 60.0 20.3 20.3 0 0

Dimethyl sulfoxide 71.3 26.4 18.4 16.3 10.2
Diethyl sulfide 107.6 17.2 16.8 3.1 2.0
Dimethyl sulfone 75 29.7 19.0 19.4 12.3

Monohydric alcohols and phenols

Methanol 40.7 29.1 15.1 12.2 222
Ethanol 66.8 26.4 15.8 8.8 19.4
Allyl alcohol 68.4 24.1 16.2 10.8 16.8
1-Propanol 75.2 24.4 15.8 6.7 17.3
2-Propanol 76.8 23.5 15.8 6.1 16.4
Furfuryl alcohol 86.5 25.6 17.4 7.6 15.1
1-Butanol 91.5 23.1 159 5.7 15.7
2-Butanol 92.0 22.1 15.8 5.7 14.5
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Solvent Km\:)ll,/m3 (MJ/?ns)m (MJE/Sfr’ﬁ)‘” (MJ?III,P)”Z (MJ?lr;f)m
1-Pentanol 108.3 216 15.9 45 13.9
Benzyl alcohol 103.6 24.8 18.4 6.3 13.7
Cyclohexanol 106.0 233 17.3 4.1 13.5
itggéf;‘:tﬁlyylce‘ﬂler 79.1 233 16.2 9.2 16.4
E:(l)lr}ll(l)zrtl}?y%IZtch(;lr 97.8 215 16.2 9.2 14.3
E}tgg{lﬁi y%lz;f;r 142.1 20.8 15.9 45 12.7
1-Octanol 157.7 21.1 17.0 33 11.9
m-Cresol 104.7 22.7 18.0 5.1 12.9

Carboxylic acids
Formic acid 3738 24.8 143 11.9 16.6
Acetic acid 57.1 20.7 14.5 8.0 13.5
n-Butyric acid 110 215 14.9 41 10.6
Polyhydric alcohols
Ethylene glycol 55.8 332 16.8 11.0 259
Glycerol 733 43.8 17.3 12.0 292
Diethylene glycol 95.3 29.8 16.0 14.7 20.4
Triethylene glycol 114.0 21.9 16.0 12.5 18.6
Water 18.0 479 15.5 16.0 423

4.1.3 MULTI-DIMENSIONAL APPROACHES
These approaches can be divided into three types:

1 H-bonds are not considered. This approach can be applied only for
nonpolar and weak polar liquids.

2 H-bonds taken into account by one parameter.

3 H-bonds taken into account by two parameters.

Blanks and Prausnitz®’ proposed two-component solubility parameters. They decom-
posed the cohesion energy into two contributions of polar and non-polar components:

_E :_Enonpolar _Epolar :)\2 +T2 [4115]
Vi v Vi
where:
A non-polar contribution to solubility parameter

T polar contribution to solubility parameter
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This approach has become a constituent of the Hansen approach and has not received a
separate development.
Polar interactions can themselves be divided into two types:

* Polar interactions where molecules having permanent dipole moments interact in
solution with the dipole orientation in a symmetrical manner. It follows that the
geometric mean rule is obeyed for orientation interactions and the contribution of
dipole orientations to the cohesive energy and dispersion interactions.

* Polar interactions accompanied by the dipole induction. These interactions are
asymmetrical.

Thus for a pure polar liquid without hydrogen bonds:"

2 _ 52
F =8 +& +2§, 9, [4.1.16]
where:
O dispersion contribution to the solubility parameter
[ orientation contribution to the solubility parameter
3, induction contribution to the solubility parameter.

A more traditional approach of contribution of the induction interaction was published
elsewhere;'' however, it was used only for the estimation of the common value of the Spa-
rameter rather than for evaluation of solubility:

F=8+§+§ [4.1.17]

The first method taking into account the hydrogen bonding was proposed by
Beerbower et al.,'> who expressed hydrogen bonding energy through the hydrogen bonding
number Av. The data for various solvents were plotted into a diagram with the solubility pa-
rameter along the horizontal axis and the hydrogen bonding number Av along the vertical
axis. Data were obtained for a given polymer for suitable solvents. All solvents in which a
given polymer was soluble got a certain regions. Lieberman also plotted two-dimensional
graphs of solubility parameters versus hydrogen-bonding capabilities."

On the base of work by Gordy and Stanford, the spectroscopic criterion, related to the
extent of the shift to lower frequencies of the OD infrared absorption of deuterated metha-
nol, was selected. It provides a measure of the hydrogen-bonding acceptor power of a sol-
vent."*"” The spectrum of a deuterated methanol solution in the test solution was compared
with that of a solution in benzene and the hydrogen-bonding parameter was defined as

y=Av/10 [4.1.18]
where:
Av OD absorption shift (in wavenumber).
Crowley et al.' used an extension of this method by including the dipole moment of

the solvents. One of the axis represented solubility parameter, the second the dipole mo-
ment, and the third hydrogen bonding expressed by spectroscopic parameter y. Because this
method involved an empirical comparison of a number of solvents it was impractical. Nel-
son et al."” utilized this approach to hydrogen bond solubility parameters. Hansen (see the
next section) developed this method.

Chen introduced a quantity X, "®
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’A 2 2
X =] (Bus =8,0)" +(8s -3, )] [4.1.19]

where 8, ¢, 9,5, 9,5, § pare Hansen’s parameters of solvent and polymer (see the next sec-
tion).

Chen implied that x;; was the enthalpy contribution to the Flory-Huggins parameter X,
and plotted the solubility data in a §, —X;, diagram where §, was the H-bond parameter in
the Hansen approach. In these diagrams sphere-like volumes of Hansen’s solubility have
degenerated to circles.

The disadvantage of this method lies in the beforehand estimating characteristics of
the polymer. Among other two-dimensional methods used for the representation of solubil-
ity data was the -9, diagram proposed by Henry'" and the &9, diagram proposed by
Hoernschemeyer,” but their representations of the solubility region were less correct. All
these approaches involving hydrogen bond parameter ignored the fact that hydrogen bond
interaction was the product of hydrogen bonding donating and accepting capability.?"**

On the basis of chemical approach to hydrogen bonding, Rider proposed a model of
solubility for liquids in which the enthalpy limited the miscibility of polymers and sok
vents.*** For substances capable to form hydrogen bonds, Rider proposed a new factor re-
lating miscibility with an enthalpy of mixing which depends on an enthalpy of the hydrogen
bond formation. He has introduced the quantity of a hydrogen bond potential (HBP). If the
quantity of HBP is positive it promotes miscibility and if it is negative it decreases miscibil-

ity.

HBP =(b, -b,)(C, -C,) [4.1.20]
where:
b,,b, donor parameters of solvent and solute, respectively
C, C, acceptor parameters of solvent and solute, respectively

For certain polymers Rider has drawn solubility maps. Thus the area of solubility was
represented by a pair of symmetric quarters of a plane lying in coordinates b,C.** Values of
parameters were defined from data for enthalpies of hydrogen bonds available from the ear-
lier works. The model is a logical development of the Hansen method. A shortcoming of
this model is in neglecting all other factors influencing solubility, namely dispersion and
polar interactions, change of entropy, molecular mass of polymer and its phase condition.
The model was developed as a three-dimensional dualistic model (see Section 4.1.5).

4.1.4 HANSEN’S SOLUBILITY

The Hansen approach®" assumed that the cohesive energy can be divided into contribu-
tions of dispersion interactions, polar interactions, and hydrogen bonding.

E=E, +E, +E, [4.1.21]
where:
E total cohesive energy
Ey, E,, By contributions of dispersion forces, permanent dipole-permanent dipole forces, and
hydrogen bonds.

Dividing this equation by the molar volume of solvent, V, gives:
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E
E_E,  5» B4 [4.1.22]
v, v, v,
or
F=8+&+§ [4.1.23]
where:
d total solubility parameter

8y, 8,,8, components of the solubility parameter determined by the corresponding contributions to
the cohesive energy.

Hansen gave a visual interpretation of his method by means of three-dimensional
spheres of solubility, where the center of the sphere has coordinates corresponding to the
values of components of solubility parameter of polymer. The sphere can be coupled with a
radius to characterize a polymer. All good solvents for particular polymer (each solvent has
been represented as a point in a three-dimensional space with coordinates) should be inside
the sphere, whereas all non-solvents should be outside the solubility sphere. An example is
given in Section 4.1.7.

In the original work these parameters were evaluated by experimental observations of
solubility. It was assumed that if each of the solubility parameter components of one liquid
is close to the corresponding values of another liquid, then the process of their mixing
should readily occur with a more negative free energy. The solubility volume has dimen-
sions J,, 8, 20,. The factor 2 was proposed to account for the spherical form of solubility
volumes and had no physical sense. However, it is necessary to notice that, for example, Lee
and Lee®' have evaluated spherical solubility volume of polyimide with good results with-
out using the factor 2. Because of its simplicity, the method has become very popular.

Using the Hansen approach, the solubility of any polymer in solvents (with known
Hansen’s parameters of polymer and solvents) can be predicted. The determination of poly-
mer parameters requires evaluation of solubility in a great number of solvents with known
values of Hansen parameters. Arbitrary criteria of determination are used because Hansen
made no attempts of precise calculations of thermodynamic parameters.

The separation of the cohesion energy into contributions of various forces implies that
it is possible to substitute energy for parameter and sum contributions proportional to the
second power of a difference of corresponding components. Hansen’s treatment permits
evaluation of the dispersion and polar contribution to cohesive energy. The fitting parame-
ter of the approach (the solubility sphere radius) reflects on the supermolecular structure of
polymer-solvent system. Its values should be higher for amorphous polymers and lower for
glass or crystalline polymers.

The weak point of the approach is the incorrect assignment of the hydrogen bond con-
tribution in the energy exchange that does not permit its use for polymers forming strong
hydrogen bonds.

Table 4.1.2. Solubility parameters and their components for solvents (after refs 37,40)

3 &, Ss s
(MJ/m%)"? (MJ/m?)"? (MJ/m?)" (MJ/m?)"
Polyamide-66 22.77 18.5 5.1 12.2

Polymer
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Polymer ™M J/?’ns)l/z ™M J?dn’ﬁ)l/z ™M J?p“’l})llz ™M J?hn’ls)llz
Polyacrylonitrile 25.10 18.19 15.93 6.74
Polyvinylchloride 21.41 18.68 10.01 3.06
Polymethylmethacrylate 20.18 17.72 5.72 7.76
Polystyrene 19.81 19.68 0.86 2.04
Polytetrafluoroethylene 13.97 13.97 0.00 0
Polyethyleneterephthalate 21.6 19.5 3.47 8.58

A large number of data were accumulated for different solvents and polymers (see Ta-
bles 4.1.1, 4.1.2). A variation of the Hansen method is the approach of Teas.*® He showed
for some polymer-solvent systems that it was possible to use fractional cohesive energy
densities plotted on a triangular chart to represent solubility limits:

52 5 52
E,=%, E, =2, E, =" [4.1.24]
& S o
where &, =&, +§ + &
Teas used fractional parameters defined as
1 1008
008, f = P f, = 100 [4.1.25]

5, 45,48, " 5, +3,+3 " §+§+3Q

This representation was completely empirical without any theoretical justification.

Some correlations between components of solubility parameters and physical parame-
ters of liquids (surface tension, dipole moment, the refraction index) were generalized else-
where."!

35 +06325 +06328 =139V, "y, non-alcohols [4.1.26]
&+ & +0068 =139v, "y, alcohols [4.1.27]
3, +28 +0488 =139V, y, acids, phenols [4.1.28]
where:
Vi surface tension.

Koenhan and Smolder proposed the following equation applicable to the majority of
solvents, except cyclic compounds, acetonitrile, carboxylic acids, and multi-functional al-
cohols.*

5 + 8 =138/, [4.1.29]

They also proposed a correlation between polar contribution to the solubility parame-
ter and refractive index:
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o, =9.55n, —555 [4.1.30]
where:
np refractive index
Alternatively Keller et. al.*® estimated that for nonpolar and slightly polar liquids
o, =62.8x for x <0.28 [4.1.31]
5, =458 +108x —119x* +45x°> for x > 0.28 [4.1.32]
where:
_np =1
ni +2

Peiffer suggested the following expression:*®
&, =K(4mrt* 1 3d)(N/V;)° [4.1.33]

where:

packing parameter

ionization potential

molecular polarizability

number of molecules in the volume unit
=Nr*/K

the equilibrium distance between molecules.

For the estimation of nonpolar component of & Brown et al.”® proposed the
homomorph concept. The homomorph of a polar molecule is the nonpolar molecule most
closely resembling it in the size and the structure (e.g., n-butane is the homomorph of
n-butyl alcohol). The nonpolar component of the cohesion energy of a polar solvent is taken
as the experimentally determined total vaporization energy of the corresponding
homomorph at the same reduced temperature (the actual temperature divided by the critical
temperature in Kelvin’s scale). For this comparison the molar volumes must also be equal.
Blanks and Prausnitz proposed plots of dependencies of dispersion energy density on a mo-
lar volume for straight-chain, alicyclic and aromatic hydrocarbons. If the vaporization ener-
gies of appropriate hydrocarbons are not known they can be calculated by one of the
methods of group contributions (See Chapter 5).

Hansen and Scaarup® calculated the polar component of solubility parameter using
Bottcher’s relation to estimating the contribution of the permanent dipoles to the cohesion
energy:

<za~—R

-
*.—-

1.36

5 _12108 -1
P 2 2
V" 2e-n,

(ng +2)p2 [4.1.34]

where:
€ dielectric constant,
1l dipole moment
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5, =501 [4.1.35]

3/4
1

Peiffer'' proposed the expressions which separates the contributions of polar forces
and induction interactions to the solubility parameters:

& =K (2m’ /3kTp)(N/\/1)3 [4.1.36]
8 =K (2map/i)(N/V,)’ [4.1.37]
where:
e* interaction energy between two molecules at the distance r*
N number of hydroxyl groups in molecule
p=2u*/ 3KTe* [4.1.38]
i=2apu?/e* [4.1.39]

It should be noted that in Hansen’s approach these contributions are cumulative:
éf, = 6‘2) + & [4.1.40]

For the calculation of hydrogen-bonding component, §, Hansen and Scaarup® pro-
posed an empirical expression based on OH-O bond energy (5000 cal/mol) applicable to al-
cohols only:

1/2

3, =(209N/V,) [4.1.41]

In Subchapter 5.3, the values of all the components of a solubility parameter are calcu-
lated using group contributions.

4.1.5 THREE-DIMENSIONAL DUALISTIC MODEL

The heat of mixing of two liquids is expressed by the classical theory of regular polymer so-
lutions using Eq. [4.1.10]. This expression is not adequate for systems with specific interac-
tions. Such interactions are expressed as a product of the donor parameter and the acceptor
parameter. The contribution of H-bonding to the enthalpy of mixing can be written in terms
of volume units as follows:*'

AH, :(A1 _Az)(D1 _D2)¢1¢2 [4.1.42]

where:
AL A, effective acceptor parameters
D,,D, donor parameters,
0,0, volume fractions,

Hence enthalpy of mixing of two liquids per volume unit can be expressed by:*

AHmix :[(6’1 _82)2 +(A1 _Az)(D1 _Dz)] ¢1 ¢2 :B¢1¢2 [4.1.43]
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This equation is used for the calculation of the enthalpy contribution to the Huggins
parameter (see Subchapter 4.2) for a polymer-solvent system:

X, =V, [(5'1 -8,)% +(A, -A,) (D, —Dz)] I RT [4.1.44]

where:
9, 9, dispersion-polar components of solubility parameters (values of solubility parameters
excluding H-bonds contributions).

Results of calculations using Eq. [4.1.44] of three-dimension dualistic model coincide
with the experimental values of X;; and the X;; values calculated by other methods.*” Values
A, D, and & can been obtained from IR-spectroscopy evaluations and Hansen’s parame-
ters.?*** Values of the TDM parameters are presented in Tables 4.1.3, 4.1.4. It should be
noted that Hansen parameters are used for estimation of values of TDM parameters from
equation 3}, +&, =8°, § =4,D,.

Table 4.1.3. TDM parameters of some solvents. [Adapted, by permission, from
V.Yu. Senichev, V.V. Tereshatov , Vysokomol . Soed ., B31 , 216 (1989).]

D A o' o 6
# Solvent ‘ My ‘ r‘n];;ln?)l
1 Isopropanol 11.8 133 20.0 23.6 76.8
2 Pentanol 9.9 11.2 19.7 223 108.2
3 Acetone 3.8 13.1 18.5 19.8 74.0
4 Ethyl acetate 4.9 10.4 17.0 18.3 98.5
5 Butyl acetate 4.8 9.0 16.4 17.6 132.5
6 [sobutyl acetate 4.8 8.4 15.7 16.9 133.3
7 Amyl acetate 4.7 7.8 16.2 17.3 148.9
8 Isobutyl isobutyrate 4.7 7.4 14.6 15.7 165.0
9 Tetrahydrofuran 5.2 12.2 17.7 19.4 81.7
10 o-Xylene 0.5 7.4 18.3 18.4 121.0
11 Chlorobenzene 0.6 7.3 19.3 19.4 102.1
12 Acetonitrile 2.7 14.0 24.4 24.5 52.6
13 n-Hexane 0 0 14.9 14.9 132.0
14 Benzene 0.6 8.5 18.6 18.8 89.4
15 N,N-Dimethylformamide 8.2 15.4 22.0 27.7 77.0
16 Toluene 0.6 7.8 18.1 18.2 106.8
17 Methanol 18.2 17.0 23.5 29.3 41.7
18 Ethanol 14.4 14.7 21.7 26.1 58.5
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D A o 0 6

# Solvent M/ Z;;:ﬂ)l
19 1-Propanol 11.9 13.4 21.0 24.5 75.2
20 Methyl ethyl ketone 23 11.6 18.3 19.0 90.1
21 Cyclohexanone 2.7 11.1 19.5 20.3 104.0
22 Diethyl ether 7.6 12.4 12.0 15.4 104.8
23 Ethylbenzene 0.3 7.3 17.9 18.0 123.1
24 Pyridine 1.9 19.6 21.0 21.8 80.9
25 Propyl acetate 4.8 9.6 16.4 17.8 115.2
26 1,4-Dioxane 8.3 12.9 17.7 20.5 85.7
27 Aniline 6.2 16.8 20.0 22.5 91.5

Table 4.1.4. TDM parameters of some polymers, (MJ/m®)"2 [Adapted, by permission,
from V.Yu. Senichev, V.V. Tereshatov , Vysokomol . Soed ., B31 , 216 (1989)]

Polymer D A 0 o)
Polymethylmethacrylate 2.5 6.5 18.6 19.8
Polyvinylacetate 4.9 10.4 17.8 19.2
Polystyrene 0.3 7.3 17.9 18.0
Polyvinylchloride 11.6 10.6 16.1 19.5

0, can be separated into donor and acceptor components using values of enthalpies of
the hydrogen bond formation between proton-donors and proton-acceptors. In the absence
of such data it is possible to evaluate TDM parameters by means of analysis of parameters
of compounds similar in the chemical structure. For example, propyl acetate parameters can
been calculated by the interpolation of corresponding parameters of butyl acetate and ethyl
acetate,” parameters of benzene can be calculated by decomposition of &, into acceptor and
donor components in the way used for toluene elsewhere.”

The solubility prediction can be made using the relationship between solubility and
the X, parameter (see Subchapter 4.2). The total value of the X, parameter can be evaluated
by adding the entropy contribution:

X1 =Xs tX4 [4.1.45]

where:
Xs an empirical value. Usually it is 0.2-0.4 for good solvents.

The value of the parameter is inversely proportional to coordination number that is
number of molecules of a solvent interacting with a segment of polymer. The value of the
entropy contribution to the parameter should be included in solubility calculations. The
value X =034 is then used in approximate calculations.
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4.1.6 SOLUBILITY CRITERION

The polymer superstructure influences its solubility. Askadskii and Matveev proposed a
new criterion of solubility for linear polymers based on interaction of forces of a surface
tension on wetting.*® The solubility parameter of polymer should be lower or equal to the
work of rupture by solvent of a bond relative to a volume unit of the bond element. The con-
dition of solubility can be expressed as follows:

u< 2p¢% % [4.1.46]

where:
u =5 /&
3, &, solubility parameters for polymer and solvent accordingly.
en
p = —maxs [4.1.47]
S
8max r P
12
4v,%.)
I L [4.1.48]
1/2 1/2
(v* +v)
where:
g & Mmaximum deformations of polymer and solvent at rupture
I, T, characteristic sizes of Frenkel’s swarms for solvent and and small radius of globule of
bond for polymer, respectively
V,, V, molar volumes of polymer and solvent (per unit)
P=1
p =const

The above expression was obtained with neglecting the preliminary swelling. Consid-
eration of swelling requires correction for surface tension of swelled surface layers:

U <2p¢51>—(¢2 -1 +a)1/2% [4.1.49]
where:

a=VYp !V, [4.1.50]

Voo =V, + % —20( y y)"” [4.1.51]

For practical purposes, the magnitude of p estimated graphically is 0.687. Thus

n <1374 [4.1.52]

for=d b —(o? -1+a)" E
g
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For both polymers and solvents, the values of solubility parameters can be obtained
experimentally (see Subchapters 5.1, 5.3). The surface tension of polymer can be calculated
using parahor:

y=(P/v)* [4.1.53]
where:
A% molar volume of a repeated polymer unit
Then the value of V,, is calculated:
NS AV,
vV =— 4.1.54
g kav [ ]
where:
k. =0.681

If the density of polymer d, is known, then V,= M/d,, where M is the molecular mass
of a repeating unit. The values of parahors are given in Table 4.1.5.

Table 4.1.5. Values of parahors

Atom C H (0] 0, N S F Cl Br I
P 4.8 17.1 20.0 60.0 12.5 48.2 27.5 54.3 68.0 91.0

Double Triple 3-member | 4-member | 5-member | 6-member
Increment . . . .
bond bond ring ring ring ring
P 23.2 46.4 16.7 11.6 8.5 6.1

The value of ®is calculated from Eq. [4.1.48]. V,, V are defined from ratios V,=M/d,
and V=M/d, where d,, d; are the densities of polymer and solvent, respectively. Then | is
calculated from Eq. [4.1.49]. The obtained value of 1 from Eq. [4.1.49] is compared with
value of p = 6f) / & if the last value is lower or equal to the value of 4 calculated from Eq.
[4.1.49], polymer should dissolve in a given solvent with probability of 85 %.

4.1.7 SOLVENT SYSTEM DESIGN

One-component system. Solvents can be arranged in accordance to their solubility param-
eter as shown in Figure 4.1.1. It is apparent that a set of compatible solvents can be selected
for polymer, determining their range based on the properties of polymer.

The simplest case is expressed by the Gee’s equation for equilibrium swelling:*'

where:
3, 9, solubility parameters for solvent and polymer.

The value of solubility parameter of solvent mixture with components having similar
molar volumes is relative to their volume fractions and solubility parameters:
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Figure 4.1.1. Representation of the one-component sol-
ubility parameter system. The curve represents Eq.
[4.1.56] for polymer with =18 (MJ/m*)"2.

Figure 4.1.3. The solubility volume for cellulose ace-
tate butyrate in terms of one-component solubility pa-
rameter, O, dipole moment, i, and (on vertical axis)
the spectroscopic parameter, Y, from the approach de-
veloped by Crowley et.al.” [Adapted, by permission,
from J.D. Crowley, G.S. Teague and J.W. Lowe, J.
Paint Technol., 38, 269 (1966)]

3=y 8¢

1
Solute is frequently soluble in a mix-
ture of two non-solvents, for example, the

[4.1.56]
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Figure 4.1.2. Representation of the two-component sol-
ubility parameter system in the Rider’s approach. b,, C,
are the values of Rider’s parameters for polymer.
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Figure 4.1.4. Hansen’s solubility volume of polyimide
synthesized from 3,3°4,4’-benzophenone tetracarbo-
xylic dianhydride and 2,3,5,6-tetramethyl-p-phenylene
diamine (after Lee’"). [Adapted, by permission, from
H.-R. Lee, Y.-D. Lee, J. Appl. Polym. Sci., 40, 2087
(1990)]

mixture of diisopropyl ether (8= 15.6 (MJ/m?)"?) and ethanol (8= 26.4 (MJ/m?)'?) is a sol-

vent for nitrocellulose (3= 23 (MJ/m?)"?).

Two-component systems. Two parametrical models of solubility use two-dimen-
sional graphs of solubility area. Two-dimensional solubility areas may be closed or open.
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In accordance to the ap-
proach of Blanks and
Prausnitz, the solubility area
is displayed as a plane with
two coordinates, A,T.%° The
parameters are related to
Hansen’s parameters by

=3, 1=(82+5)"

Solubility areas in this
approach are closed because
they are degenerated from
Hansen’s spheres (see be-

Figure 4.1.5. Volume of the increased swelling of crosslinked ]OW)' A nother example of ap-
polybutadiene urethane elastomer, X, < 0.85. Labels of points: pl1cat10n of degenerate
1-outside volume, points with coordinates corresponding to solvents; 2-in- Hansen’s spheres was given
side volume, points with coordinates corresponding to solvents; 3-the by Chen.'® Instead of parame-
points with coordinates corresponding to polymer. This is the center of the :

volume. 4- points placed on a plane with coordinate & =18 (MJ/m?)"?. ters' 3, a‘ the value Xy is used
Number of solvent (not underlined number) corresponds to their position which is calculated from the
in the Table 4.1.3. The underlined number corresponds to swelling ratioat ~ difference of the polar and

the equilibrium. dispersing contributions, 69,
Q.. The zone of solubility is a
circle.

Lieberman'® uses planes with coordinates & ywhere yis spectroscopic parameter (see
Section 4.1.3). These planes are open and have the areas of solubility, non-solubility and in-
termediate.

In Rider’s approach, the solubility area is a system of two quarters on a plane; two
other quarters are the areas of non-solubility (Figure 4.1.2). Coordinates of this plane are ac-
cepting and donating abilities. Rider’s approach finds application for solvents with high
H-bond interactions.

Three-component systems. Crowley et. al.” proposed the three-dimensional solubil-
ity volumes (Figure 4.1.3). Better known are Hansen’s three-dimensional solubility vol-
umes (Figure 4.1.4). In Hansen’s approach, the components of solubility parameters for
mixed solvents § are calculated from Eq. [4.1.56]:

5 =550 [4.1.57]

The choice of a solvent for polymer is based on coordinates of polymer in space of co-
ordinates g, §, §, and the radius of a solubility volume. For mixed solvents, their coordi-
nates can be derived by connecting coordinates of individual solvents. This can be used to
determine synergism in solvents for a particular polymer but it cannot demonstrate
antisynergism of solvent mixtures (a mixture is less compatible with polymer than the indi-
vidual solvents).
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In the TDM approach, the solubility volume has also three coordinates, but the H-bond
properties are taken into account. For this reason solubility volume can be represented by
hyperbolic paraboloid (Figure 4.1.5). The use of this model permits to evaluate potential of
synergism and antisynergism of solvent mixtures. It can be demonstrated by position of a
point of a solvent mixture moving from a zone of good compatibility into the similar zone
through the zone of inferior compatibility or, on the contrary, from a zone of an incompati-
bility into a similar zone through the zone of the improved compatibility. In the case of poly-
mers that have no hydrogen bond forming abilities, this approach is equivalent to the
Hansen or Blanks-Prausnitz approaches.

The above review of the methods of solvent evaluation shows that there is a broad
choice of various techniques. Depending on the complexity of solvent-polymer interac-
tions, the suitable method can be selected. For example, if solvents and/or polymer do not
have functional groups to interact with as simple method as one-dimensional model is ade-
quate. If weak hydrogen bonding is present, Hansen’s approach gives good results (see fur-
ther applications in Subchapter 5.3). In even more complex interactions, TDM model is
always the best choice.
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4.2 EFFECT OF SYSTEM VARIABLES ON SOLUBILITY

VALERY YU. SENICHEV, VASILIY V. TERESHATOV
Institute of Technical Chemistry
Ural Branch of Russian Academy of Sciences, Perm, Russia

Solubility in solvents depends on various internal and external factors. Chemical structure,
molecular mass of solute, and crosslinking of polymer fall into the first group of factors, in
addition to temperature and pressure in the second group of factors involved.

4.2.1 GENERAL CONSIDERATIONS

The process of dissolution is determined by a combination of enthalpy and entropy factors.
The dissolution description can be based on the Flory-Huggins equation. Flory' and
Huggins* calculated the entropy of mixing of long-chain molecules under the assumption
that polymer segments occupy sites of a “lattice” and solvent molecules occupy single sites.

The theory implies that the entropy of mixing is combinatorial, i.e., it is stipulated by
permutations of molecules into solution in which the molecules of mixed components differ
greatly in size. The next assumption is that AV, ; = 0 and that the enthalpy of mixing does
not influence the value of AS, ;,. The last assumptions are the same as in the Hildebrand the-
ory of regular solutions.’ The expression for the Gibbs energy of mixing is

AG Vv,
ﬁ—mlnq)1 +x,In¢, +X,0.9, =X, +x27 [4.2.1]
1
where:
Xy, Xy molar fractions of solvent and polymer, respectively
Xi Huggins interaction parameter

The first two terms result from the configurational entropy of mixing and are always
negative. For AG to be negative, the X, value must be as small as possible. The theory as-
sumes that the X, parameter does not depend on concentration without experimental confir-
mation.

X, is a dimensionless quantity characterizing the difference between the interaction
energy of solvent molecule immersed in the pure polymer compared with interaction energy
in the pure solvent. It is a semi-empirical constant. This parameter was introduced by Flory
and Huggins in the equation for solvent activity to extend their theory for athermic pro-
cesses to the non-athermic processes of mixing:
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Ap
Ina, = R7J :In(1 _¢2) +0, +X1¢§ [4.2.2]
where:
X, =z0¢,, | kT [4.2.3]

Ag,, =05(g;, +€,,) —€,,, a, - solvent activity, €,,, €,, - energy of 1-1 and 2-2 contacts
formation in pure components, € ,- energy of 1-2 contacts formation in the mixture, {4 -
chemical potential of solvent.

The critical value of X, sufficient for solubility of polymer having large molecular
mass is 0.5. Good solvents have a low X, value. X, is a popular practical solubility criterion
and comprehensive compilations of these values have been published.®”

Temperature is another factor. It defines the difference between polymer and solvent.
Solvent is more affected than polymer. This distinction in free volumes is stipulated by dif-
ferent sizes of molecules of polymer and solvent. The solution of polymer in chemically
identical solvent should have unequal free volumes of components. It causes important
thermodynamic consequences. The most principal among them is the deterioration of com-
patibility between polymer and solvent at high temperatures leading to phase separation.

The theory of regular solutions operates with solutions of spherical molecules. For the
long-chain polymer molecules composed of segments, the number of modes of arrange-
ment in a solution lattice differs from a solution of spherical molecules, and hence it follows
the reduction in deviations from ideal entropy of mixing. It is clear that the polymer-solvent
interactions differ qualitatively because of the presence of segments.

Some novel statistical theories of solutions of polymers use the X, parameter, too.
They predict the dependence of the X, parameter on temperature and pressure. According to
the Prigogine theory of deformable quasi-lattice, a mixture of a polymer with solvents of
different chain length is described by the equation:'’

Rx, =A(r, /T)+(BT/r,) [4.2.4]
where:
A, B constants
I number of chain segments in homological series of solvents.

These constants can be calculated from heats of mixing, values of parameter X;, and
from swelling ratios. The Prigogine theory was further developed by Patterson, who pro-
posed the following expression: "'

x, =02 e+ Hom e [4.2.5]

RTO 02RO

where:
U, configuration energy (-U, - enthalpy energy)
Cp, solvent thermal capacity
v, T molecular parameters

The first term of the equation characterizes distinctions in the fields of force of both
sizes of segments of polymer and solvent. At high temperatures, in mixtures of chemically
similar components, its value is close to zero. The second term describes the structural con-
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tribution to X, stipulated by the difference in free volumes of polymer and solvent. Both
terms of the equation are larger than zero, and as temperature increases the first term de-
creases and the second term increases. The expression can be given in a reduced form (with
some additional substitutions):'?

O

~1/3 ~1/3

&_ 1 OVi 1QE+ Vi 12

v, RT, " HP -1
Vi 1= 2%1/3—% E
B8

[4.2.6]

oOoooOod

where:
Vi, P, T, reduced molar volume of solvent, pressure and temperature consequently
X5 contact interaction parameter.

These parameters can be calculated if factors of the volumetric expansion, isothermal
compressibility, thermal capacity of a solvent and enthalpy of mixing of solution compo-
nents are known.

With temperature decreasing, the first term of the right side of the expression [4.2.6]
increases and the second term decreases. Such behavior implies the presence of the upper
and lower critical temperatures of mixing. Later Flory developed another expression for ¥
that includes the parameter of contact interactions, X,:'*!*

X :P1V1 2% 12 GT%E[ S, X12
1 ~
Vi RT 31

where:

2

24
[4.2.7]
H

S1, Sy ratios of surfaces of molecules to their volumes obtained from structural data.

The large amount of experimental data is then an essential advantage of the Flory’s
theory.” Simple expressions exist for parameter X, in the terms of X;; characteristic parame-
ters for chemically different segments of molecules of components 1 and 2. Each segment
or chemical group has an assigned value of characteristic length (a, o;) or surface area as a
fraction of the total surface of molecule:"

X1z 22(0,',1 _(X,;z)(a 1 a j,2)x/j [4.2.8]

Bondi’s approach may be used to obtain surface areas of different segments or chemi-
cal groups.'® To some extent Huggins’ new theory'”?! is similar to Flory’s theory.

4.2.2 CHEMICAL STRUCTURE

Chemical structure and the polarity determine dissolution of polymers. If the bonds in poly-
mer and solvent are similar, then the energy of interaction between homogeneous and heter-
ogeneous molecules is nearly identical which facilitates solubility of polymer. If the
chemical structure of polymer and solvent molecule differ greatly in polarity, then swelling
and dissolution does not happen. It is reflected in an empirical rule that “like dissolves like”.
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Nonpolar polymers (polyisoprene, polybutadiene) mix infinitely with alkanes (hex-
ane, octane, etc.) but do not mix with such polar liquids as water and alcohols. Polar poly-
mers (cellulose, polyvinylalcohol, etc.) do not mix with alkanes and readily swell in water.
Polymers of the average polarity dissolve only in liquids of average polarity. For example,
polystyrene is not dissolved or swollen in water and alkanes but it is dissolved in aromatic
hydrocarbons (toluene, benzene, xylene), methyl ethyl ketone and some ethers.
Polymethylmethacrylate is not dissolved nor swollen in water nor in alkanes but it is dis-
solved in dichloroethane. Polychloroprene does not dissolve in water, restrictedly swells in
gasoline and dissolves in 1,2-dichloroethane and benzene. Solubility of polyvinylchloride
was considered in terms of relationship between the size of a solvent molecule and the dis-
tance between polar groups in polymer.?

The above examples are related to the concept of the one-dimensional solubility pa-
rameter. However the effects of specific interactions between some functional groups can
change compatibility of the system. Chloroalkanes compared with esters are known to be
better solvents for polymethylmethacrylate. Aromatic hydrocarbons although having solu-
bility parameters much higher than those of alkanes, dissolve some rubbers at least as well
as alkanes. Probably it is related to increase in entropy change of mixing that has a positive
effect on solubility.

The molecular mass of polymer significantly influences its solubility. With molecular
mass of polymer increasing, the energy of interaction between chains also increases. The
separation of long chains requires more energy than with short chains.

4.2.3 FLEXIBILITY OF A POLYMER CHAIN

The dissolution of polymer is determined by chain flexibility. The mechanism of dissolu-
tion consists of separating chains from each other and their transfer into solution. If a chain
is flexible, its segments can be separated without a large expenditure of energy. Thus func-
tional groups in polymer chain may interact with solvent molecules.

Thermal movement facilitates swelling of polymers with flexible chains. The flexible
chain separated from an adjacent chain penetrates easily into solvent and the diffusion oc-
curs at the expense of sequential transition of links.

The spontaneous dissolution is accompanied by decrease in free energy (AG < 0) and
that is possible at some defined values of AH and AS. At the dissolution of high-elasticity
polymers AH >0, AS > 0 then AG < 0. Therefore high-elasticity polymers are dissolved in
solvents completely.

The rigid chains cannot move gradually because separation of two rigid chains re-
quires large energy. At usual temperatures the value of interaction energy of links between
polymer chains and molecules of a solvent is insufficient for full separation of polymer
chains. Amorphous linear polymers with rigid chains having polar groups swell in polar lig-
uids but do not dissolve at normal temperatures. For dissolution of such polymers, the inter-
action between polymer and solvent (polyacrylonitrile in N,N-dimethylformamide) must be
stronger.

Glassy polymers with a dense molecular structure swell in solvents with the heat ab-
sorption AH > 0. The value of AS is very small. Therefore AG > 0 and spontaneous dissolu-
tion is not observed and the limited swelling occurs. To a greater degree this concerns
crystalline polymers which are dissolved if AH < 0 and |AH| > [TAS.

When molecular mass of elastic polymers is increased, AH does not change but AS de-
creases. The AG becomes less negative. In glassy polymers, the increase in molecular mass
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is accompanied by a decrease in AH and AS. The AS value changes faster than the AH value,
therefore the AG value becomes more negative, which means that the dissolution of poly-
meric homologues of the higher molecular weight becomes less favorable.

Crystalline polymers dissolve usually less readily than amorphous polymers. Dissolu-
tion of crystalline polymers requires large expenditures of energy for chain separation.
Polyethylene swells in hexane at the room temperature and dissolves at elevated tempera-
ture. Isotactic polystyrene does not dissolve at the room temperature in solvents capable to
dissolve atactic polystyrene. To be dissolved, isotactic polystyrene must be brought to ele-
vated temperature.

4.2.4 CROSSLINKING

The presence of even a small amount of crosslinks hinders chain separation and polymer
diffusion into solution. Solvent can penetrate into polymer and cause swelling. The swelling
degree depends on crosslink density and compatibility of polymer and solvent.

The correlation between thermodynamic parameters and the value of an equilibrium
swelling is given by Flory-Rehner equation® used now in a modified form:**

v Bi’ 2¢
_ 2 __Vo2 13 _<Y2
n(1-0,) 0, +x 07 =12V, by /20 [.29]
where:
¢, polymer volume fraction in a swollen sample
v,/V volume concentration of elastically active chains
f the functionality of polymer network

The value of v,/V is determined by the concentration of network knots. These knots
usually have a functionality of 3 or 4. This functionality depends on the type of curing agent.
Crosslinked polyurethanes cured by polyols with three OH-groups are examples of the
three-functional network. Rubbers cured through double bond addition are examples of
four-functional networks.

Eq. [4.2.9] has different forms depending on the form of elasticity potential but for
practical purposes (evaluation of crosslinking density of polymer networks) it is more con-
venient to use the above form. The equation can be used in a modified form if the concentra-
tion dependence of the parameter X, is known.

The value of equilibrium swelling can be a practical criterion of solubility. Good solu-
bility of linear polymers is expected if the value of equilibrium swelling is of the order of
300-400%. The high resistance of polymers to solvents indicates that the equilibrium swell-
ing does not exceed several percent.

In engineering data on swelling obtained at non-equilibrium conditions (for example,
for any given time), swelling is frequently linked to the diffusion parameters of a system
(see more on this subject in Subchapter 6.1).%

An interesting effect of swelling decrease occurs when swollen polymer is placed in a
solution of linear polymer of the same structure as the crosslinked polymer. The decrease of
solvent activity causes this effect. The quantitative description of these processes can be
made by the scaling approach.”

4.2.5 TEMPERATURE AND PRESSURE

The temperature effect on solubility may have different characters depending on the molec-
ular structure of solute. For systems of liquid-amorphous polymer or liquid-liquid, the tem-
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Figure 4.2.1 Two contributions to the X, parameter.  Figure 4.2.2 The X, parameter as a function of pressure
1-X1, 2 -Xs, 3 - the total value of X;. at T=300K, r, = 3.5. The curves are for the following
values of €], / €, = 0.85; 1.0 and 1.3 (After refs.”").

perature raise can cause improvement of compatibility. Such systems are considered to
have the upper critical solution temperature (UCST). If the system of two liquids becomes
compatible at any ratio at the temperature below the defined critical point, the system is con-
sidered to have the lower critical solution temperature (LCST). Examples of a system with
UCST are mixtures of methyl ethyl ketone-water (150°C) and phenol-water (65.8°C). An
example of a system with LCST is the mixture of water-triethylamine (18°C). There are sys-
tems with both critical points, for example, nicotine-water and glycerol-benzyl-ethylamine.

Presence of UCST in some cases means a rupture of hydrogen bonds on heating; how-
ever, in many cases, UCST is not determined by specific interactions, especially at high
temperatures, and it is close to critical temperature for the liquid-vapor system.

There are suppositions that the UCST is the more common case but one of the critical
points for polymer-solvent system is observed only at high temperatures. For example,
polystyrene (M = 1.1x10%) with methylcyclopentane has LCST 475K and UCST 370K.
More complete experimental data on the phase diagrams of polymer-solvent systems are
published elsewhere.”

The solubility of crystalline substances increases with temperature increasing. The
higher the melting temperature of the polymer, the worse its solubility. Substances having
higher melting heat are less soluble, with other characteristics being equal. Many crystalline
polymers such as polyethylene or polyvinylchloride are insoluble at the room temperature
(only some swelling occurs); however, at elevated temperature they dissolve in some sol-
vents.

The experimental data on the temperature dependence of X, of polymer-solvent sys-
tems are described by the dependence X, =a +[3/ T. Often in temperatures below 100°C,
B <0’ In a wide temperature range, this dependence decreases non-linearly. The negative
contribution to AS and positive contribution to the X, parameter are connected with the dif-
ference of free volume. On heating the difference in free volumes of polymer and solvent in-
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T creases as does the contribution into X (Figure
4.2.1). For example, polyvinylchloride with
dibutyl phthalate, tributylphosphate and some
other liquids have values 3 > 0.

The dependence of solubility on pressure
can be described only by modern theories tak-
ing into account the free volume of compo-
nents.®® The corresponding states theory
predicts'? a pressure dependence of the X, pa-
rameter through the effect on the free volume
of the solution components. This dependence
is predicted by the so-called solubility parame-
ters theory as well,” where the interaction be-
tween solvent and solute is described by

; - ¢ solubility parameters with their dependencies

solution temperature (LCST).1-binodal, 2-spinodal; .

I- zone of non-stable conditions, II- zone of on temper*aturg and pressure (Fig. 4.2.2).

metastable conditions, I11- zone of the one phase con- When € /€ »n S 1then 51 < 62 and hence

ditions. 0X, / OP <0in the solubility parameters theory
and in the corresponding states theory. When
€,/ €,, is greater than unity 3, >3, and the

solvent becomes less compressible than the polymer. Then pressure can increase the

(51 - 62) value, giving 0x, /0P >0.

4.2.6 METHODS OF CALCULATION OF SOLUBILITY BASED ON

THERMODYNAMIC PRINCIPLES

Within the framework of the general principles of thermodynamics of solutions, the evalua-
tion of solubility implies the evaluation of value of the Gibbs energy of mixing in the whole
range of concentrations of solution. However, such evaluation is difficult and for practical
purposes frequently unnecessary. The phase diagrams indicate areas of stable solutions. But
affinity of solvent to polymer in each of zone of phase diagram differs. It is more convenient
to know the value of the interaction parameter, possibly with its concentration dependence.
Practical experience from solvent selection for rubbers gives foundations for use of equilib-
rium swelling of a crosslinked elastomer in a given solvent as a criterion of solubility. The
equilibrium swelling is related to X; parameter by Eq. [4.2.9]. As previously discussed in
Subchapter 4.1, the value of the X, parameter can be determined as a sum of entropy and
enthalpy contributions. In the one-dimensional solubility parameter approach, one may use
the following equation:

LCST

composition
Figure 4.2.3. A phase diagram with the lower critical

(3 -3)"V,
Xst—Fr — 4.2.10
X1 =Xs RT [ 1
where:
Xs the entropy contribution

In TDM approach, Eq. [4.1.45] can be used. Similar equations can be derived for the
Hansen approach. All existing systems of solubility imply some constancy of the entropy
contribution or even constancy in some limits of a change of cohesion characteristics of
polymers. Frequently X, = 0.34 is used in calculations.
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Phase diagrams are characterized by critical temperatures, spinodals and binodals. A
binodal is a curve connecting equilibrium structures of a stratified system. A spinodal is a
curve defining boundary of metastables condition (Fig.4.2.3).

Binodals are evaluated experimentally by light scattering at cloud point,?’ by volume
changes of coexisting phases,*’ or by the electron probe R-spectral analysis.*!

It is possible to calculate phase behavior, considering that binodals correspond to a
condition:

I n
(an;) =(an;) [4.2.11]
where:
i a component of a solution
(am) ,(an) changes of a chemical potential in phases of a stratified system

The equation of the spinodal corresponds to the condition

0?(AG) :a(Au,) o

[4.2.12]
007 09,
where:
AG the Gibbs free mixing energy
®; volume fraction of a component of a solvent.
At a critical point, binodal and spinodal coincide
0*(AG) a°(nG
(86) _9°(a6) [4.2.13]

097 097

In the elementary case of a two-component system, the Flory-Huggins theory gives
the following solution:*

0 B] r 0
Ap, =RT nd,; + —’%1—¢,)+I’,X1¢f|] [4.2.14]
g8 07 §
where:
T numbers of segments of corresponding component.

The last equation can be solved if one takes into account the equality of chemical po-
tentials of a component in two co-existing phases of a stratified system.

ng! +E1-?Ep; +xx,(07)7 =g + E] -;‘Em/ +x,x,(07)° [4.2.15]
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4.3 POLAR SOLVATION DYNAMICS: THEORY AND SIMULATIONS

ABRAHAM NITZAN
School of Chemistry,
The Sackler Faculty of Sciences, Tel Aviv University, Tel Aviv, Israel

4.3.1 INTRODUCTION

When an ion or, more generally, a charge distribution associated with a given solute is
placed in a dielectric solvent, the solvent responds to accommodate this solute and to mini-
mize the free energy of the overall system. Equilibrium aspects of this phenomenon are re-
lated to macroscopic observables such as solvation free energy and microscopic properties
such as the structure of the solvation ‘shell’. Dynamical aspects of this process are mani-
fested in the time evolution of this solvent response.' A direct way to observe this dynamics
is via the time evolution of the spectral line-shifts following a pulse excitation of a solute
molecule into an electronic state with a different charge distribution.' Indirectly, this dy-
namics can have a substantial effect on the course and the rate of chemical reactions that in-
volve a redistribution of solute charges in the polar solvent environment.” Following a brief
introduction to this subject within the framework of linear response and continuum dielec-
tric theories, this chapter describes numerical simulation studies of this process, and con-
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trasts the results obtained from such simulations with those obtained from linear response
continuum models. In particular we focus on the following issues:
* How well can the solvation process be described by linear response theory?
* To what extent can the dynamics of the solvation process be described by continuum
dielectric theory?
* What are the signatures of the solute and solvent structures in the deviation of the
observed dynamics from that predicted by continuum dielectric theory?
* What are the relative roles played by different degrees of freedom of the solvent
motion, in particular, rotation and translation, in the solvation process?
* How do inertial (as opposed to diffusive) solvent motions manifest themselves in
the solvation process?

This chapter is not an exhaustive review of theoretical treatments of solvation dynam-
ics. Rather, it provides, within a simple model, an exposition of the numerical approach to
this problem. It should be mentioned that a substantial effort has been recently directed to-
wards developing a theoretical understanding of this phenomenon. The starting point for
such analytical efforts is linear response theory. Different approaches include the dynamical
mean spherical approximation (MSA),** generalized transport equations,”® and ad hoc
models for the frequency and wavevector dependence of the dielectric response function
£(k, ).’ These linear response theories are very valuable in providing fundamental under-
standing. However, they cannot explore the limits of validity of the underlying linear re-
sponse models. Numerical simulations can probe non-linear effects, but are very useful also
for the direct visualization and examination of the interplay between solvent and solute
properties and the different relaxation times associated with the solvation process. A sub-
stantial number of such simulations have been carried out in recent years.'™!! The present
account describes the methodology of this approach and the information it yields.

4.3.2 CONTINUUM DIELECTRIC THEORY OF SOLVATION DYNAMICS

The Born theory of solvation applies continuum dielectric theory to the calculation of the
solvation energy of an ion of charge q and radius a in a solvent characterized by a static di-
electric constant, &. The well known result for the solvation free energy, i.e., the reversible
work needed to transfer an ion from the interior of a dielectric solvent to vacuum, is

=Z;E£—1E [4.3.1]

Eq. [4.3.1] corresponds only to the electrostatic contribution to the solvation energy.
In experiments where the charge distribution on a solute molecule is suddenly changed (e.g.
during photoionization of the solute) this is the most important contribution because short
range solute-solvent interactions (i.e., solute size) are essentially unchanged in such pro-
cesses. The origin of W is the induced polarization in the solvent under the solute electro-
static field.

The time evolution of this polarization can be computed from the dynamic dielectric
properties of the solvent expressed by the dielectric response function &(w)."> Within the
usual linear response assumption, the electrostatic displacement and field are related to each
other by
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D(t)= jdt's(t -t)E(t) [4.3.2]

and their Fourier transforms (e.g. E(w) = Idte"”E (1)) satisfy

D(w) = { WE( W [4.3.3]

where
£(c) = [dte () [4.3.4]

rewriting &(t) in the form

g(t) =2¢,§t) + (1) [4.3.5]
we get
D(t) =¢ E(t) + j’dt’?f(t -t)E(t) [4.3.6]

D() = £.E() + Y JE( P [4.3.7]

In Eq. [4.3.5] €, is the “instantaneous” part of the solvent response, associated with its
electronic polarizability. For simplicity we limit ourselves to the Debye model for dielectric
relaxation in which the kernel € in [4.3.5] takes the form

£(f) =£ST;See'“TD [4.3.8]

D

This function is characterized by three parameters: the electronic €, and static & re-
sponse constants, and the Debye relaxation time, Tp. In this case

SS _88

(o) =, +J’dtﬁe‘“‘e‘“ =g, 405 Fo [4.3.9]
) T, 1+iwT,

In this model a step function change in the electrostatic field

E(t):0,t<0; E(t) =E,t =20 [4.3.10]

leads to

D(t) =€ E(f) + i %9‘“‘”""50')&’ =[e(1-e ") +ee ] E [43.41)
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For t— 0, D(t) becomes €.E, and for t » o it is D = £E. The relaxation process which
carries the initial response to its final value is exponential, with the characteristic relaxation
time, Tp.

The result [4.3.11] is relevant for an experiment in which a potential difference is sud-
denly switched on and held constant between two electrodes separated by a dielectric
spacer. This means that the electrostatic field is held constant as the solvent polarization re-
laxes. For this to happen the surface charge density on the electrodes, i.e. the dielectric dis-
placement D, has to change under the voltage source so as to keep the field constant.

The solvation dynamics experiment of interest here is different: Here at time t = 0 the
charge distribution p(r) is switched on and is kept constant as the solvent relaxes. In other
words, the dielectric displacement D, the solution of the Poisson equation [JD = 41tpthat
corresponds to the given p is kept constant while the solvent polarization and the electro-
static field relax to equilibrium. To see how the relaxation proceeds in this case we start
again from

D(t) =¢ E(t) + jdt'::(t -t')E(t) [4.3.12]

take the time derivative of both sides with respect to t

dD __ dE o0 :
G g QRO+ far %%f(t ) [4.3.13]

use the relations §0) = (¢, —€,)/ T, and

- ' __it i ' __i B

for EZ%Q_,,E@)' o SO CORER CORIE0)
(cfEq. [4.3.8]), to get

%(D—seE) :—Ti(D -¢,E) [4.3.14]

D

When D evolves under a constant E, Eq. [4.3.14] implies that (d/dt)D = (-1/1,)D + con-
stant, so that D relaxes exponentially with the time constant Ty, as before. However if E re-
laxes under a constant D, the time evolution of E is given by

de__ & %JDE [4.3.15]
dt £,T, €

e S

ie.

E(t) =EiD +Ae [4.3.16]

)
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where A is an integration constant and T, is the longitudinal Debye relaxation time

T, =201, [4.3.17]

The integration constant A is determined from the initial conditions: Immediately fol-
lowing the switch-on of the charge distribution, i.e. of D, E is given by E(t=0) = D/g,, so
A=(e! ~¢€")D. Thus, finally,

E(t) :1D+Ezl -ﬂ)y“n [4.3.18]
sS e £S

We see that in this case the relaxation is characterized by the time T, which can be very
different from T;,. For example, in water €_ / €, [11/ 40, and while 1, [J10ps, T, is of the or-
der of 0.25ps.

4.3.3 LINEAR RESPONSE THEORY OF SOLVATION DYNAMICS

The continuum dielectric theory of solvation dynamics is a linear response theory, as ex-
pressed by the linear relation between the perturbation D and the response of E, Eq. [4.3.2].
Linear response theory of solvation dynamics may be cast in a general form that does not
depend on the model used for the dielectric environment and can therefore be applied also in
molecular theories.'>'* Let

H=H, +H [4.3.19]

where H, describes the unperturbed system that is characterized by a given potential surface
on which the nuclei move, and where

H'=% XF() [4.3.20]

is some perturbation written as a sum of products of system variables X; and external time
dependent perturbations F;(t). The nature of X and F depend on the particular experiment: If
for example the perturbation is caused by a point charge q(t) at position r;, q(t)qr-r;), we may
identify F(t) with this charge and the corresponding X; is the electrostatic potential operator
at the charge position. For a continuous distribution p(r,t) of such charge we may write
H'=(d’r®(r)p(r.t), and for p(r,t) =y g,(r) 8(r —r,) this becomes y ®(r;)q, (7).
Alternatively we may find it convenient to express the charge distribution in terms of point
moments (dipoles, quadrupoles, etc.) coupled to the corresponding local potential gradient
tensors, e.g. H will contain terms of the form u[@® and Q:I@ where W and Q are point di-
poles and quadrupoles respectively.

In linear response theory the corresponding solvation energies are proportional to the
corresponding products g<@®>, u<[® > and Q:<[® > where <> denotes the usual observ-
able average. For example, the average potential <> is proportional in linear response to
the perturbation source q. The energy needed to create the charge q is thereforeJ’ dq'<o>
=(1/2)q* =(1/2) q<>. ’

Going back to the general expressions [4.3.19] and [4.3.20], linear response theory re-
lates non-equilibrium relaxation close to equilibrium to the dynamics of equilibrium fluctu-
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ations: The first fluctuation dissipation theorem states that following a step function change
in F:

F.()=0t<0; F,(f)=F;t=0 [4.3.21]

the corresponding averaged system’s observable relaxes to its final equilibrium value as
t — ooaccording to

(X, () = (X (=) :k:T > F ((x;x,(0) -(x,)(x,)) [4.3.22]

where all averages are calculated with the equilibrium ensemble of H,. Applying Eq.
[4.3.22] to the case where a sudden switch of a point charge q — q+ Aq takes place, we have

((t)) = (N )> <‘D¢()> (@) )=kABqT<6¢6¢(t)> [4.3.23]

The left hand side of [4.3.23], normalized to 1 at t=0, is a linear approximation to the solva-
tion function

S(t) - Esolv (t) _Esolv(oo) LR <¢(t)> _<q:(°°)>
E o1, (0) = E gy, () = (M(0)) = (P(e0))

[4.3.24]

and Eq. [4.3.23] shows that in linear response theory this non equilibrium relaxation func-
tion is identical to the equilibrium correlation function

(5(0) 5Nt))
(80?)

C(t) is the time correlation function of equilibrium fluctuations of the solvent response po-
tential at the position of the solute ion. The electrostatic potential in C(t) will be replaced by
the electric field or by higher gradients of the electrostatic potential when solvation of
higher moments of the charge distribution is considered.

The time dependent solvation function S(t) is a directly observed quantity as well as a
convenient tool for numerical simulation studies. The corresponding linear response ap-
proximation C(t) is also easily computed from numerical simulations, and can also be stud-
ied using suitable theoretical models. Computer simulations are very valuable both in
exploring the validity of such theoretical calculations, as well as the validity of linear re-
sponse theory itself (by comparing S(t) to C(t)). Furthermore they can be used for direct vi-
sualization of the solute and solvent motions that dominate the solvation process. Many
such simulations were published in the past decade, using different models for solvents such
as water, alcohols and acetonitrile. Two remarkable outcomes of these studies are first, the
close qualitative similarity between the time evolution of solvation in different simple sol-
vents, and second, the marked deviation from the simple exponential relaxation predicted
by the Debye relaxation model (cf. Eq. [4.3.18]). At least two distinct relaxation modes are

S(t)LRC(t) = [4.3.25]
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observed, a fast Gaussian-like component and a slower relaxation mode of an exponential
character which may correspond to the expected Debye relaxation. In what follows we de-
scribe these and other features observed in computer simulations of solvation dynamics us-
ing simple generic model dielectric solvents.
4.3.4 NUMERICAL SIMULATIONS OF SOLVATION IN SIMPLE POLAR
SOLVENTS: THE SIMULATION MODEL""®
The simplest simulated system is a Stockmayer fluid: structureless particles characterized
by dipole-dipole and Lennard-Jones interactions, moving in a box (size L) with periodic
boundary conditions. The results described below were obtained using 400 such particles
and in addition a solute atom A which can become an ion of charge q embedded in this sol-
vent. The long range nature of the electrostatic interactions is handled within the effective
dielectric environment scheme.'” In this approach the simulated system is taken to be sur-
rounded by a continuum dielectric environment whose dielectric constant €' is to be chosen
self consistently with that computed from the simulation. Accordingly, the electrostatic po-
tential between any two particles is supplemented by the image interaction associated with a
spherical dielectric boundary of radius R, (taken equal to L/2) placed so that one of these
particles is at its center. The Lagrangian of the system is given by

1y i <
5 2 VP(RR ) =3 VE(RAR ) —ZA,(u% -u?) [4.3.26]
1£f 1= 1=

where N is the number of solvent molecules of mass M, H dipole moment, and I moment of
inertia. R, and R; are positions of the impurity atom (that becomes an ion with charge q)
and a solvent molecule, respectively, and R;; is |R; - Rj|. V', VPP and VA" are, respectively,
Lennard-Jones, dipole-dipole, and charge-dipole potentials, given by

V' (R) =ee, [ (00 1 R ~(0, /R)'] [4.3.27]

(V;" is of the same form with g, and €, replacing o, and &) and

iy =3(m) (mey) 2 -9)

Vo (R,R, MM, o e )R WK, [4.3.28]
if
where n = (R; - R))/R;;,
V(R 1,.R )=qu _ A=) (R -R,) [4.3.29]
PP TrA B‘?Ug (28,+1)Rg i i A

The terms containing €' in the electrostatic potentials V°® and V*P are the reaction
field image terms.'>'® The last term in Eq. [4.3.26] is included in the Lagrangian as a con-
straint, in order to preserve the magnitude of the dipole moments (‘u i‘ = u) with a SHAKE
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like algorithm.'” In this representation the mass, M, and the moment of inertia, I, of the sol-
vent molecules are independent parameters, which makes it possible to study the relative
importance of translational and rotational motions in the solvation process without affecting
other potentially relevant parameters such as the molecular size. The time evolution is done
using the velocity Verlet algorithm, with the value of A(t) determined as in the SHAKE algo-
rithm, and with the Andersen'® thermalization used to keep the system at constant tempera-
ture.

For the Stockmayer solvent, the initial molecular parameters are taken to approximate
the CH,Cl molecule: 0, =4.2 A, g, = 195K, M =50 amu, I =33.54 amu A%, and u=1.87 D.
The parameters taken for the solvated ion are M, = 25 amu, 6, = 3.675 A, and g, = 120K, q
is taken to be one electron charge e. These parameters can be changed so as to examine their
effect on the solvation dynamics. Most of the results described below are from simulations
done at 240K, and using L = 33.2A for the edge length of the cubic simulation cell was, cor-
responding to the density p=1.09x10* A, which is the density of CH;Cl at this tempera-
ture. In reduced units we have for this choice of parameters p’ =po; =08],
THE u(SD cg) =132, T" =k, T/g, =1.23, and I' =I(Mc®) = 0.038. A simple switching
function

1 R <R,
fR)I=<{ (R, -R)/ (R, -R,) R, <R <R, [4.3.31]
0 R>R,

is used to smoothly cut off this electrostatic potential. R and R, are taken to be R,=L/2 and
R,=0.95R.. Under these simulation conditions the pressure fluctuates in the range 500+£100
At.The dielectric constant is computed from pure solvent simulations, using the
expression®

(8_1),(28 o (PP(R,)) [4.3.32]
2 +¢ kTR?
where
N
P:Zul_ [4.3.33]
and
PR)=1S S 4.3.34

where the prime on the inner summation indicates the restriction Ry, <R.. The result for our
solvent is €= 17, compared with & CH;CI) = 12.6 at 253K. After evaluating € in this way the
external dielectric constant €' is set to € and the computation is, in principle, repeated until
convergence, i.e., until the evaluated € is equal to the environmental €. In fact, we have
found that our dynamical results are not sensitive to the magnitude of €'.
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Figure 4.3.1. The electrostatic response potential <>

induced by the solvent at the position of the solute ion,
as a function of the solute charge. Dashed line - the
Stockmayer-CH;Cl model described in Section 4. Full
and dotted lines, model polyether solvents described in

Figure 4.3.2. The linear response relaxation function
C(t) (dashed and dotted lines] and the non-equilibrium
solvation function S(t) (solid line) computed for the
Stockmayer-CH;Cl model described in Section 4. In
the nonequilibrium simulation the ion charge is

the text. [From Ref. 11b]. switched on at t = 0. The dotted and dashed lines repre-

sent C(t) obtained from equilibrium simulations with
uncharged and charged ion, respectively. [From Ref.
11a].

A typical timestep for these simulation is 3fs. In the absence of thermalization this
gives energy conservation to within 10 over ~80,000 time steps. After equilibrating the
system at 240K, the equilibrium correlation function C(t) is evaluated from equilibrium tra-
jectories with both a charged (q = e) and an uncharged (q = 0) impurity atom. The non-equi-
librium solvation function S(t) can also be computed from trajectories that follow a step
function change in the ion charge from q = 0 to q = e. These calculations are done for the
CH;CI solvent model characterized by the above parameters and for similar models with
different parameters. In particular, results are shown below for systems characterized by
different values of the parameter'®

p' =1/ 2Mo> [4.3.35]

which measures the relative importance of rotational and translational solvent motions.

4.3.5 NUMERICAL SIMULATIONS OF SOLVATION IN SIMPLE POLAR
SOLVENTS: RESULTS AND DISCUSSION

The dashed line of Figure 4.3.1 shows the equilibrium solvent induced electrostatic poten-
tial @ at the position of the ion, as a function of the ion charge q obtained for the
Stockmayer-CH,;Cl model described in Section 4. Clearly the solvent response is linear with
q all the way up to q = e, with slight deviations from linearity starting at q > e. The slope (~4)
of the linear dependence of the dashed line in Figure 1 (for q < e) is considerably smaller
from that obtained from ® =q /ag_ (taking a = 0,/2 gives a slope of 7.4) that is used to get
Eq. [4.3.1]. A more advanced theory of solvation based on the mean spherical approxima-
tion predicts (using 0, and O, for the diameters of the ion and the solvent, respectively) a
slope of 4.6.

The linearity of the response depends on the nature of the solvent. As examples Figure
4.3.1 also shows results obtained for models of more complex solvents, H({CH,OCH,),CH,
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Figure 4.3.3. The function S(t) obtained with &' = 17.0

(solid line, same as in Figure 4.3.2), together with the
same function obtained with €'= 1.0 (dashed line). €’ is
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with n =1 (ethyl methyl ether, full line) and
n = 2 (1,2-methoxy ethoxy ethane, dotted
line). In these solvents the main contribu-
tion to the solvation energy of a positive ion
comes from its interaction with solvent oxy-
gen atoms. Because of geometric restriction
the number of such atoms in the ion’s first
solvation shell is limited, leading to a rela-
tively early onset of dielectric saturation.
Figure 4.3.2 shows the time evolution
of the solvation functions C(t), Eq. [4.3.25]
and S(t) (Eq. [4.3.24]). C(t) is evaluated
from an equilibrium trajectory of 220 ps for
a system consisting of the solvent and a

the continuum dielectric constant associated with the re-

action field boundary conditions. [From Ref. 11a]. Charged or unCharged atom.  The

nonequilibrium results for S(t) are averages

over 25 different trajectories, each starting
from an initial configuration taken from an equilibrium run of an all-neutral system follow-
ing switching, at t = 0, of the charge on the impurity atom from q=0to q =e.

These results show a large degree of similarity between the linear response (equilib-
rium) and nonequilibrium results. Both consist of an initial fast relaxation mode that, at
closer inspection is found to be represented well by a Gaussian, exp[-(t/T)*], followed by a
relatively slow residual relaxation. The initial fast part is more pronounced in C(t). The lat-
ter is also characterized by stronger oscillations in the residual part of the relaxation. The
fact that the linear response results obtained for equilibrium simulations with an uncharged
solute and with a solute of charge q are very similar give further evidence to the approxi-
mate validity of linear response theory for this systems.

The sensitivity of these results to the choice of boundary conditions is examined in
Figure 4.3.3. We note that the use of reaction field boundary conditions as implemented
here is strictly valid only for equilibrium simulations, since the dynamic response of the di-
electric continuum at R > R_ is not taken into account. One could argue that for the
short-time phenomena considered here, €' should have been taken smaller than the static di-
electric constant of the system. Figure 4.3.3 shows that on the relevant time scale our dy-
namical results do not change if we take €' = I instead of €' =€=17. (The absolute solvation
energy does depend on €', and replacing €' = 17 by €' = 1 changes it by [15%.)

In the simulations described so far the solvent parameters are given by the aforemen-
tioned data. For these, the dimensionless parameter p', Eq. [4.3.35], is 0.019. In order to
separate between the effects of the solvent translational and rotational degrees of freedom,
we can study systems characterized by other p’ values. Figure 4.3.4 shows results obtained
for p' = 0 (dotted line), 0.019 (solid line), 0.25 (dashed line), and o (dashed-dotted line). Ex-
cept for p’ = 0, these values were obtained by changing the moment of inertia I, keeping
M=50 amu. The value p' = 0 was achieved by taking M =M, = o and [=33.54 amu A”. Note
that the values p' = 0 and p’ = o0 correspond to models with frozen translations and frozen ro-
tations, respectively. Figures 4.3.4(a) and 4.3.4(b) show, respectively, the solvation energy
E,,(t) and the solvation function S(t) obtained for these different systems. The following
points are noteworthy:
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Table 4.3.1. Relaxation times 1 obtained
from fitting the short time component of
the solvation function to the function
S(t) =exp[-(t/1)’]. The fitting is done for
S(t) > 0.3 [From Ref. 11a].

P’ M | , T
amu amu A ps
0.0 [ 33.54 0.206
0.019 50 33.54 0.170
0.125 50 220.5 0.347
0.250 50 441.0 0.421

(1) The asymptotic (t— o) values of
B, (Figure 4.3.4a) are different forp' =0
(M = ) and p' = o0 (I = ) then in the other
cases because of the freezing of solvent
translations and rotations, respectively.
Note, however, that the I = o curves con-
verge very slowly (the solvent compensates

TIME (P5)

Figure 4.3.4. The solvation energy, E,,, (a) and the
non-equilibrium solvation function S(t) (b), plotted

against time (after switching the ion charge from 0 to e at
t = 0) for different solvent models characterized by the
parameter p’(Eq. [4.3.35]). Dotted line, p'= 0; solid line,
p=0.019; dashed line, p=0.25; dashed-dotted line, p=8.
[From Ref. 11a].

for the lack of rotations by bringing into the
neighborhood of the solute solvent mole-
cules with the “correct” orientation) and
probably did not reach its asymptotic value

in Figure 3.4.4a.

(2) Except for the rotationless system (p’ = ) all the other systems exhibit a bimodal
relaxation, with a fast relaxation component that accounts for most of the solvation energy.
The relaxation of the rotationless solvent is exponential (a fit to exp(-t/T) yields T=2.2 ps).

(3) A closer look at the fast component in the finite p’ systems shows a Gaussian be-
havior, a fit to exp[-(t/T)*] yields the T values summarized in Table 4.3.1. Tincreases with in-
creasing solvent moment of inertia (recall that this is how p’ is changed for p’ > 0, still for the
range of p’ studied, it stays distinct from the long component.

(4) The oscillations and the thermal noise seen in the relatively small slow relaxation
component make it difficult to estimate the long relaxation time. A fit of the long time com-
ponent for the p' = 0.019 case to an exponential relaxation exp(-t/T) yields T 2% 0.7 ps.
The long-time components in the other systems relax on similar time scales.

The nature of this fast relaxation component of the solvation dynamics has been dis-
cussed extensively in the past decade." Carter and Hynes? were the first to suggest that this
initial relaxation is associated with inertial, as opposed to diffusive, solvent motion. In this
mode of motion solvent molecules move under the suddenly created force-field without
their mutual interactions and consequent energy exchange having a substantial influence on
this fast time scale. Simulations and analytical calculations'®*?'*? have confirmed this asser-
tion for simple polar fluids.
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Figure 4.3.5.(a) The solvation energy E(t) and (b) the
solvation function S(t) associated with the three solva-
tion shells defined in the text, plotted against time after
the ion charge is switched on, for the system with
p=0.019. Solid line, nearest shell; dotted line, second
shell, dashed line, outer shell. [From Ref. 11a].
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Figure 4.3.6. The time dependence of the average angle
between the molecular dipoles and between the corre-
sponding radius vectors to the ion center, associated
with molecules in the three different solvation shells
defined in the text, plotted against time following the
switching on of the ionic charge. [From Ref. 11a].

Next we examine the relative contri-
butions of different solvation shells to the
solvation process. This issue is important
for elucidating the solvation mechanism,
and has been under discussion since an
early remark made by Onsager” that the
shorter time scales are associated mostly
with solvent layers further away from the
solute, and that the longer ~ T,, times are as-

sociated with the individual response of sol-
vent molecules nearest to the solute. From the structure of the solute-solvent radial
distribution function of the simulated system one can estimate' " that the first solvation shell
about the solute consists of the eight nearest neighbor solvent particles at distance closer
than 5.5 A from the solute center, and the second solvation shell encompasses the next near-
est 26 solvent particles at distance smaller than ~10 A from the solute center. Taking the rest
of the solvent particles in the simulation box as the “third solvation shell”, Figure 4.3.5
shows the contributions of these layers to the time evolution of the solvation energy and of
the solvation function. It seems that the fast component in these time evolutions is faster for
the contribution from the first solvation shell. The same shell also shows a distinct slow
component which is much smaller or absent in the contribution from the further shells. Also
note that the solvation energy is dominated by the first solvation shell: the first, second, and
third shells contribute ~67%, 24%, and 9%, respectively, to the solvation energy. The fast
relaxation component accounts for ~80% of the solvation energy. It should be kept in mind,
however, that the contribution from outer shell molecules is suppressed by the finite size of
the simulated system.
Finally, the nature of the motion that gives rise to the fast relaxation component is seen
in Figure 6, which depicts as functions of time the average angles between the molecular di-
poles in the different solvation shells and between the corresponding radius vectors to the
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ion centers. These results are for the p' = 0.019 system; the other systems with p' <o show
qualitatively similar behavior. Generally, the time evolution of the angular motion is similar
to that of the solvation energy. Typical to the present system that represents simple polar
solvents, the fast relaxation component is associated with the initial relaxation of the
orientational structure in the solvation layers close to the solute.

4.3.6 SOLVATION IN COMPLEX SOLVENTS

The previous sections have focused on a generic model of a very simple solvent, in which
solvation dynamics is determined by molecular translations and reorientations only. These
in turn are controlled by the solvent molecular mass, moment of inertia, dipole moment and
short-range repulsive interactions. When the solvent is more complex we may expect spe-
cific structures and interactions to play significant roles. Still, numerical simulations of sol-
vation dynamics in more complex systems lead to some general observations:

(a) In large molecular solvents, solvation may be associated with binding of the solute
to particular solvents sites. As seen in Figure 4.3.1, deviations from linearity in the solvent
response potential are associated with the fact that the fraction of polar binding sites consti-
tutes a relatively small fraction of the solvent molecule.

This deviation from linearity shows
. : X . ; itself also in the solvation dynamics. Figure
' 4.3.7 shows the linear response functions

04 HCH,OCHLCH, 1 and the non-equilibrium solvation function,
’a;‘ 0.6[% C(t) and S(t), respectively, computed as be-
£ gali fore, for the di-ether H(CH,OCH,),CH,
o

solvent. Details of this simulations are
given in Ref.11b. If linear response was a
valid approximation all the lines in Figure
1(0) " 4.3.7: The two lines for C(t) that correspond
to q=0 and g=1, and the two lines for S(t)

0.2

Figure 4.3.7. The solvation and response functions, S(t) _ _
and C(t), respectively, for solvation of a spherical ionin a for the processes q=0-q=1 and the process

model for the solvent 12-methoxy ecthoxy ethane, 9~1-90, would coalesce. The marked
H(CH,OCH,),CH,. Full line: S, _,(t); dotted line: §_,,(t); differences between these lines shows that
dashed line: C(t)|;-o and dotted-dashed line: C(9)l,--  linear response theory fails for this system.
[From Ref. 11b]. (b) Linear response theory was also

shown to fail for low-density solvents (e.g.
near and above the liquid-gas critical point''“**). In this case the origin of the non-linearity is
the large rearrangement in the solvent structure near the solute during the solvation process.
This rearrangement is associated with a local density change in such highly compressible
low-density solvents.

(¢) Similarly, solvation in mixed solvents usually involve large rearrangement of sol-
vent structure near the solute because the latter usually have a higher affinity for one of the
solvent components. Solvation in electrolyte solutions provides a special example.”? In
this case the solvent dynamics about the newly created charge distribution is not much dif-
ferent than in the pure dielectric solution, however in addition the mobile ions rearrange
about this charge distribution, and on the timescale of this process linear response theory
fails.”’

(d) In the situations discussed in (b) and (c) above, new dynamical processes exist:
While the dielectric response in normal simple polar solvents is dominated by molecular ro-
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tations, the motions that change the local structure about the solute are usually dominated by
solvent translation. This gives rise to a new, usually slower, relaxation components. Solva-
tion in electrolyte solutions clearly shows this effect: In addition to the dielectric response
on the picosecond timescale, a much slower relaxation component is observed on the nano-
second scale.”® Numerical simulations have identified the origin of this relaxation compo-
nent as the exchange between a water molecule and an ion in the first solvation shell about
the solute.*

Finally, it is intuitively clear that in large molecule complex solvents simple molecular
rotation as seen in Figure 4.3.6 can not be the principal mode of solvation. Numerical simu-
lations with polyether solvents show that instead, hindered intramolecular rotations that dis-
tort the molecular structure so as to bring more solvating sites into contact with the ion
dominate the solvation dynamics.'"® The bi-modal, and in fact multi-modal, character of the
solvation is maintained also in such solvents, but it appears that the short time component of
this solvation process is no longer inertial as in the simple small molecule solvents."

4.3.7 CONCLUSIONS

Numerical simulations of solvation dynamics in polar molecular solvents have been carried
out on many models of molecular systems during the last decade. The study described in
sections 4.3.4-4.3.5 focused on a generic model for a simple polar solvent, a structureless
Stockmayer fluid. It is found that solvation dynamics in this model solvent is qualitatively
similar to that observed in more realistic models of more structured simple solvents, includ-
ing solvents like water whose energetics is strongly influenced by the H-bond network. In
particular, the bimodal nature of the dynamics and the existing of a prominent fast Gaussian
relaxation component are common to all models studied.

Such numerical simulations have played an important role in the development of our
understanding of solvation dynamics. For example, they have provided the first indication
that simple dielectric continuum models based on Debye and Debey-like dielectric relax-
ation theories are inadequate on the fast timescales that are experimentally accessible today.
It is important to keep in mind that this failure of simple theories is not a failure of linear re-
sponse theory. Once revised to describe reliably response on short time and length scales,
e.g. by using the full k and w dependent dielectric response function gk,w), and sufficiently
taking into account the solvent structure about the solute, linear response theory accounts
for most observations of solvation dynamics in simple polar solvents.

Numerical simulations have also been instrumental in elucidating the differences be-
tween simple and complex solvents in the way they dynamically respond to a newly created
charge distribution. The importance of translational motions that change the composition or
structure near the solute, the consequent early failure of linear response theory in such sys-
tems, and the possible involvement of solvent intramolecular motions in the solvation pro-
cess were discovered in this way.

We conclude by pointing out that this report has focused on solvation in polar systems
where the solvent molecule has a permanent dipole moment. Recently theoretical and ex-
perimental work has started on the dynamics of non-polar solvation.?® This constitutes an-
other issue in our ongoing effort to understand the dynamics of solvation processes.
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4.4 METHODS FOR THE MEASUREMENT OF SOLVENT ACTIVITY
OF POLYMER SOLUTIONS

CHRISTIAN WOHLFARTH
Martin-Luther-University Halle-Wittenberg, Institute of Physical Chemistry,
Merseburg, Germany, e-mail: Wohlfarth@chemie.uni-halle.de

4.4.1 INTRODUCTION

Knowledge of solvent activities in polymer solutions is a necessity for a large number of in-
dustrial and laboratory processes. Such data are an essential tool for understanding the ther-
modynamic behavior of polymer solutions, for studying their intermolecular interactions
and for getting insights into their molecular nature. Besides, they are the necessary basis for
any development of theoretical thermodynamic models. Scientists and engineers in aca-
demic and industrial research need such data.
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Solvent activities of polymer solutions have been measured for about 60 years now.
However, the database for polymer solutions is still modest, in comparison with the enor-
mous amount of data available for mixtures of low-molecular substances. Three explicit da-
tabases have been published in the literature up to now.'? The database prepared by Wen
Hao et al.' is summarized in two parts of the DECHEMA Chemistry Data Series. Danner
and High? provided a database and some calculation methods on a floppy disk with their
book. Wohlfarth® prepared the most complete data collection regarding vapor-liquid equi-
librium data of polymer solutions. His annually updated electronic database is not commer-
cially available; however, personal requests can be made via his e-mail address given
above.

Some implicit databases are provided within the Polymer Handbook* by Schuld and
Wolf?® or by Orwoll® and in two papers prepared earlier by Orwoll.”* These four sources list
tables of Flory’s X-function and tables where enthalpy, entropy or volume changes, respec-
tively, are given in the literature for a large number of polymer solutions. The tables of sec-
ond virial coefficients of polymers in solution, which were prepared by Lechner and
coworkers’ (also provided in the Polymer Handbook), are a valuable source for estimating
the solvent activity in the dilute polymer solution. Bonner reviewed vapor-liquid equilibria
in concentrated polymer solutions and listed tables containing temperature and concentra-
tion ranges of a certain number of polymer solutions.'” Two CRC-handbooks prepared by
Barton list a larger number of thermodynamic data of polymer solutions in form of poly-
mer-solvent interaction or solubility parameters.'"!

An up-to-date list of all polymer-solvent systems for which solvent activities or vapor
pressures from vapor-liquid equilibrium measurements were published in the literature is
provided in Appendix 4.4.A of this Subchapter 4.4 (please see below).

Solvent activities in polymer solutions can be determined by rather different tech-
niques. However, no one is really a universal method but covers a certain concentration
range of the polymer solution. Figure 4.4.1 explains in short the situation.

Corresponding to the different regions in the diagram, different experimental tech-
niques were used for the measurement of the solvent activity in a homogeneous polymer so-
lution:

(1) Solvent activities of highly diluted polymer solutions can be obtained from scatter-
ing methods such as light scattering, small angle X-ray scattering and small angle neutron
scattering via the second osmotic virial coefficient, which is often related to investigations
for polymer characterization. These methods are able to resolve the very small difference
between the thermodynamic limit of 1.0 for the activity of the pure solvent and the actual
value of perhaps 0.9999x at the given (very low) polymer concentration.

(i) Solvent activities of polymer solutions with polymer concentrations up to about
30 wt% can be measured by osmometry (membrane as well as vapor-pressure osmometry),
light scattering, ultracentrifuge (of course, all these methods can also be applied for polymer
characterization and can be extrapolated to zero polymer concentration to obtain the second
virial coefficient), and differential vapor pressure techniques. Cryoscopy and ebulliometry
can also be used to measure solvent activities in dilute and semidilute polymer solutions, but
with limited success only.

(iii) The concentrated polymer solution between 30 and 85 wt% is covered by vapor
pressure measurements which were usually performed by various isopiestic sorption meth-
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Figure 4.4.1. Typical isotherm for the solvent activity of a homogeneous binary polymer solution.

ods. The ultracentrifuge can also be applied for solutions up to 80 wt% polymer, but this
was only scarcely done in the literature.

(iv) A special problem are polymer solutions with concentrations higher than 90 wt%
up to the limit of the region of Henry’s law. For this purpose, the inverse gas-liquid chroma-
tography (IGC) is the most useful method. Measurements can be made at infinite dilution of
the solvent for determining the activity coefficient at infinite dilution or Henry’s constant,
but IGC can also be performed at finite solvent concentrations up to 10-15 wt% of the sol-
vent to get solvent activities for highly concentrated polymer solutions. Some sorption ex-
periments in this concentration range were reported by piezoelectric quartz crystal
technique; however, thermodynamic equilibrium absorption is difficult to obtain, as dis-
cussed below. At least, melting point depression can be applied in some cases for small
amounts of solvents in semicrystalline polymers, but obtaining reliable results seems to be
difficult.

(v) There is another possibility to measure solvent activities in polymer solutions if
the state of the solution is inhomogeneous, i.e., for the region of liquid-liquid equilibrium.
Binodal and/or spinodal curves can be reduced to solvent activity data by means of a ther-
modynamic ansatz for the Gibbs free energy of mixing in dependence on temperature, con-
centration (and pressure if necessary), which has to be solved according to thermodynamic
equilibrium conditions. In the case of polymer networks, swelling equilibria can be mea-
sured instead. The solvent activity in a swollen network arises from two parts, a mixing part
with the (virtually) infinite-molar-mass polymer, and a contribution from elastic network
deformation. The second follows from statistical theory of rubber elasticity and also needs
certain model approximations for data reduction.
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In summary, investigations on vapor-liquid equilibrium of polymer solutions are the
most important source for obtaining solvent activities in polymer solutions. Therefore, em-
phasis is laid in this subchapter on the experimental methods, which use this equilibrium.

Reviews on experimental methods, sometimes including tables with thermodynamic
data were prepared more or less continuously during the last three decades. Especially
methods and results of the application of IGC to polymers and polymer solutions are care-
fully reviewed.”** Special reviews on determining solvent activities from various scatter-
ing techniques could not be found. However, there is a large number of reviews and books
on scattering methods and their applications. Some references may give a starting point for
the interested reader.”**? Experimental techniques for vapor-pressure measurements were
reviewed in the paper by Bonner.'’ Ebulliometry, cryoscopy and vapor-pressure osmometry
were reviewed by Cooper,* Glover,** Mays and Hadjichristidis,*’ and a recent summary can
be found in a new book edited by Pethrick and Dawkins.?® Reviews that account for the
measurement of thermodynamic data from sedimentation equilibria using the ultracentri-
fuge are given by Fujita,” Harding et al.*® or Munk.”” An overview on membrane
osmometry was given by Adams,* Tombs and Peacock® or Mays and Hadjichristidis,*’ and
a recent summary can again be found in the book edited by Pethrick and Dawkins.*® Re-
views on liquid-liquid demixing of polymer solutions will not be summarized in detail here,
some references should be enough for a well-based information.*** A short summary on
equipment and thermodynamic equations of most techniques was given in Danner’s hand-
book.? Finally, the classical books on polymer solutions written by Flory,* by Huggins,’
and by Tompa*® must not be forgotten for the historical point of view on the topic of this
subchapter.

4.4.2 NECESSARY THERMODYNAMIC EQUATIONS

Here, the thermodynamic relations are summarized which are necessary to understand the
following text. No derivations will be made. Details can be found in good textbooks, e.g.,
Prausnitz et al.*

The activity of a component i at a given temperature, pressure, and composition can be
defined as the ratio of the fugacity of the solvent at these conditions to the solvent fugacity
in the standard state; that is, a state at the same temperature as that of the mixture and at
specified conditions of pressure and composition:

a,(T,P,x) sf,.(T,P,x)/f,(T,PO,x‘)) [4.41a]

where:

o

activity of component i

T absolute temperature

P pressure

X mole fraction

f; fugacity of component i

In terms of chemical potential, the activity of component i can also be defined by:

af(T’P1 X) EeXp%p.[(-l-"‘:)’ X) _H,-(T,PO,XO)%

[4.4.1b]
g RT E
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where:
18 chemical potential of component i
R gas constant
P° and x° denote the standard state pressure and composition. For binary polymer solu-
tions the standard state is usually the pure liquid solvent at its saturation vapor pressure at T.
The standard state fugacity and the standard state chemical potential of any component i are
abbreviated in the following text by their symbols f and 1!, respectively.
Phase equilibrium conditions between two multi-component phases I and II require
thermal equilibrium,

T =T" [4.4.23]
mechanical equilibrium,

P =p" [4.4.2b]
and the chemical potential of each component i must be equal in both phases I and II.

W o=p [4.4.3]

For Equation [4.4.3] to be satisfied, the fugacities of each component i must be equal
in both phases.

fl=f" [4.4.4]
Applying fugacity coefficients, the isochemical potential expression leads to:

dx! = ¢x" [4.4.5]

where:
[0] fugacity coefficient of component i.
Fugacity coefficients can be calculated from an equation of state by:

O
Ing =—— oP ﬂIIUV PV [4.4.6]
RT

where a pressure explicit equation of state is required to use Equation [4.4.6]. Not all equa-
tions of state for polymers and polymer solutions also are valid for the gaseous state (see
section in Subchapter 4.4.4), however, and a mixed gamma-phi approach is used by apply-
ing Equation [4.4.7]. Applying activity coefficients in the liquid phase, the isochemical po-
tential expression leads, in the case of the vapor-liquid equilibrium (superscript V for the
vapor phase and superscript L for the liquid phase), to the following relation:

dy,P =y [.4.7]
where:

Vi mole fraction of component i in the vapor phase with partial pressure P; = y;P
\ activity coefficient of component i in the liquid phase with activity a, = x;‘yi
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or in the case of liquid-liquid equilibrium to
V:Xilfiol :\/,-IX,-”f,-OH [448]

If the standard state in both phases is the same, the standard fugacities cancel out in
Equation [4.4.8]. Equation [4.4.8] also holds for solid-liquid equilibria after choosing ap-
propriate standard conditions for the solid state, but they are of minor interest here.

All expressions given above are exact and can be applied to small molecules as well as
to macromolecules. The one difficulty is having accurate experiments to measure the neces-
sary thermodynamic data and the other is finding correct and accurate equations of state
and/or activity coefficient models to calculate them.

Since mole fractions are usually not the concentration variables chosen for polymer
solutions, one has to specify them in each case. The following three quantities are most fre-
quently used:

mass fractions w, =m, / z m, [4.4.9a]
volume fractions ¢, =nV./ anvk [4.4.9b]
segment (hard-core volume) fractions W, =nV / Z n\V, [4.4.9c]
where:

m; mass of component i

n; amount of substance (moles) of component i

Vi molar volume of component i

A molar hard-core (characteristic) volume of component i.

With the necessary care, all thermodynamic expressions given above can be formu-
lated with mass or volume or segment fractions as concentration variables instead of mole
fractions. This is the common practice within polymer solution thermodynamics. Applying
characteristic/hard-core volumes is the usual approach within most thermodynamic models
for polymer solutions. Mass fraction based activity coefficients are widely used in Equa-
tions [4.4.7 and 4.4.8] which are related to activity by:

Q, =a, /w, [4.4.10]
where:
Q mass fraction based activity coefficient of component i
a activity of component i
w; mass fraction of component i

Classical polymer solution thermodynamics often did not consider solvent activities
or solvent activity coefficients but usually a dimensionless quantity, the so-called
Flory-Huggins interaction parameter X.*** X is not only a function of temperature (and
pressure), as was evident from its foundation, but it is also a function of composition and
polymer molecular mass.>”® As pointed out in many papers, it is more precise to call it
X-function (what is in principle a residual solvent chemical potential function). Because of
its widespread use and its possible sources of mistakes and misinterpretations, the necessary
relations must be included here. Starting from Equation [4.4.1b], the difference between the
chemical potentials of the solvent in the mixture and in the standard state belongs to the first



152 Christian Wohlfarth

derivative of the Gibbs free energy of mixing with respect to the amount of substance of the
solvent:

nA_ G
B, =4, - :E’TE [4.4.11]
1 Py

n; amount of substance (moles) of component i
n total amount of substance (moles) of the mixture: n = Zn;
A G molar Gibbs free energy of mixing.

For a truly binary polymer solutions, the classical Flory-Huggins theory leads to:

where:

4647

A,,G/RT =x,Ind, +x,Ind, +gx,0, [4.4.12a]
or
A, GIRTV=(x, 1V,)ing, +(x, /V,)Ind, +BRTY ¢, [4.4.12b]
where:
X; mole fraction of component i
®; volume fraction of component i
g integral polymer-solvent interaction function that refers to the interaction of a solvent

molecule with a polymer segment, the size of which is defined by the molar volume of
the solvent V,

B interaction energy-density parameter that does not depend on the definition of a
segment but is related to g and the molar volume of a segment V, by B =RTg/V,,

A% molar volume of the mixture, i.e. the binary polymer solution

Vi molar volume of component i

The first two terms of Equation [4.4.12] are named combinatorial part of
A, G, the third one is then a residual Gibbs free energy of mixing. Applying Equation
[4.4.11] to [4.4.12], one obtains:

14 1 2

A, 1 RT =In(1 ¢2)+Eh r§p2+x¢2 [4.4.13a]
or

_ N7 | G H

x_gxu1/RT In(1-6,) @ @25/% [4.4.13b]
or

_ il AR B

x—%au In(1-9,) Eh r@ng% [4.4.13¢]
where:

T ratio of molar volumes V,/V,, equal to the number of segments if V., =V,



4.4 Measurement of solvent activity 153

X Flory-Huggins interaction function of the solvent

The segment number r is, in general, different from the degree of polymerization or
from the number of repeating units of a polymer chain but proportional to it. One should
note that Equations [4.4.12 and 4.4.13] can be used on any segmentation basis, i.c., also
with r =V, / V' on a hard-core volume segmented basis and segment fractions instead of
volume fractions, or with r = M,/M, on the basis of mass fractions. It is very important to
keep in mind that the numerical values of the interaction functions g or X depend on the cho-
sen basis and are different for each different segmentation!

From the rules of phenomenological thermodynamics, one obtains the interrelations
between both parameters at constant pressure and temperature:

- 99 _. _(1-¢.).%9

X=g+di 5 =9 (1 ¢2)6¢2 [4.4.14a]
1¢1

g—q)—1 ! Xdo, [4.4.14b]

A recent discussion of the g-function was made by Masegosa et al.*® Unfortunately, g-

and X-functions were not always treated in a thermodynamically clear manner in the litera-
ture. Sometimes they were considered to be equal, and this is only true in the rare case of
composition independence. Sometimes, and this is more dangerous, neglect or misuse of
the underlying segmentation basis is formed. Thus, numerical data from literature has to be
handled with care (using the correct data from the reviews**!! is therefore recommended).

A useful form for their composition dependencies was deduced from lattice theory by

Koningsveld and Kleintjens:*'

B B(1-v)

g=a +W and X =a +m [4.4.15]

where:

acts as constant within a certain temperature range
describes a temperature function like =8, + 3,/ T
is also a constant within a certain temperature range.

uite often, simple power series are applied only:

n . n ) _hiH
x=Zx,-¢’2andg= %%E [4.4.16]
= = 2

where:

o<™-

X empirical fitting parameters to isothermal-isobaric data
Both interaction functions are also functions of temperature and pressure. An empiri-
cal form for these dependencies can be formulated according to the rules of
phenomenological thermodynamics:

g=Bo +Bo /T +(B +B, /T)Por x=a +b /T +(c +d /T)P [4.4.17]
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where:
ab,c,d empirical fitting parameters for the X-function
BoosBoisBios B empirical fitting parameters for the g-function
T absolute temperature
P pressure

All these fitting parameters may be concentration dependent and may be included into
Equations [4.4.15 or 4.4.16]. Details are omitted here. More theoretical approaches will be
discussed shortly in Subchapter 4.4.4.

The X-function can be divided into an enthalpic and an entropic parts:

. T
X=Xy +Xs Withx, =—TB%H and X =EPX—H [4.4.18]
0T 0, 00T G,
where:
Xu enthalpic part
Xs entropic part

An extension of all these equations given above to multi-component mixtures is possi-
ble. Reviews of continuous thermodynamics which take into account the polydisperse char-
acter of polymers by distribution functions can be found elsewhere.’***

4.4.3 EXPERIMENTAL METHODS, EQUIPMENT AND DATA REDUCTION
4.4.3.1 Vapor-liquid equilibrium (VLE) measurements

Investigations on vapor-liquid equilibrium of polymer solutions are the most important
source for obtaining solvent activities in polymer solutions. Therefore, emphasis is laid to
the experimental methods which use this equilibrium. These methods are:

(1) absolute vapor pressure measurement,

(i1) differential vapor pressure measurement,

(iii) isopiestic sorption/desorption methods, i.e. gravimetric sorption,
piezoelectric sorption, or isothermal distillation,

(iv) inverse gas-liquid chromatography (IGC) at infinite dilution,
IGC at finite concentrations, and head-space gas-chromatography
(HSGO),

(v) ebulliometry and

(vi) the non-equilibrium steady-state method vapor-pressure
osmometry (VPO).

The measurement of vapor pressures for polymer solutions is generally more difficult
and more time-consuming than that of low-molecular mixtures. The main difficulties can be
summarized as follows: Polymer solutions exhibit strong negative deviations from Raoult’s
law. These are mainly due to the large entropic contributions caused by the difference be-
tween the molar volumes of solvents and polymers, as was explained by the classical
Flory-Huggins theory***” about 60 years ago, Equation [4.4.12]. However, because of this
large difference in molar mass, vapor pressures of dilute solutions do not differ markedly
from the vapor pressure of the pure solvent at the same temperature, even at polymer con-
centrations of 10-20 wt%. This requires special techniques to measure very small differ-
ences in solvent activities. Concentrated polymer solutions are characterized by rapidly
increasing viscosities with increasing polymer concentration. This leads to a strong increase
in time required to obtain real thermodynamic equilibrium caused by a slow solvent diffu-
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sion effects (in or out of a non-equilibrium-state polymer solution). Furthermore, only the
solvent coexists in both phases because polymers do not evaporate. The experimental tech-
niques used for the measurement of vapor pressures of polymer solutions have to take into
account all these effects.

Vapor pressures of polymer solutions are usually measured in the isothermal mode by
static methods. Dynamic methods are seldom applied, see under ebulliometry below. At
least, one can consider measurements by VPO to be dynamic methods, where a dynamic
(steady-state) balance is obtained. However, limits for the applicable ranges of polymer
concentration and polymer molar mass, limits for the solvent vapor pressure and the mea-
suring temperature and some technical restrictions prevent its broader application, see be-
low. Static techniques usually work at constant temperature. The three different methods
(1)-(iii) were used to determine most of the vapor pressures of polymer solutions in the liter-
ature. All three methods have to solve the problems of establishing real thermodynamic
equilibrium between liquid polymer solution and solvent vapor phase, long-time tempera-
ture constancy during the experiment, determination of the final polymer concentration and
determination of pressure and/or activity. Methods (i) and (ii) were mostly used by early
workers. The majority of recent measurements was done with the isopiestic sorption meth-
ods. Gas-liquid chromatography as IGC closes the gap at high polymer concentrations
where vapor pressures cannot be measured with sufficient accuracy. HSGC can be consid-
ered as some combination of absolute vapor pressure measurement with GLC. The follow-
ing text will now explain some details of experimental equipment and measuring
procedures as well as of data reduction procedures to obtain solvent activities. A recent re-
view by Williamson® provides corresponding information related to low-molecular mix-
tures.

4.4.3.1.1 Experimental equipment and procedures for VLE-measurements

(i) Absolute vapor pressure measurement
Absolute vapor pressure measurement may be considered to be the classical technique for
our purposes, because one measures directly the vapor pressure above a solution of known
polymer concentration. Refs. 56-65 provide a view of the variety of absolute vapor pressure
apparatuses developed and used by different authors. The common principle of an absolute
vapor pressure apparatus is shown in Figure 4.4.2.

Vapor pressure measurement and solution equilibration were made separately: A
polymer sample is prepared by weighing, the sample flask is evacuated, degassed solvent is
introduced into the flask and the flask is sealed thereafter. All samples are equilibrated at el-
evated temperature in a thermostat for some weeks (!). The flask with the equilibrated poly-
mer solution is connected to the pressure measuring device (in Figure 4.4.2 a
Hg-manometer) at the measuring temperature. The vapor pressure is measured after reach-
ing equilibrium and the final polymer concentration is obtained after correcting for the
amount of evaporated solvent. Modern equipment applies electronic pressure sensors and
digital techniques to measure the vapor pressure, e.g. Schotsch and Wolf*” or Killmann et
al.’ Data processing can be made online using computers. Figure 4.4.3 shows a schematic
diagram of the equipment used by Killmann and coworkers.™

A number of problems have to be solved during the experiment. The solution is usu-
ally in an amount of some cm’® and may contain about 1 g of polymer or even more. De-
gassing is absolutely necessary. For example, Killmann et al.*® included special degassing
units for each component of the entire equipment. All impurities in the pure solvent have to
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Figure 4.4.2. Schematic of the common principle of an
absolute vapor pressure apparatus: 1 - polymer solution,
2 - connection to the manometer, 3 - Hg-manometer, 4 -
heating coils. The whole construction is thermostated at
the measuring temperature, the connection to the ma-
nometer is kept slightly above the measuring tempera-
ture to avoid condensation.

Christian Wohlfarth

be eliminated. Equilibration of all prepared
solutions is very time-consuming (liquid oli-
gomers need not so much time, of course).
Increasing viscosity makes the preparation
of concentrated solutions more and more dif-
ficult with further increasing amount of
polymer. Solutions above 50-60 wt% can
hardly be prepared (depending on the sol-
vent/polymer pair under investigation). The
determination of the volume of solvent va-
porized in the unoccupied space of the appa-
ratus is difficult and can cause serious errors
in the determination of the final solvent con-
centration. To circumvent the vapor phase
correction, one can measure the concentra-
tion directly by means, for example, of a dif-
ferential refractometer. The contact of
solvent vapor with the Hg-surface in older
equipment may cause further errors. Com-
plete thermostating of the whole apparatus is
necessary to avoid condensation of solvent
vapors at colder spots. Since it is disadvanta-
geous to thermostat Hg-manometers at
higher temperatures, null measurement in-

Pump ||{Pump Il Cocling traps
*
L
Cooling water — A
—_—
Hot-water -
thermostat
Dosimat ||
Thermostat — | S—

Baratron

Figure 4.4.3. Schematic diagram of a modern absolute vapor pressure apparatus: T - temperature meter, P - va-
por-pressure meter, V - vacuum meter, Z - measuring cell, M - magnetic stirrer, GI and GII - degassing units for the
solvent and for the polymer. [Reprinted with permission from Ref. 58, Copyright 1990,Wiley-VCH].
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struments with pressure compensation were sometimes used, e.g., Baxendale et al.”” Mod-
ern electronic pressure sensors can be thermostated within certain temperature ranges. If
pressure measurement is made outside the thermostated equilibrium cell, the connecting
tubes must be heated slightly above the equilibrium temperature to avoid condensation.

The measurement of polymer solutions with lower polymer concentrations requires
very precise pressure instruments, because the difference in the pure solvent vapor pressure
becomes very small with decreasing amount of polymer. At least, no one can really answer
the question if real thermodynamic equilibrium is obtained or only a frozen non-equilibrium
state. Non-equilibrium data can be detected from unusual shifts of the X-function with some
experience. Also, some kind of hysteresis in experimental data seems to point to non-equi-
librium results. A common consistency test on the basis of the integrated Gibbs-Duhem
equation does not work for vapor pressure data of binary polymer solutions because the va-
por phase is pure solvent vapor. Thus, absolute vapor pressure measurements need very
careful handling, plenty of time, and an experienced experimentator. They are not the
method of choice for high-viscous polymer solutions.

(i) Differential vapor pressure measurement
The differential method can be compared under some aspects with the absolute method, but
there are some advantages. The measuring principle is to obtain the vapor pressure differ-
ence between the pure solvent and the polymer solution at the measuring temperature. Fig-
ure 4.4.4 explains the basic principle as to how it is used by several authors. References®”
provide a view of a variety of differential vapor pressure apparatuses developed and used by
different authors.

The polymer sample is put, after weighing, into
the sample flask and the apparatus is evacuated. De-
gassed solvent is distilled into the measuring burette
and from there a desired amount of solvent is dis-
tilled into the sample flask. The Hg-manometer is
filled from the storage bulb and separates the poly-
mer solution from the burette. Care must be taken to
avoid leaving any solvent in the manometer. The ap-
paratus is kept at constant measuring temperature,
completely immersed in a thermostat for several
days. After reaching equilibrium, the pressure is
3 read from the manometer difference and the concen-
tration is calculated from the calibrated burette me-
niscus difference corrected by the amount of
vaporized solvent in the unoccupied space of the
equipment. The pure solvent vapor pressure is usu-
. ally precisely known from independent experiments.

Difference/differential manometers have some

) Rt . advantages from their construction: They are com-
Figure 4.4.4. Schematic diagram of a differ- . . . .

ential vapor-pressure apparatus: 1 - connec- pgratlvely smaller and their resolution is mufzh

tion to vacuum pump, 2 - Hg-storage bulb, 3 higher (modern pressure transducers can resolve dif-

- burette, 4 - Hg-manometer, 5 - polymer so- ferences of 0.1 Pa and less). However, there are the

lution. The whole apparatus is kept constant  same disadvantages with sample/solution prepara-

at the measuring temperature within a ther- . . : 3
mostat tion (solutions of grams of polymer in some cm’ vol-

1
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ume, degassing, viscosity), long-time
thermostating of the complete apparatus
because of long equilibrium times (increas-
ing with polymer molar mass and concen-
tration/viscosity of the solution), correction
of unoccupied vapor space, impurities of

¢ =]
' Baih (25.2°C)

. A .

) ] :

. T
;I [

P i
Elilj the solvent, connection to the Hg-surface in
vi v 3 T3 - older equipment and there is again the prob-
lem of obtaining real thermodynamic equi-
- wemm@so-e  l1DFiUM (Or not) as .explalned above. '
Modern equipment uses electronic

pressure sensors instead of Hg-manometers
Q and digital technique to measure the vapor
— s pressure. Also thermostating is more pre-
e cise in recent apparatuses. The apparatus
developed by Haynes et al.*® is shown in
Figure 4.4.5 as example.

Problems caused by the determination
of the unoccupied vapor space were
avoided by Haynes et al., since they mea-
sure the pressure difference as well as the
absolute vapor pressure. Also, the concen-
tration is determined independently by us-
ing a differential refractometer and a

Arr Supoly

Figure 4.4.5. Differential vapor-pressure apparatus. 100
ml Pyrex flasks connected (a) to a differential pressure
transducer (c) with digital readout (d) and (b) to vacuum
pump (e) and absolute pressure vacuum thermocouple
gauge (f). The constant temperature in the water bath is
maintained by a temperature controller (g). The trans-

ducer and connecting glassware are housed in an insu-
lated box (i) and kept at constant temperature slightly
above the measuring temperature by controller (j). Poly-
mer solution and pure solvent (here water) are stirred by
underwater magnetic stirrers (h). [Reprinted with per-

normalized relation between concentration
and refractive index. Degassing of the lig-
uids remains a necessity. Time for estab-
lishing thermodynamic equilibrium could

mission from Ref. 66, Copyright 1989, American Chem-

ical Society]. be somewhat shortened by intensive stir-

ring (slight problems with increasing poly-
mer concentration and solution viscosity
were reported).

In comparison to absolute vapor-pressure measurements, differential va-
por-pressure measurements with a high resolution for the pressure difference can be applied
even for dilute polymer solutions where the solvent activity is very near to 1. They need
more time than VPO-measurements, however.

(iii) Isopiestic sorption/desorption methods
Isopiestic measurements allow a direct determination of solvent activity or vapor pressure
in polymer solutions by using a reference system (a manometer has not necessarily to be ap-
plied). There are two general principles for lowering the solvent activity in the reference
system: concentration lowering or temperature lowering. Isopiestic measurements have to
obey the condition that no polymer can vaporize (as it might be the case for lower-molecular
oligomers at higher temperatures).

Concentration lowering under isothermal conditions is the classical isopiestic tech-
nique, sometimes also called isothermal distillation. A number of solutions (two as the min-
imum) are in contact with each other via their common solvent vapor phase and solvent
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: evaporates and condenses (this is the iso-
| Av4 thermal “distillation” process) between
. them as long as the chemical potential of the
l'\ solvent is equal in all solutions. At least one
| solution serves as reference system, i.e., its
I solvent activity vs. solvent concentration
| dependence is precisely known. After an
| exact determination of the solvent concen-
| tration in all equilibrated solutions (usually
H 7z NN}« by weighing), the solvent activity in all

Salt Polymer . R
i measured solutions is known from and
Water Water

equal to the activity of the reference solu-
\ tion, Equations [4.4.1 to 4.4.5]. This
method is almost exclusively used for aque-

1A . .
' ous polymer solutions, where salt solutions
| copper block . .
can be applied as reference systems. It is a
g . ' . standard method for inorganic salt systems.
Flgure.4.4.'6. Sf:hematlc of the experlmental ar'rangemc'nt Examples of this technique are given else-
for an isopiestic measurements. [Reprinted with permis- here.”*% Fj 4.4.6 id h
sion from Ref. 77, Copyright 1995, Elsevier Science]. where. .1gure 7.0 provides a SC. em.e
of the experimental arrangement for isopi-
estic measurements as used by Grossmann

water bath

evacuated
chamber

et al.”” to illustrate the common principle.

The complete apparatus consists of six removable stainless steel cells placed in hexag-
onal pattern in a copper block. The copper block is mounted in a chamber which is
thermostated. Each cell has a volume of about 8 cm® and is closed by a removable lid. Dur-
ing the experiment, the cells are filled with about 2 cm® polymer solution (or reference solu-
tion) and placed into the copper block. The chamber is sealed , thermostated and evacuated.
The lids are then opened and solvent is allowed to equilibrate between the cells as explained
above. After equilibration, the cells are closed, removed from the chamber and weighed
precisely. Equilibrium requires usually a couple of days up to some weeks. During this time,
the temperature of the thermostat does not fluctuate by less than £0.1 K, which is realized by
the copper block that works as a thermal buffer.

Temperature lowering at specified isobaric or isochoric conditions is the most often
used technique for the determination of solvent vapor pressures or activities in polymer so-
lutions. The majority of all measurements is made using this kind of an isopiestic procedure
where the pure solvent is used as reference system. The equilibrium condition of equal
chemical potential of the solvent in the polymer solution as well as in the reference system is
realized by keeping the pure solvent at a lower temperature (T,) than the measuring temper-
ature (T,) of the solution. At equilibrium, the vapor pressure of the pure solvent at the lower
temperature is then equal to the partial pressure of the solvent in the polymer solution, i.e.,
P’(T,) =P (T,). Equilibrium is again established via the common vapor phase for both sub-
systems. The vapor pressure of the pure solvent is either known from independent data or
measured additionally in connection with the apparatus. The composition of the polymer
solution can be altered by changing T, and a wide range of compositions can be studied (be-
tween 30-40 and 85-90 wt% polymer, depending on the solvent). Measurements above
85-90 wt% polymer are subject to increasing errors because of surface adsorption effects.
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There is a broad variety of experimental equipment that is based on this procedure (see
below). This isopiestic technique is the recommended method for most polymer solutions
since it is advantageous in nearly all aspects of measurement: It covers the broadest concen-
tration range. Only very small amounts of polymer are needed (about 30-50 mg with the
classical quartz spring balance, about 100 pg with piezoelectric sorption detector or
microbalance techniques - see below). It is much more rapid than all other methods ex-
plained above, because equilibrium time decreases drastically with such small amounts of
polymer and polymer solution (about 12-24 hours for the quartz spring balance, about 3-4
hours for piezoelectric or microbalance techniques). The complete isotherm can be mea-
sured using a single loading of the apparatus. Equilibrium is easier to obtain since compara-
tively small amounts of solvent have to diffuse into the bulk sample solution. Equilibrium
can better be tested by measuring sorption and desorption runs which must lead to equal re-
sults for thermodynamic absorption equilibrium. Supercritical solvents can be investigated
if the piezoelectric detector is used (otherwise buoyancy in dense fluids may cause serious
problems). Much broader pressure and temperature ranges can be covered with relatively
simple equipment, what may again be limited by the weighing system. Isopiestic sorption
measurements can be automated and will allow also kinetic experiments. There are two dis-
advantages: First, isopiestic sorption measurements below about 30 wt% polymer are sub-
ject to increasing error because very small temperature differences (vapor pressure
changes) are connected with large changes in concentration. Second, problems may arise
with precise thermostating of both the solvent and the solution at different constant temper-
atures over a longer period of time.

Because of their importance, several technical solutions will now be presented in
some detail. The classical concept is the sorption method using a quartz spring balance.
Refs. 81-90 provide some examples, where the concentration (mass) of the solution is mea-
sured by the extension of the quartz spring according to Hook’s law (linear relationship, no
hysteresis). It was not originally developed for polymer solutions but for gas-solid adsorp-
tion measurements by McBain.”' The principle was introduced into the investigation of
polymer solutions by van der Waals and Hermans® and became popular after the work of
Bonner and Prausnitz.** In this method, a weighed quantity of the (non-volatile) polymer is
placed on the pan of the quartz spring balance within a measuring cell. The determination of
spring extension vs. mass has to be made in advance as a calibration procedure. Reading of
the spring extension is usually made by means of a cathetometer. The cell is sealed, evacu-
ated and thermostated to the measuring temperature (T,), and the solvent is then introduced
into the measuring cell as solvent vapor. The solvent vapor is absorbed by the polymer sam-
ple to form the polymer solution until thermodynamic equilibrium is reached. The solvent
vapor is provided from a reservoir either of pure liquid solvent thermostated at a lower tem-
perature (T)) or of a reference liquid solution of known concentration/solvent partial pres-
sure like in the case of the isothermal distillation procedure as described above. A compact
version of such an apparatus was developed by Illig®* and widely used within the author’s
own work (see Appendix 4.4A for the corresponding references). Figure 4.4.7a shows the
details of the equilibrium cell, which has a vacuum double-walled jacket.

The following problems have to be solved during the experiment: The equilibrium cell
has to be sealed carefully to avoid any air leakage over the complete duration of the mea-
surements (to measure one isotherm lasts about 14 days). Specially developed thin Teflon
sealing rings were preferred to grease. The polymer sample has to withstand the tempera-
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Figure 4.4.7a. Isopiestic vapor -
sorption apparatus using a quartz
spring: 1 - connection to the vac-
uum line, 2 - connection to the
thermostating unit which real-
izes the constant measuring tem-
perature T, (the correct value of
T, is obtained by a Pt-100 resis-
tance thermometer within the
cell that is not shown), 3 - closing
plug, 4 - quartz spring (reading
of its extension is made by a
cathetometer), 5 - sample pan
with the polymer solution, 6 -
pure solvent reservoir at temper-
ature T,. [Reprinted with permis-
sion from Ref. 82, Copyright
1982, Wiley-VCH].

Figure 4.4.7b. Dynamic isopiest-
ic vapor-sorption apparatus us-
ing a quartz spring (drawing
provided by G. Sadowski): a)
evaporator, b) superheater, c)
measuring cell, d) condenser, ¢)
quartz spring, f) polymer sam-
ple/solution, g) Pt-100 resistance
thermometer. [Reprinted with
permission from Ref. 87, Copy-
right 1995, Wiley-VCH].
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ture. Changes by thermal ageing
during the experiment must be
avoided. The temperatures pro-
vided by the thermostats must not
fluctuate more than 0.1 K. Con-
densation of solvent vapor at
points that become colder than T,
has to be avoided by slight over-
heating (this problem may arise at
the closing plug and at the connec-
tion between the pure solvent res-
ervoir flask and the double-walled
jacket). An intelligent improve-
ment of this compact apparatus
was made by Sadowski,"” see Fig-
ure 4.4.7b, where this vapor-sorp-
tion apparatus is combined with

technical solutions from
ebulliometry (more about
ebulliometers can be found be-
low).

In comparison to the usual
ebulliometric equipment where
the polymer solution is placed into
the evaporator, only pure solvent
is evaporated. The vapor flows
through the cell and is condensed
at its head-condenser to flow back
into the reservoir at the bottom.

The vapor pressure is kept constant using a manostat and is
measured additionally outside the apparatus after the con-
denser. Equilibrium times decrease somewhat, degassing of
the solvent is not necessary, air leakage does not play any role.
As was stated by different authors, additional measure-

ment of the vapor pressure inside the isopiestic sorption apparatus seems to be necessary if
there is some doubt about the real pressure or if no reliable pure solvent vapor pressure data
exist for the investigated temperature range. Figure 4.4.8 shows an apparatus used by the
author for measurements between room temperature and 70°C and pressures up to 1.5 bar. It
combines mercury float valves with Hg-manometers to avoid the use of any grease within
the measuring system, a kind of equipment proposed earlier by Ashworth and Everett.*® Up
to four quartz springs can be inserted into the equilibrium cell (only one is shown). Reading
of'the manometer and of the extension of the quartz spring was made using a cathetometer.
The direct pressure measurement has the advantage that absolute pressures can be ob-
tained and pressure fluctuations can be observed. More modern equipment applies elec-
tronic pressure sensors instead of Hg-manometers to avoid the problems caused by the



162 Christian Wohlfarth

1 contact of solvent vapor with the

6 éa mercury surface and to get a better
7
17

- 24 r
|| sure. o .
-2 Isopiestic vapor sorption can

s = be made using an electronic
@ microbalance instead of the quartz
spring balance. Again, this was

not originally developed for poly-
s ,,| mersolutions but for gas-solid ad-
é':ﬁ 28 sorption measurements where this
9 is a widespread application. Elec-
2 tronic microbalances are commer-

cially available from a number of
Figure 4.4.8. Isopiestic vapor-sorption apparatus with built-in ma- produc.ers.'Thelr main advantage.s
nometer using a quartz spring: 1 - connection to the vacuum, 2-9 -  are their high resolution and their
stop corks, 10, 11, 12 - connections to nitrogen, 13 - degassing flask possibility to allow kinetic mea-
for the pure solvent, 14, 18 - buffers, 15 - cold trap, 16, 19 - Hg-ma- surements. Additionally. experi-
nometers, 17, 20 - mercury float valves, 21 - pure solvent reservoir at : Y p

temperature T, provided by 22 - thermostat, 23 - temperature con- m?nts uSing ) electronic
trolled air box, 24 - measuring cell, 25 - quartz spring (four quartz microbalances can easily be auto-

springs can be inserted into the fequilibrium (fell, only one is shpwn), mated and provide computing fa-
26 - pan with the pqumer soh}tlon, 27 - closing plgg sealed with ep- cilities. The major disadvantage
oxy resin, 28 - heating to avoid solvent condensation. . .

with some of these microbalances

is that they cannot be used at high
solvent vapor pressures and so are limited to a relatively small concentration range. How-
ever, since thin polymer films can be applied, this reduces both the time necessary to attain
equilibrium (some hours) and the amount of polymer required and equilibrium solvent ab-
sorption can be obtained also at polymer mass fractions approaching 1 (i.e., for small sol-
vent concentrations). Depending on their construction, the balance head is situated inside or
outside the measuring apparatus. Problems may arise when it is inside where the solvent va-
por may come into contact with some electronic parts. Furthermore, all parts of the balance
that are inside the apparatus have to be thermostated to the measuring temperature to enable
the correct equilibration of the polymer solution or even slightly above to avoid condensa-
tion of solvent vapor in parts of the balance. The allowed temperature range of the balance
and its sensitivity to solvent corrosion determine then the accessible measuring range of the
complete apparatus. Yoo and coworkers’>” have recently measured various polymer solu-
tions with such equipment and Figure 4.4.9 shows some details of their apparatus.

Two thermostats maintain the pure solvent temperature T, and the measuring tempera-
ture T, as described above for the spring balance technique, thermostat three protects the es-
sential part of the balance for solvent vapor condensation and damage. A calibrated weight
was loaded on the left side of the balance. A granular type of quartz was used as reference
weight in order to prevent possible solvent vapor condensation. A dish-type quartz sorption
cell was used to load the polymer sample. Platinum wire was used to link both arms to the
balance to prevent possible oxidative corrosion of the arm by the solvent. The vapor pres-
sure is measured directly by applying a W-tube Hg-Manometer. The manome- ter reading
was made using a cathetometer.

2
(=TT
15
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| resolution of the measuring pres-
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- AIR BATH Comparable appa-
[E ratuses were constructed
[—— o . and used, for example,
PC by Bae et al”* or by
S I:’l: Ashwor‘.th,‘)5 Ashyvorth

and Price” applied a

magnetic suspension
() [:: WM balance ' insFead of an
electronic microbalance.

The magnetic suspen-
v sion technique has the
5 o advantage that all sensi-
v tive parts of the balance
WB,(T)) @ are located outside the
e measuring cell because

MS T the balance and the poly-
mer solution measuring
Figure 4.4.9. Schematic diagram of an isopiestic vapor sorption apparatus using cell are in separate cham-
an electronic microbalance: PC - personal computer, MB - microbalance, bers and connected by
WBI1-3 - water bath thermostats with T;>T,>T,, V1-3 - valves, WM - W-tube magnetic coupling only,
mercury manometer, S - polymer sample/solution, SV - solvent reservoir, MS - This allows its applica-

magnetic stirrer, CT - cold trap, VP - vacuum pump. [Reprinted with permission . hich
from Ref. 92, Copyright 1998, American Chemical Society]. tion even at very hig
temperatures of some

hundred degrees as well

as pressures up to hundreds of MPa.

The most sensitive solvent vapor sorption method is the piezoelectric sorption detec-
tor. The amount of solvent vapor absorbed by a polymer is detected by a corresponding
change in frequency of a piezoelectric quartz crystal coated with a thin film of the polymer
because a frequency change is the response of a mass change at the surface of such a crystal.
The frequency of the crystal decreases as mass increases when the crystal is placed in a gas
or vapor medium. The frequency decrease is fairly linear. The polymer must be coated onto
the crystal from a solution with some care to obtain a fairly uniform film. Measurements can
be made at dynamic (vapor flow) or static conditions. With reasonable assumptions for the
stability of the crystal’s base frequency and the precision of the frequency counter em-
ployed, the piezoelectric method allows the detection of as little as 10 nanograms of solvent
using a 10 MHz crystal. This greatly reduces both the time necessary to attain equilibrium
(3-4 hours) and the amount of polymer required. Saeki et al.””* extensively applied this
method to various polymer solutions in a concentration range between 60 and 100 wt%
polymer. Recently, Wong et al.'® and Mikkilineni et al.'"” presented some new investiga-
tions with this method. Figure 4.4.10 shows a schematic diagram of the general equipment.

A resolution of nanograms could be realized by Mikkilineni et al.'°! Measurements
were also made as a function of time to obtain diffusion coefficients. Comparison with
gravimetric sorption measurements demonstrated the accuracy of the experiment. Ref.'”
presents some details about the electronic circuit, the mounting arrangements for the quartz
crystals and the sorption cell. Because very thin films are applied, equilibrium solvent ab-
sorption also can be obtained at polymer mass fractions approaching 1 (i.e., for small sol-
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VFosdrouh | uart Crystal Temperare  vent concentrations). Sorption- desorption
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Figure 4.4.10. Schematic diagram of an isopiestic vapor be formed. On the other hand. measure-
sorption apparatus using a piezoelectric crystal detector. ’ ’

[Reprinted with permission from Ref. 101, Copyright ments also can be made at higher tempera-
1995, American Chemical Society]. tures and pressures. Limits are set by the
stability of the electrical equipment and the
construction of the measuring cell.
(iv) Gas-liquid chromatography (GLC)
In 1969 Smidsrod and Guillet'” demonstrated that GLC could be used to determine the ac-
tivity coefficient of a solute in a (molten) polymer at essentially zero solute concentration.
This type of activity coefficient is known as an infinite-dilution activity coefficient.
Smidsrod and Guillet also introduced the term “inverse” gas-liquid chromatography (IGC)
because in IGC the liquid polymer in the stationary phase acts as a solvent for the very small
amount of an injected solvent sample like the solute in this case. Methods and results of the
application of IGC to polymers and polymer solutions have been reviewed continuously'**
so that an extensive discussion is not required here. The equipment in principle does not dif-
fer very much from that used in analytical GLC. Figure 4.4.11 is a schematic of a simple
IGC unit.

|

®©

Figure 4.4.11. Schematic diagram of an IGC apparatus: 1 - carrier gas, 2 - pressure reducer, 3 - gas cleaning unit (if
necessary) , 4+5 - gas-pressure regulation and control unit, 6 - manometer, 7 - column, 8 - thermostat, 9 - mechani-
cal mixer, 10 - inlet syringe, 11 - detector (the gas flows after the detector through a bubble flow meter that is not
shown here), 12 - electronics, 13 - recorder.
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For infinite dilution operation the carrier gas flows directly to the column which is in-
serted into a thermostated oil bath (to get a more precise temperature control than in a con-
ventional GLC oven). The output of the column is measured with a flame ionization
detector or alternately with a thermal conductivity detector. Helium is used today as carrier
gas (nitrogen in earlier work). From the difference between the retention time of the injected
solvent sample and the retention time of a non-interacting gas (marker gas), the thermody-
namic equilibrium behavior can be obtained (equations see below). Most experiments were
made up to now with packed columns, but capillary columns were used, too. The experi-
mental conditions must be chosen so that real thermodynamic data can be obtained, i.e.,
equilibrium bulk absorption conditions. Errors caused by unsuitable gas flow rates, unsuit-
able polymer loading percentages on the solid support material and support surface effects
as well as any interactions between the injected sample and the solid support in packed col-
umns, unsuitable sample size of the injected probes, carrier gas effects, and imprecise
knowledge of the real amount of polymer in the column, can be sources of problems,
whether data are nominally measured under real thermodynamic equilibrium conditions or
not, and have to be eliminated. The sizeable pressure drop through the column must be mea-
sured and accounted for.

Column preparation is the most difficult task within the IGC-experiment. In the case
of packed columns, the preparation technique developed by Munk and coworkers'®'** is
preferred, where the solid support is continuously soaked with a predetermined concentra-
tion of a polymer solution. In the case of capillary IGC, columns are made by filling a small
silica capillary with a predetermined concentration of a degassed polymer solution. The one
end is then sealed and vacuum is applied to the other end. As the solvent evaporates, a thin
layer of the polymer is laid down on the walls. With carefully prepared capillary surfaces,
the right solvent in terms of volatility and wetting characteristics, and an acceptable viscos-
ity in the solution, a very uniform polymer film can be formed, typically 3 to 10 pm thick.
Column preparation is the most time-consuming part of an IGC-experiment. In the case of
packed columns, two, three or even more columns must be prepared to test the
reproducibility of the experimental results and to check any dependence on polymer loading
and sometimes to filter out effects caused by the solid support. Next to that, various tests re-
garding solvent sample size and carrier gas flow rate have to be done to find out correct ex-
perimental conditions.

There is an additional condition for obtaining real thermodynamic equilibrium data
that is caused by the nature of the polymer sample. Synthetic polymers are usually amor-
phous or semi-crystalline products. VLE-based solvent activity coefficients require the
polymer to be in a molten state, however. This means that IGC-measurements have to be
performed for our purpose well above the glass transition temperature of the amorphous
polymer or even above the melting temperature of the crystalline parts of a polymer sample.
On the other hand IGC can be applied to determine these temperatures. The glass transition
of a polymer does not take place at a fixed temperature but within a certain temperature
range depending on the probing technique applied because it is a non-equilibrium effect.
Figure 4.4.12 demonstrates the appearance of the glass transition region in an IGC-experi-
ment.

The S-shaped part of the curves in Figure 4.4.12 is the glass transition region. Its mini-
mum describes the glass transition temperature as obtained by IGC. Only data from the
straight line on the left side at temperatures well above the glass transition temperature lead
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to real thermodynamic vapor-liquid equi-
librium data. As a rule of thumb, the experi-
mental temperature must exceed the glass
transition temperature by about S0K. Form
and width of the S-shaped region depend
somewhat on the solvent used and, as can
be seen from the picture, there is a certain
dependence on molar mass of the polymer.
Data on the right side at temperatures below
the glass transition describe mainly surface
adsorption effects.

Brockmeier et al.'”'"” showed that

= 630000 g mol” GLC can also be used to determine the par-
55 o7 3 B 5 tial pressure of a solute in a polymer solu-
—_— 1%1';'. tion at concentrations as great as 50 wt%

Figure 4.4.12. Temperature dependence of the specific solute. In .thIS case of finite Concentraqon
retention volume V, of p-xylene in polystyrenes of vary- IGC, a unlfqrm backgroul}d Concemratlon
ing molar masses, experimental data were measured by ~ Of the solute is established in the carrier gas.
18 The carrier gas is diverted to a saturator

through a metering valve. In the saturator it
passes through a diffuser in a well-stirred, temperature-controlled liquid bath. It leaves the
separator with the solute equilibrium vapor pressure in the carrier gas. The solute concentra-
tion is varied by changing the saturator temperature. Precise control of the temperature bath
is needed in order to obtain a constant plateau concentration. Upon leaving the saturator the
gas flows to the injector block and then to the column. As in the infinite dilute case a small
pulse of the solvent is then injected. This technique is known as elution on a plateau, Conder
and Purnell.'"®®!" Because finite concentration IGC is technically more complicated, only
few workers have applied it. Price and Guillet'" demonstrated that results for solvent activ-
ity, activity coefficient or X-function are in good agreement with those obtained by tradi-
tional isopiestic vapor sorption methods. Whereas the vapor sorption results are more
accurate at higher concentrations, the reverse is true for finite concentration IGC since
larger injection volumes have to be used, which strains the theory on which the calculations
are based. Also, at large vapor concentrations the chromatographic peaks become more
spread out, making the measurement of retention times less precise. Additionally, the con-
centration range is limited by the requirement that the saturator temperature must be below
that of the column. Clearly, at higher measuring temperatures, higher solvent concentra-
tions may be used. Finite concentration IGC can be extended to multi-component systems.
Especially ternary polymer solutions were investigated to some extend with this technique,
e.g., Bonner and coworkers''""'? or Glover and coworkers."*!'* Data reduction is somewhat
complicated, however.

Danner et al.''® tested the frontal analysis by characteristic point (FACP) technique to
measure thermodynamic data for polymer-solvent systems at finite concentrations. In the
FACP technique, a complete isotherm can be derived from the shape of one breakthrough
profile. A point on an isotherm is obtained by measuring the retention volume of the charac-
teristic point at the corresponding concentration. The methods to determine thermodynamic
data by FACP technique were discussed in detail by Conder and Young."'"”

Glindemann.
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| HeaHspaEs Sampie; > Wolf and coworkers'"*'"” applied an-
R : - J [ 1¢ other GLC technique to VLE-measure-
samping;; 8 | T ments for polymer-solvent systems, the

mechanism
eonst. proscuro| so-called head-space gas-chromatography
" D:’ 2o (HSGC). This is practically a combination
-_L‘?;i:mm of static vapor pressure measurement with
|| Autosampler gas-chromatographic detection. HSGC ex-
1 Sample vial periments were carried out with an appara-

tus consisting of a head-space-sampler and
a normal gas chromatograph. Figure 4.4.13
shows a schematic diagram of the equip-
ment.

The pneumatically driven thermo-
stated headspace-sampler samples a con-
stant amount of gas phase (that must be in equilibrium with the liquid polymer solution, of
course) and injects this mixture into the gas chromatograph. Helium is used as carrier gas.
After separation of the components of the gaseous mixture in a capillary column they are
detected individually by a thermal conductivity detector. The signals are sent to an integra-
tor which calculates the peak areas, which are proportional to the amount of gas in the sam-
ple volume and consequently to the vapor pressure. Calibration can be made by measuring
the pure solvent in dependence on temperature and to compare the data with the correspond-
ing vapor pressure vs. temperature data. Measurements can be done between about 25 and
85 wt% polymer in the solution (again depending on temperature, solvent and polymer in-
vestigated). In order to guarantee thermodynamic equilibrium, solutions have to be condi-
tioned for at least 24 h at constant temperature in the head-space-sampler before
measurement. Degassing is not necessary and solvents have to be purified only to the extent
necessary to prevent unfavorable interactions in the solution. The experimental error in the
vapor pressures is typically of the order of 1-3%. Details about theory and practice of HSGC
were discussed by Kolb and Ettre.'* One great advantage of HSGC is its capability to mea-
sure VLE-data, not only for binary polymer solutions but also for polymer solutions in
mixed solvents, since it provides a complete analysis of the vapor phase in equilibrium. This
is usually not the case with the classical isopiestic sorption balances where PVT-data and a
material-balance calculation must be included into the data reduction to calculate vapor
phase concentrations, e.g., Refs.'?'"'%

(v) Ebulliometry (boiling point elevation of the solvent)

As pointed out above, dynamic vapor-liquid equilibrium measurement methods are not
very suitable for concentrated polymer solutions, especially due to their heavy foaming be-
havior. For dilute polymer solutions, however, there is continuing application of
ebulliometry as an absolute method for the direct determination of the number-average mo-
lecular mass M,,. Dedicated differential ebulliometers allow the determination of values up
to an order of 100,000 g/mol. Ebulliometry as a method for molar mass determination was
recently reviewed by Cooper,” Glover,** and Mays and Hadjichristidis.*

The major requirements for a successful ebulliometry experiment are thermal stabil-
ity, equilibration of both concentration and temperature, temperature measurement and
control and pressure measurement and control. It is an advantage of ebulliometry to know
very exactly the constant pressure applied since pressure constancy is a prerequisite of any

Figure 4.4.13. Schematic of applying head-space
gas-chromatography (HSGC) to VLE-measurements in
polymer solutions (drawing provided by B. A. Wolf,
Univ. Mainz, Germany).
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successful experiment. Commercially sold ebulliometers have seldom been used for poly-
mer solutions. For application to polymer solutions, the operating systems have been indi-
vidually constructed. The above-mentioned reviews explain some of these in detail which
will not be repeated here as ebulliometry is not really a practiced method to obtain solvent
activities and thermodynamic data in polymer solutions. However, ebulliometry is a basic
method for the investigation of vapor-liquid equilibrium data of common binary liquid mix-
tures, and we again point to the review by Williamson,> where an additional number of
equilibrium stills is shown.

Ebulliometers have traditionally been classified as either simple, in which only a sin-
gle temperature is measured, or differential, in which the boiling temperatures of the pure
solvent and of the solution were measured simultaneously. In differential ebulliometers,
two independent temperature sensors can work, or a single differential temperature mea-
surement is done. Essentially, all ebulliometers for polymer solutions are of the differential
type. The manner in which the reference boiling temperature of the pure solvent is provided
differs, however. Establishment and maintenance of both temperature and concentration
equilibrium are accomplished in a variety of ways. The common method is the use of a va-
por lift pump (a Cottrell pump) where the boiling liquid is raised to a position from which it
can flow in a thin film until superheat is dissipated and its true boiling temperature can be
measured. This technique has one disadvantage: the pumping rate depends on the heat in-
put. This is of particular importance with polymer solutions in which problems due to foam-
ing occur. To overcome this problem mechanical pumps were sometimes applied. Other
ebulliometer types have been reported that use the methods of surface volatilization, spray
cooling, two-stage heating, or rotating ebulliometer; for more details please see Refs.****
Methods of temperature measurement within ebulliometer experiments will not be dis-
cussed here, as they change rapidly with continuing progress of electronics and computer-
ization. Pressure control is important for single temperature ebulliometers, as the boiling
temperature depends on pressure. It is not so important in differential type ebulliometers,
owing to the simultaneous and compensating change in reference temperatures. Therefore,
direct changes in boiling temperatures present no serious problem if sufficient time is al-
lowed for calibration. It is usually recommended that the ebulliometer be thoroughly
cleaned and dried between experiments. Small amounts of polymer adsorbed on the surface
must be avoided.

(vi) Vapor-pressure osmometry (VPO)

Vapor-pressure osmometry is, from its name, compared with membrane osmometry by
considering the vapor phase to act like the semipermeable membrane, however, from its
principles it is based on vapor pressure lowering or boiling temperature elevation. Since the
direct measure of vapor pressure lowering of dilute polymer solutions is impractical be-
cause of the extreme sensitivity that is required, VPO is in widespread use for oligomer so-
lutions (M, less than 20,000 g/mol) by employing the thermoelectric method as developed
by Hill in 1930."** In the thermoelectric method, two matched temperature-sensitive therm-
istors are placed in a chamber that is thermostated to the measuring temperature and where
the atmosphere is saturated with solvent vapor. If drops of pure solvent are placed on both
thermistors, the thermistors will be at the same temperature (zero point calibration). If a so-
lution drop is placed on one thermistor, a temperature difference AT occurs which is caused
by condensation of solvent vapor onto the solution drop. From equilibrium thermodynam-
ics follows that this temperature increase has its theoretical limit when the vapor pressure of
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‘dyjf‘erenrfa.f temperature masmmm[ the solution is equal to
that of the pure solvent,
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chamber —> T 1 is a dynamic method.

solvent solution This leads to a time-de-

drop- pendent measurement of

A i) AT. The principle scheme

of a VPO apparatus is
given in Figure 4.4.14.

Today, vapor-pres-

sure osmometers are

Figure 4.4.14. Principle scheme of a vapor-pressure osmometer of the hanging X .
drop type. T - measuring temperature, AT - obtained temperature difference commercially available
(time dependent), measurements are made at atmospheric pressure where T de-  from a number of pro-
termines the partial vapor pressure of the solvent P, in air. ducers. They can be di-

vided into two basic
types: those that employ conventional hanging drop thermistors as in Figure 4.4.14 and
those that use vertical thermistors. The vertical thermistors automatically control drop size
to ensure more reproducible response. The hanging drop design requires the operator to
manually monitor and control drop size. Furthermore, commercial instruments have been
developed which utilize vertical thermistors having cups or pieces of platinum gauze to con-
trol drop size in a highly reproducible manner. More details about instrumentation and tech-
niques can be found in the reviews given by Glover,* Mays and Hadjichristidis.*® A very
recent presentation can be found in a new book edited by Pethrick and Dawkin.*

Depending on technical details of the equipment, on the sensitivity of the temperature
detector, on measuring temperature, solvent vapor pressure and polymer concentration in
the solution drop, a steady state for AT can be obtained after some minutes. The value of AT*
is the basis for thermodynamic data reduction (see below). If measuring conditions do not
allow a steady state, an extrapolation method to AT at zero measuring time can be employed
for data reduction. Sometimes a value is used that is obtained after a predetermined time;
however, this may lead to some problems with knowing the exact polymer concentration in
the solution. The extrapolation method is somewhat more complicated and needs experi-
ence of the experimentator but gives an exact value of polymer concentration. Both meth-
ods are used within solvent activity measurements when polymer concentrations are higher
and condensation is faster than in common polymer characterization experiments. A way to
avoid these problems is discussed below.

Experience has shown that careful selection of solvent and temperature is critical to
the success of the VPO experiment. Nearly all common solvents, including water (usually,
there are different thermistor sensors for organic solvents and for water), can be used with
VPO. The measuring temperature should be chosen so that the vapor pressure of the solvent
will be greater than 6,000 Pa, but not so high as to lead to problems with evaporation from
the chamber. Solvent purity is critical, especially volatile impurities, and water must be
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avoided. Greater sensitivity can be achieved by using solvents with low enthalpies of vapor-
ization. This means, for our task, that not all desirable polymer-solvent pairs and not all tem-
perature (pressure) ranges can be investigated by VPO. Additionally, VPO has some
inherent sources of error. These belong to the possible existence of surface films, to differ-
ences in diffusion coefficients in solutions, to appreciably different solution concentrations,
to differences in heat conductivity, to problems with drop size and shape, to the occurrence
of reactions in the solution, and to the presence of volatile solutes. Of course, most of them
can be avoided by laboratory practice and/or technical improvements, but it must be taken
into account when measuring solvent activities.

Regener and Wohlfarth'*® developed a way to enlarge the applicability range of VPO
to polymer concentrations <40wt% for the purpose of measuring solvent activities. An in-
crease of polymer concentration over the linear steady state working range of VPO causes
some problems. First, no thermodynamically defined AT can be obtained and, second, the
calibration constant may become dependent on concentration. Thus, the only way to
achieve higher concentrations is to find methods to minimize the increasing chemical po-
tential difference of the solvent between the two drops. This can be achieved by using a ref-
erence solution of known solvent activity instead of the pure solvent. The instrument is then
used as a zero-point detector comparing the solvent activity of the reference solution with
solvent activity of the polymer solution. The reference concentration has to be varied until
AT =0 is found. The only assumption involved in this method is equal solvent condensation
and diffusion. The extrapolation method to AT at zero measuring time can be used to mini-
mize these influences. It is not really necessary to find the reference solution at exactly
AT=0, but it is sufficient to measure a small AT <0 and small AT >0 and to interpolate be-
tween both known solvent activities. An example is shown in Figure 4.4.15, where benzene
was used as solute for the reference solutions.

Since the polymer solution remains quasi unchanged in concentration, this modified
VPO-method is faster than isopiestic isothermal distillation experiments with organic sol-
vents and polymer solutions. Difficulties
with the increasing viscosity of concen-
trated polymer solutions set limits to its ap-
plicability, because solutions should flow
- easily to form drops.

o Recently, Gaube et al.'**'?” or Eliassi
’ o) * et al."”® measured water activities in aque-

° ous solutions of poly(ethylene glycol) and
showed that the conventional VPO method
0 o also can be used for higher polymer con-
X centrations with good success.

4.4.3.1.2 Primary data reduction

| Equation [4.4.7] is the starting relation for
0 05 I data from VLE-measurements. Two rela-
o T . .
) ] tions are necessary to obtain the solvent ac-
Figure 4.4.15. Experimental data of the system toluene + . . . . .

- N tivity a,: one for the fugacity coefficient of
polystyrene, M, = 1380 g/mol, at 323.15K, isopiestic va-
por pressure/sorption measurement (full circles), VPO at the solvent vapor and one for the standard
higher concentrations (gray circles), data from authors ~ state fugacity of the liquid solvent. In prin-

own work. ciple, every kind of equation of state can be
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applied to calculate the solvent vapor fugacity coefficient. This is done if dedicated equa-
tions of state are applied for further modeling. However, in most cases it is common practice
to use the virial equation of state for the purpose of reducing primary VLE-data of polymer
solutions. This procedure is sufficient for vapor pressures in the low or medium pressure re-
gion where most of the VLE-measurements are performed. The virial equation is truncated
usually after the second virial coefficient, and one obtains from Equation [4.4.6]:

ng, :%2;/,5” —iiy,ij”%% [4.4.19]

where:
B; second virial coefficient of pure component i at temperature T
B; second virial coefficient of pure component j at temperature T
B; second virial coefficient corresponding to i-j interactions at temperature T.

In the case of a strictly binary polymer solutions Equation [4.4.19] reduces
simply to:

B,,P
Ing =—1" 4.4.20
@ =Fr [ ]

To calculate the standard state fugacity, we consider the pure solvent at temperature T
and saturation vapor pressure P° for being the standard conditions. The standard state
fugacity is then calculated as:

|]/1L(P _P1$) +B,,P’ g

f° =P exp [4.4.21]
RT B
where:
P’ saturation vapor pressure of the pure liquid solvent 1 at temperature T
A molar volume of the pure liquid solvent 1 at temperature T

The so-called Poynting correction takes into account the difference between the chem-
ical potentials of the pure liquid solvent at pressure P and at saturation pressure P’ assuming
that the liquid molar volume does not vary with pressure. Combining Equations [4.4.7,
4.4.20 and 4.4.21] one obtains the following relations:

B, -V+)(P-P:)O
a,=qyPIf :(H/Pf)expé( - 1R)T( 1)5 [4.4.22a]

B, -V (P-P:)O
Y, :a1/x1L:(P1/x1LPf)exp§ ! 1R)T( 1)5 [4.4.22b]



172 Christian Wohlfarth

Q, =a, /wt =(P, /WfPf)expE(B“ (PP [4.4.22¢]
H RT H

These relations can be applied to VLE-data from all experimental methods.
The data reduction for infinite dilution IGC starts with the usually obtained terms of
retention volume or net retention volume.

Vi =V, V4 [4.4.23]
where:
Vi net retention volume
vV, retention volume
V gead retention volume of the (inert) marker gas, dead retention, gas holdup

These retention volumes are reduced to specific ones by division of Equation
[4.4.23] with the mass of the liquid (here the liquid, molten polymer), corrected for the pres-
sure difference between column inlet and outlet pressure and reduced to T, =273.15K.

Pout)
% % [4.4.24]
T (p(P 1

OU[

where:
VgU specific retention volume corrected to 0°C
m, mass of the polymer in the liquid phase within the column
P column inlet pressure
Pou column outlet pressure

Theory of GLC provides the relation between V; and thermodynamic data

for the low-molecular component (solvent) 1 at infinite dilution:

EP T TR P TR
tH =—— or -H == [4.4.25]
b Vy M, ’ V, M,
where:
M, molar mass of the liquid (molten) polymer
M, molar mass of the low-molecular component (solvent).

The activity coefficients at infinite dilution follow immediately from Equation
[4.4.22] by introducing the above result, if we neglect interactions to and between carrier
gas molecules (which is normally helium):

yo =t ToR %xprﬂ _\AL)(P_RS)B [4.4.263]
oM, Py E RT E
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‘(v -B,)0
Qr -0 TR %xp[!1 (6. 0 [4.4.26b]
HMm,P, g RT g

The standard state pressure P has to be specified. It is common practice by many au-
thors to define here zero pressure as standard pressure since pressures are usually very low
during GLC-measurements. Then, Equations [4.4.26a and b] change to:

(vt -B,,)O

ye =0 TR %xpl]1 (v “)D [4.4.278]
HoM,P, g RT E
(vt -B,,)O

Qr -0 OTOR - %xpﬂ1 (v ”)D [4.4.27b]
vempPH T RT g

One should keep in mind that mole fraction-based activity coefficients become very
small values for common polymer solutions and reach the value of 0 for M, - oo, which
means a limited applicability to at least oligomer solutions. Therefore, the common litera-
ture provides only mass fraction-based activity coefficients for (high-molecular) poly-
mer/(low-molecular) solvent pairs. Furthermore, the molar mass M, of the polymeric liquid
is an average value according to the usual molar-mass distribution of polymers. Addi-
tionally, it is a second average if mixed stationary liquid phases are applied.

Furthermore, thermodynamic VLE-data from GLC-measurements are provided in the
literature as values for (P,/w,)”, see Equation [4.4.25], i.e., classical mass fraction based
Henry’s constants (if assuming ideal gas phase behavior):

H,, = P}E = T0°R [4.4.28]
VM,

1

Thus, Equation (4.4.27b) reduces to

H1’52 exp DDG1 ; (V1L -By )B
P B RT =

The data reduction for finite concentration IGC by elution on a plateau is more compli-
cated than for infinite dilution IGC via Equations [4.4.24 to 26] and will not be explained
here. A detailed analysis of the elution on plateau mode was made by Conder and
Purnell.'®! For the determination of thermodynamic properties of polymer solutions by
finite-concentration IGC the reader is referred to the paper by Price and Guillet''® who pro-
vide a comprehensive derivation of all necessary equations.

The data reduction of ebulliometric measurements can be made either by using Equa-
tions [4.4.22] or by applying the relation for the boiling point elevation of a binary mixture:

[4.4.29]
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RT?
AT =- 1 __ina, [4.4.30]
vap® "1
where:
T measuring temperature (= boiling point temperature of the pure solvent)
AT temperature difference of boiling point elevation

A, H'  molar enthalpy of vaporization of the pure solvent 1 at temperature T.

The ratio MIRTZ/AVap H) is called the ebulliometric constant. For the determination of
solvent activities from ebulliometric data, tabulated ebulliometric constants should not be
used, however. On the other side, it is sometimes recommended to use reference solutes to
establish an experimental relationship for the equipment in use, i.e., unprecise data for the
enthalpy of vaporization or perhaps some non-equilibrium effects cancel out of the calcula-
tion. Enthalpies of vaporization are provided by several data collections, e.g., by Majer and
Svoboda,'” or through the DIPPR database.'*

The data reduction of vapor-pressure osmometry (VPO) follows to some extent the
same relations as outlined above. However, from its basic principles, it is not an equilibrium
method, since one measures the (very) small difference between the boiling point tempera-
tures of the pure solvent drop and the polymer solution drop in a dynamic regime. This tem-
perature difference is the starting point for determining solvent activities. There is an
analogy to the boiling point elevation in thermodynamic equilibrium. Therefore, in the
steady state period of the experiment, the following relation can be applied if one assumes
that the steady state is sufficiently near the vapor-liquid equilibrium and linear non-equilib-
rium thermodynamics is valid:

RT?
AT =+kpo ———Ina, [4.4.31]
vap” "1
where:
T measuring temperature (= temperature of the pure solvent drop)
AT temperature difference between solution and solvent drops in the steady state
kypo VPO-specific constant

AmpH‘O molar enthalpy of vaporization of the pure solvent 1 at temperature T .

Recent examples of solvent activity measurements by VPO in aqueous solutions of
poly(ethylene glycol) by Eliassi et al.'*® and of poly(ethylene glycol) or dextran by Gaube et
al.'"?*'?7 demonstrate the obtainable high quality if precise experiments were made.

The so-called VPO-specific constant contains all deviations from equilibrium state
and it is to be determined experimentally. It depends on certain technical details from the
equipment used and also on the temperature and solvent applied. It is assumed not to depend
on the special solute under investigation and can therefore be obtained by calibration. Equa-
tion [4.4.31] can also be used if not the steady state, but the temperature difference extrapo-
lated to a measuring time of zero is determined by the experimentator. However, the values
of kypo are different for both methods. A more detailed discussion about calibration prob-
lems can be found in the papers of Bersted,"*""'*? or Figini.'*!**

Usually, VPO-data are reduced to virial coefficients and not to solvent activities.
Power series expansion of Equation [4.4.31] leads to the following relations:
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st 2
AT o BTN %ﬂl +T,c, +Mc2 4.0 [4.4.32a]
C, A 2 0
or
st 2
i =Kypo LV; %ﬂl +T.c), +T5c)? +..E [4.4.32b]
C, A, H; 2 0
where:
c, mass by volume concentration ¢, = m,/V
ch mass by mass concentration ¢, = m,/m;
\Y volume of the polymer solution
m; mass of component i
Vv, molar volume of the solvent
M, molar mass of the solvent
M, molar mass of the polymer
5, ... second, third, ... VPO-virial coefficients based on g/cm® concentrations
I,;,ri, .. second, third, ... VPO-virial coefficients based on g/g concentrations

In the dilute concentration region, these virial equations are usually truncated after the
second virial coefficient which leads to a linear relationship. These truncated forms of
Equation [4.4.32] are the basis for applying VPO to polymer characterization, which will
not be discussed here - please see Refs.****4° Solvent activities can be estimated from sec-
ond virial coefficients with some care regarding the necessary accuracy of all numerical val-
ues included. The molar mass of the polymer, M,, is the number-average, M,, if
polydisperse samples are investigated. Corresponding averages of the virial coefficients can
be introduced, too. The estimation of higher virial coefficients than the second one is diffi-
cult and hardly leads to satisfying results, because measurements at high polymer concen-
trations cause a lot of problems. In some cases, however, as in the above-mentioned paper
by Gaube et al.,'**'*” precise measurements were done for polymer concentrations up to
30-40 wt% and second and third virial coefficients were obtained in good quality.

As pointed out above, there is another way VPO can be applied to measure activity dif-
ferences between two polymer solution drops that differ slightly in concentration (in the
same solvent, of course). In this case, VPO is quasi an isopiestic experiment and the un-
known activity can be determined by using reference solutions with known solvent activity
values:'”

a1(Tr Wpo/ymer) = a1( T, Wreference) [4433]

Reference solutions can be made with the same organic solutes that are used for cali-
bration. In the case of water, NaCl or KCI solutions may be applied as it is done for many
isopiestic (isothermal distillation) measurements with aqueous solutions.

4.4.3.1.3 Comparison of experimental VLE-methods
The general aim of all experiments is to measure solvent activities in polymer solutions over
the complete concentration range and for all desired temperatures (and pressures). Addi-

tionally, the dependence on molar mass of the polymer has to be taken into account. As is
clear from all explanations above, there is no really universal method to fulfill all purposes.



176 Christian Wohlfarth

Vapor pressure/vapor sorption measurements cover nearly the complete concentration
range if different apparatuses are used. Measurements can be made with good accuracy.
Principal limits with respect to temperature or pressure do not exist, but most apparatuses in
the literature are constructed only for temperatures between 20 and 100°C, sometimes up to
150°C, and pressures between 1 and 100 - 200 kPa. Vapor pressure/vapor sorption measure-
ments are very time-consuming experiments. To obtain a complete isotherm one needs usu-
ally about a month with conventional techniques or, at least, some days with microbalances
or piezoelectric sensors. This demands long-time stability for thermostating and precise
temperature control. Furthermore, the equilibrium cell has to be sealed in such a way that air
leakage is avoided for the complete duration of the measurement. Experimentators need
quite a lot of experience until they observe really good data. Experiments can only partially
be automated depending on the method and equipment applied. The accuracy of the final
data depends on the method applied, the temperature or pressure investigated, and also the
given concentration. Measurements above about 85 wt% polymer showed sometimes sorp-
tion-desorption hysteresis. Solvent degassing is absolutely necessary with the exception of
the apparatus proposed by Sadowski where degassing takes place automatically during the
experiment (see above). The solvent must be purified from all other impurities. This is true
of course also for the polymer investigated. According to their capabilities, different appa-
ratuses should be used: differential pressure measurements for 5-30 wt% polymer in the so-
lution, isopiestic sorption techniques for 30-85 wt% polymer, piezoelectric or microbalance
detection for 60-99 wt% polymer. These limits can change somewhat with molar mass of
the polymer. Oligomer solutions are easier to handle and can be measured even with con-
ventional VLE-technique as developed for low-molecular liquid mixtures. There may be
limits in temperature and pressure that depend on the nature of the solvent/polymer pair.
Usually, the solutions investigated should not show liquid-liquid demixing and solutions
should not become solid. Thermodynamic equilibrium data can only be obtained if the poly-
mer is investigated well above its glass transition temperature. There is a depression of the
glass transition temperature with increasing solvent concentration, but there are polymers
that can be investigated only at temperatures above 100°C and more, even in concentrated
solutions.

VPO is more limited with respect to the measurement of solvent activities. It is de-
signed only for dilute polymer solutions (in the maximum up to 40 wt% polymer), optimum
temperature and pressure (well below normal pressure) ranges and molar masses up to
about 20,000 g/mol for the polymer. Not all solvents can be applied. On the other hand,
VPO is a well-established method, commercially available, possessing a high resolution for
very small differences of solvent activities with respect to the pure solvent and does not
need much time. Steady-state conditions are obtained within minutes and quite a lot of mea-
surements can be made during a working day. There are no problems with external
thermostating or long-time stability. Experimental results from VPO are in good agreement
with measurements from scattering techniques. VPO measurements close the gap between
0 and 30 wt% polymer in the solution with respect to conventional vapor pressure/vapor
sorption measurements (of course, only within its limits explained). Experimentators easily
acquire the necessary experience with the measuring equipment.

The piezoelectric sorption technique is a method that is especially suitable for the low
solvent concentration range. It is the most sensitive solvent vapor sorption method. A reso-
lution of nanograms can be realized. Measurements can also be made as a function of time
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to obtain diffusion coefficients. Comparison with gravimetric sorption measurements dem-
onstrated the accuracy of the experiment. Because very thin films are applied, equilibrium
solvent absorption also can be obtained at polymer mass fractions approaching 1, as with
the IGC experiment. Comparison to IGC-data gives good agreement. Sorption-desorption
hysteresis has never been observed when using piezoelectric detectors. Measurements are
limited to a concentration range where the swollen polymer film is still stable at the crystal
surface. Equilibrium is rather quickly established, usually after 3-4 hours, i.e., an isotherm
can be measured within some days. With the corresponding equipment, high pressures and
high temperatures can be applied, too.

IGC is the most rapid method and it is the recommended technique for the infinite di-
lution range of the solvent in the (liquid, molten) polymer. Measurements can also be made
to obtain diffusion coefficients. Column preparation and finding optimum experimental
conditions are the most time-consuming tasks. These tasks require quite a lot of experience.
The final measurements can be automated and provide quick, reliable and reproducible re-
sults. Temperature and solvent dependencies can easily be investigated. The common accu-
racy is 1-3% with respect to data of the X-function or Henry’s constant. There is no need to
degas the solvents or to purify them except from impurities which may react with the poly-
mer. Limits are mainly given by the glass transition temperature of the polymer as explained
above. Due to this problem, most IGC measurements are made at temperatures well above
100°C. On the other hand, temperatures well above 100°C can cause the problem of thermal
ageing and degradation of the polymer sample if temperatures are too high. In comparison
to IGC, vapor pressure measurements were made in most cases below 100°C. There were
some special investigations in earlier literature to compare IGC-data at infinite dilution with
those from vapor pressure measurements at concentrated solutions, e.g., Refs.!' %138 Dif-
ferences between IGC-data and vapor pressure measurements reported in older papers are
mainly caused by errors with the IGC technique. Temperatures were used too near or even
within the glass transition region, unsuitable polymer loading was applied, non-equilibrium
conditions were used. But, there are also errors from/within vapor pressure data, mainly
sorption/desorption hysteresis at too high polymer concentrations because of non-equilib-
rium conditions. Today it is accepted that there are no differences between IGC-data and va-
por pressure measurements if all thermodynamic equilibrium conditions are carefully
obeyed. In contrast to vapor pressure measurements, IGC can also be applied with thermo-
dynamically bad solvents. It is the only method to obtain limiting activity coefficients for
strong non-solvents. Even mass fraction based activity coefficients above 25 or X-values of
2 or more can be measured.

Finite concentration IGC provides the possibility to connect advantages from IGC and
vapor pressure measurements because it can be applied between 50 and 100 wt% polymer.
However, the experimental technique is more sophisticated, data reduction is more compli-
cated, and only few workers have applied it. On the other hand, much experimental time can
be saved since finite concentration IGC is a rapid method. One isotherm can be observed
within one day (or two). Price and Guillet''’ or Danner et al.''® demonstrated that results for
solvent activity coefficients and X-functions or sorption isotherms are in good agreement
with those obtained by traditional isopiestic vapor sorption methods. The concentration
range of finite concentration IGC is limited by the requirement that the saturator tempera-
ture must be below that of the column. Clearly, at higher measuring temperatures, higher
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solvent concentrations may be used. Finite concentration IGC can be extended to
multi-component systems.

Head-space gas chromatography is a modern tool for the measurement of vapor pres-
sures in polymer solutions that is highly automated. Solutions need time to equilibrate, as is
the case for all vapor pressure measurements. After equilibration of the solutions, quite a lot
of data can be measured continuously with reliable precision. Solvent degassing is not nec-
essary. Measurements require some experience with the equipment to obtain really thermo-
dynamic equilibrium data. Calibration of the equipment with pure solvent vapor pressures
may be necessary. HSGC can easily be extended to multi-component mixtures because it
determines all components in the vapor phase separately.

In summary, the decision for a special equipment depends to some extend on concen-
tration, temperature and pressure ranges one is interested in. From the experience of the au-
thor, the combination of isopiestic vapor pressure/vapor sorption measurements for the
determination of solvent activities with infinite dilution IGC for the determination of
Henry’s constants provides good experimental data and covers a temperature range that is
broad enough to have a sufficient data basis for thermodynamic modeling. If one is inter-
ested in both solvent solubility and diffusion data, finite concentration IGC or piezoelectric
sorption techniques should be applied.

4.4.3.2 Other measurement methods

This subchapter summarizes all other experimental methods mentioned in subchapter 4.4.1
in order of their special importance and use regarding the determination of solvent activities
in polymer solutions.

4.4.3.2.1 Membrane osmometry

Apart from VLE-measurements, membrane osmometry is the next important method that
has been used for measuring solvent activities in polymer solutions. This follows from the
tables in Refs."*** according to its occur-
P'=p, JL rence in comparison to the other methods.
{ 1 Most of these measurements were made in
the dilute solution regime; only a small
number of papers dealt with high-pressure
m=-ah  osmometry where one also can measure
solvent activities for concentrated solutions
fofes with polymer concentrations up to about 50
wt%, e.g. Refs."!1¥
polymer solution Laboratory  designed instruments

T = const. T

pure solvent

hase T hase 11 .
(phasel (phase 1D were developed in the 40’s and 50’s, e.g. by
L . - Zimm'* or by Flory."** Later on, high speed
pi= i (TFo) ) = i (T.Po) = Vi membrane osmometers are commercially

available, e.g., from Knauer, Hewlett-
Packard or Wescan Instruments. External

semipermeable T membrane pressures may be applied to balance the os-
Figure 4.4.16. Principle scheme of a membrane motic pressure if necessary, e.g., Vink.'®
osmometer: 1 - solvent, 2 - polymer, Tt- osmotic pressure, The principle scheme of a membrane

Ah - hydrostatic height difference, P, - ordinary pressure . .
or measuring pressure, V- partial molar volume of the osmometer together with the corresponding

solvent in the polymer solution.
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Figure 4.4.17. Description of the principal construction of a Knauer
membrane osmometer A 300: 1 - head thermostat, 2 - channel for sy-
ringe, 3 - calibration device with suction tube, 4 - calibration glass, 5
- capillary position MEASUREMENT, 6 - capillary position
CALIBRATION, 7 - tension screws, 8 - cell retaining disc, 9 - upper
half of measuring cell, 10 - sample introduction system, 11 -
semipermeable membrane, 12 - lower half of measuring cell, 13 -
pressure measuring system, 14 - cell thermostat, 15 - suction of cali-
bration bottle. [Reprinted from the operating manual with permis-
sion from Dr. H. Knauer GmbH (Germany)].
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thermodynamic situation is illus-
trated in Figure 4.4.16.

Technical details of the dif-
ferent apparatuses will not be pre-
sented here, however, the
principle construction of the mea-
suring cell and the heating ther-
mostat of the Knauer membrane
osmometer A 300 is shown in Fig-
ure 4.4.17 for illustration and as
example.

As a general feature of most
osmometers, the membrane is
clamped into a stainless steel
thermostated chamber (the mea-
suring cell and the pressure mea-
suring  system of modern
osmometers are built into a
high-grade electronically stabi-
lized thermostat) and serves as
barrier between the pure solvent
and the polymer solution sides of
the chamber. The solvent side
(bottom) is in juxtaposition with a
pressure sensor, e.g. the dia-
phragm of a capacitance strain
gauge or a piezo-chip. The solvent
transport is measured across the
bottom side of the membrane in
the direction of the solution which
is topside the membrane. The
amount of flowing solvent is in the
range of 10 ml and equilibrium is
established after some minutes

when hydrostatic pressure prevents further solvent flow. This is indicated by the electronics
of the equipment as well as any changes in equilibrium such as thermal drift of solute diffu-
sion through the membrane. Other osmometers apply compensation methods where the in-
crease of the hydrostatic height of the solution side is automatically compensated by
changing the filling height. Due to this procedure, only very small amounts of solvent have
to permeate through the membrane and equilibrium is reached within 10-20 minutes. The
classical procedure was only used in older laboratory designed instruments where one
started at zero and measured the hydrostatic height difference as a function of time until
equilibrium is reached. More details about instrumentation and techniques can be found in
the reviews by Adams,* Tombs and Peacock,*® Mays and Hadjichristidis.” A very recent
presentation can be found in a new book edited by Pethrick and Dawkins.*®
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Some efforts are necessary to keep the osmometer under appropriate working condi-
tions. This relates mainly to the proper preconditioning and installation of the membrane,
the attainment of thermal equilibrium, the calibration of the electronic output, the adjust-
ment of solvent zero, and to choosing the desired sensitivity.

For aqueous solutions, cellulose acetate membranes are usually employed, but any di-
alysis or ultrafiltration or reverse osmosis membrane can be used, too. The membranes
should be conditioned in solvent or buffer and degassed before use while still in the solvent.
For organic solvents, gel cellulose or cellophane membranes are preferred. They must be
conditioned to a new solvent by gradual changes of the corresponding solvent mixture. De-
tails are usually given by the supplier. Membranes in various pore sizes are recommended
for solutes of low molar mass. Aging and deswelling of membranes lead to decreasing per-
meability and increasing measuring times. Adsorption of polymer molecules at the mem-
brane surface, “ballooning” of the membrane due to unfavorable pressure effects,
membrane asymmetry and action of surface active substances on the membrane must be
avoided.

The relation between osmotic pressure and solvent activity is to be found from the
chemical potential equilibrium condition, taking into account the pressure dependence of
K. From the rules of phenomenological thermodynamics, one obtains:

O 7—
Wit _y ang EPEQH VY [4.4.34]
oP ooP g RT

where:

v, partial molar volume of the solvent in the polymer solution at temperature T
Vv, molar volume of the pure solvent at temperature T

Integration is performed between P, i.e., the ordinary pressure or measuring
pressure, and T the osmotic pressure, and results in Equation [4.4.35].

Ay, =RTlna, =Vt [4.4.35]

Usually, the experimental data are reduced to virial coefficients and not to solvent ac-
tivities. Series expansion of Equation [4.4.35] leads to the following relation:

m_ U1 », U
——RTW +A,c, +A,c2+.] [4.4-36]
C, 2 0
where:
c, mass by volume concentration ¢, = m,/V
A,A,, ... second, third, ... osmotic virial coefficients

The molar mass of the polymer, M,, is the number-average, M,, if polydisperse sam-
ples are investigated. Corresponding averages of the virial coefficients can be introduced,
too. In the dilute concentration region, the virial equation is usually truncated after the sec-
ond virial coefficient which leads to a linear relationship. A linearized relation over a wider
concentration range can be constructed, Equation [4.4.38], if the Stockmayer-Casassa rela-
tion,'*® Equation [4.4.37], between A, and A, is applied:
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AM, =(A,M, | 2)* [4.4.37]

nd’ RTA° Q. AM, O
Eﬁjg _%g a+ 30T [4.4.38]

Examples for experimentally determined virial coefficients can be found in the above
mentioned papers'**'* and in the tables prepared by Lechner et al.” Solvent activities can be
calculated via Equations [4.4.35 to 38] from osmotic second virial coefficients with some
care regarding the necessary accuracy of all numerical values included. The partial molar
volume of the solvent can be approximated in most cases by the molar volume of the pure
solvent. Noda et al."* published a combined investigation of the thermodynamic behavior
of poly(a-methylstyrene)s having sharp molar mass distributions and covering a wide range
of molar masses in toluene. They applied osmotic pressure, light scattering and vapor pres-
sure measurements and demonstrated the capabilities of these methods in comprehensive
and detailed form. Gaube et al.'”*'*” could show that in the case of aqueous dextran solu-
tions, water activity data and virial coefficients measured by VPO and by membrane
osmometry are in good agreement.

4.4.3.2.2 Light scattering

Light scattering is one of the most widespread characterization techniques for polymers.
Therefore, technical and methodical details will not be explained here - please see Refs.?**?
for such information. The general set-up of
a scattering principle is illustrated by Figure
4.4.18. The scattering vector q is the differ-
ence between the wave vectors k; and k; of
the incident and the scattered plane waves,
the scattering angle 0 is the angle between
both vectors. Both are related by |q| = (4
T/ A,)sin(8/ 2), where A, is the wavelength
of light in vacuum. Laser light is used today
for the light source.

Light scattering in homogeneous flu-
Figure 4.4.18. General set-up of a scattering experiment: 1ds is caused by fluctuations in the dielectric
k;, k, - wave vectors qf the incident and the scattered constant. In pure liquids these are due to
glane waves, g - scattering (or wave) vector, D- dete?tor, density fluctuations, in homogeneous solu-

- sample, O - scattering angle from the transmitted . . .
beam, I, - incident intensity of unpolarized light, r - the tions malnly to concentration fluctuations
distance between sample and detector. which generally lead to much larger fluctu-

ations in dielectric constant than density
variations. The difference between solution and pure solvent is called excess scattering.
This excess scattering is of interest here, since it is related to the second derivative of Gibbs
free energy of mixing with respect to concentration (and via this way to solvent activities):

TP(6)
a z Amix G
9,00,

1905 [ [4.4.39]
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where:
Jexeess excess scattering intensity
T absolute temperature
ALG Gibbs free energy of mixing.
volume fractions of component i (= i" polymer species in the molecular distribution)
P(G) properly averaged particle scattering factor

0 scattering angle from the transmitted beam

The determinant in the denominator is to be calculated at constant temperature and
pressure. It reduces to the single second derivative (9°A,,;, G/ 0°®, )pr =(OH, /09, ), ; for
the case of a strictly binary monodisperse polymer solution. The average particle scattering
factor is of primary importance in studies of the size and shape of the macromolecules, but it
is merely a constant for thermodynamic considerations.

Conventionally, the so-called Rayleigh factor (or ratio) is applied:

R(8) =

excess ,.2
/ r

I,V (1+cos? 8) 14.4.40]

where:
R(0) Rayleigh factor
I, incident intensity of unpolarized light
r’ square of the distance between sample and detector
vV, detected scattering volume

and, neglecting P(6), Equations [4.4.39 and 4.4.40] can be transformed to:

R(6) = RTKbV; [4.4.41]
(ou,126,),,
where:
v, partial molar volume of the solvent in the polymer solution at temperature T
¢, volume fraction of the monodisperse polymer
K optical constant

The optical constant for unpolarized light summarizes the optical parameters
of the experiment:

K=21en?(dn/dc,), . 1 (N, %) [4.4.42]
where:
n, refractive index of the pure solvent
n refractive index of the solution
c, mass by volume concentration ¢, = m,/V
Nav Avogadro’s number
A, wavelength of light in vacuum

For dilute polymer solutions, the partial derivative in Equation [4.4.41] is a weak func-
tion of composition and the scattering intensity increases roughly proportional to the vol-
ume fraction of the polymer. While Equation [4.4.41] permits any light scattering data to be
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interpreted as partial derivatives of solvent chemical potential or activity, dilute solution
measurements are conventionally again presented in terms of the osmotic virial expansion:

(Ke,) I R(8=0) =(1/M,) +2A,c, +3A,c} +.. [4.4.43]
where:
A,,A;, ... second, third, ... osmotic virial coefficients
M, molar mass of the polymer

According to the scattering theory of polydisperse polymers (please see, for example,
the book written by Strobl),'” the molar mass of the polymer, M,, is equal to the mass aver-
age, M,,, of polydisperse polymers. The exact application of Equation [4.4.43] is at the scat-
tering angle 8= 0. Interpretation of scattering data at larger angles has to take into account
the interparticle interference and the angular variation of the excess scattering intensity.
Usually, such data have been analyzed with a Zimm plot,"*® where (Kc,)/R(6) is graphed as a
function of sin*(6/2) + const.*c, and measurements are extrapolated at constant angle to
zero concentration values and at constant concentration to zero angle values. Connecting
each of these two sets of points gives the curve specified by Equation [4.4.41]. The intercept
gives M, the slope of the zero angle data yields the second virial coefficient. In many cases,
non-linear Zimm plots were observed.’'

An illustrative example for the variation of the second virial coefficient with molar
mass and temperature from endothermic to exothermic conditions is given in the paper by
Wolf and Adam,'* or in the paper by Lechner and Schulz'*” for the variation of the second
virial coefficient on pressure, both obtained by light scattering. A recent example for a light
scattering investigation on the molar mass dependence of A, and A; was published by
Nakamura et al.""

The virial expansion is inappropriate as the polymer concentration increases.
In these cases, scattering data can be analyzed in terms of a thermodynamic ansatz for the
Gibbs free energy of mixing. For example, Scholte'*? analyzed light scattering data of con-
centrated polystyrene solutions by means of the Flory-Huggins approach and determined
X-data. But recently, Hasse, et al.'> combined laser-light scattering with isopiestic measure-
ments and obtained second and third virial coefficients of aqueous poly(ethylene glycol) so-
lutions with high accuracy. Both virial coefficients could be correlated over a temperature
range between 278 and 313K, including a derived theta-temperature of 375.7K in good
agreement with results from liquid-liquid equilibrium. Additional measurements using
membrane osmometry agreed well with the results of the simultaneous correlation of light
scattering and isopiestic data. Corresponding measurements of aqueous dextran solutions
by Kany et al.'** showed again the resources inherent in such a combination of different
methods.

Light scattering provides another interesting tool to determine thermodynamic data of
polymer solutions. Starting from Equation [4.4.39], Scholte'*'* developed the idea of
measuring spinodal curves, i.e., the border between metastable and unstable liquid-liquid
demixing behavior of polymer solutions. At this spinodal curve, the determinant in Equa-
tion [4.4.39] vanishes, i.e., it becomes equal to zero. At small enough scattering angles (near
30°) and in a temperature range of about 0.03 < AT < 5K around the critical temperature, a
proportionality of [*** [11/AT can be obtained that leads to a simple linear behavior of 1/1;,
against T for various concentrations around the critical demixing concentration. The extrap-
olated curves of 1/1;, vs. T to 1/I;, =0 lead to spinodal temperatures as function of the corre-
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sponding polymer concentrations. If, for example, one combines A G-ansatz by
Koningsveld and Kleintjens,”' Equation [4.4.15], with the spinodal condition:

aAG

[4.4.44]
EX

one obtains for a binary polymer solution:

L F0Y) 1__ 1 -9 [4.4.45)
(1 vo,)’ b, 10,

where:
acts as constant within a certain temperature range
describes a temperature function like 3 =3, +3,/T
is also a constant within a certain temperature range.
mass average segment number, compare r in Equation (4.4.13)
¢, total volume fraction of the polymer
The adjustable parameters @, 3, y have to be fitted to spinodal data ¢ 3" vs.
TePiodl and solvent activities can be calculated from the following relation:

S <®a

Ina, =In(1-0, )+E1 Ep vop? + 7") [4.4.46]
(1-vé,)’
where:
T, number average segment number, compare r in Equation [4.4.13]
157-159

Gordon and coworkers improved this method and developed the so-called PICS
(pulse-induced critical scattering) apparatus - details and history were summarized by
Galina et al.'"® PICS enables not only investigations within the metastable range, i.e., nearer
to the spinodal, but also of high-viscous solutions and polymer blends for determining
spinodal and binodal (cloud-point) curves. How to obtain solvent activities from demixing
equilibrium is explained in the text below.

4.4.3.2.3 X-ray scattering

X-ray scattering can be measured by the classical Kratky camera or more modern synchro-
tron techniques. Technical details can be found in a number of books, e.g., those by Guinier
and Fouret,'" Chen and Yip,'* or Glatter and Kratky.'®

Small angle X-ray scattering (SAXS) can be used in analogy to light scatter-
ing to measure second virial coefficients of binary polymer solutions. Zimm-diagrams can
be constructed following the same ways as in light scattering. This was demonstrated, for
example, in papers by Kirste and coworkers.'®"'% In analogy to Equation [4.4.43], one can
derive

(Ke,) 11(6=0) =(1/M,) +2A,c, +3A,cZ +.. [4.4.47]

where:
c, mass by volume concentration ¢, = m,/V
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A,A;, ... second, third, ... osmotic virial coefficients
M, molar mass of the polymer

According to the scattering theory of polydisperse polymers (please see, for example,
the book written by Strobl),'*” the molar mass of the polymer, M,, is equal to the mass aver-
age, M,,, of polydisperse polymers. The exact application of Equation [4.4.47] is to be made
again at the scattering angle 8= 0. The constant K is now given by:

K=e‘nz® | (m°N,c*) [4.4.48]
where:
e electron charge
m electron mass
Az excess number of electrons
c speed of light in vacuum

In principle, there is agreement between values of second virial coefficients from light
scattering or X-ray scattering. Okano et al.'*™'*® applied SAXS to semidilute solutions of
polystyrene in cyclohexane in the poor solvent regime and obtained virial coefficients in
good agreement with liquid-liquid data from a coexistence curve. Takada et al.'® provided a
more recent example for poly(vinyl methyl ether) in cyclohexane, Horkay et al.'” for
poly(vinyl acetate) in toluene and poly(dimethyl siloxane) in octane. In comparison to data
from osmotic pressure and neutron scattering, they observed good agreement.

4.4.3.2.4 Neutron scattering

Neutron scattering is an important method for investigating conformation and dynamics of
polymer molecules, Higgins,'”" or polymer mixtures, Hammouda.'™ A recent presentation
of various techniques can be found in a new book edited by Pethrick and Dawkins.*® Ther-
modynamics of polymer solutions is not the first task in neutron scattering experiments. The
general set-up of the neutron scattering experiment is equivalent to the one used for light
scattering, but applying a neutron source, and elastic neutron scattering at small angles
(SANS) can be applied like light scattering or X-ray scattering to obtain second virial coef-
ficients in dilute solutions. Similarly to the scattering of photons, it is the difference in scat-
tering power between solvent molecules and polymer segments which determines the
absolute scattering intensity. Formally, the virial equation has the same form as Equations
[4.4.43 and 47], again neglecting P(6):

— 2
(Ke,)12(6) =(1/M,) +2A,c, +3A,c2 +.. [4.4.49]
and
K=(b, =b,pVy 0, ) I Ny [4.4.50]
where:
[ mass by volume concentration ¢, = m,/V
A,,A;, ... second, third, ... osmotic virial coefficients
M, molar mass of the polymer
>(0) differential scattering cross section per volume unit
K contrast factor for neutron scattering
b,,b, densities of solvent and polymer scattering length

P, density of the solvent
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®
2,spez?

V) gper specific volume of the polymer (more exact, v
infinite dilution)

According to the scattering theory of polydisperse polymers, please see, for example,
in the book written by Strobl,'” the molar mass of the polymer, M,, is equal to the mass av-
erage, M,,, of polydisperse polymers. The contrast factor for neutron scattering takes into
account for the difference in scattering power of solvent molecules and polymer segments.
Again, Zimm plots can be constructed, as was explained above, for light scattering mea-
surements to take into account for angular and concentration dependence - for a demonstra-
tion see Vennemann et al.'”

The transformation of the obtained second virial coefficients into solvent activities is
as explained above, Equations [4.4.34 and 4.4.35]. A recent example for the determination
of second virial coefficients from SANS is the investigation of aggregation phenomenon in
associating polymer solutions by Pedley et al.,'* where sodium sulfonated polystyrene
ionomers in deuterated xylene were considered. Enthalpic and entropic contributions to A,
were calculated (as in the paper by Wolf and Adams'* for A, from light scattering) and an
enthalpy of aggregation was estimated from these data. A high-pressure investigation on
aqueous poly(ethylene oxide) solutions was made by Vennemann et al.'”> who measured
second virial coefficients by a SANS experiment for pressures up to 200 MPa and combined
these data with PVT-measurements to obtain also excess and partial excess volumes and
gained information about the pressure dependence of the chemical potential.

4.4.3.2.5 Ultracentrifuge

The analytical ultracentrifuge is a powerful tool for polymer characterization. Technical de-
tails of ultracentrifugation will not be considered here - please see Refs.***>>" for more in-
formation. In a typical ultracentrifuge experiment, the polymer solution is put in a sample
tube and rotated at high speed. Thermodynamic data can be obtained either from the sedi-
mentation velocity (sedimentation coefficient) or from the sedimentation-diffusion equilib-
rium since the centrifugal forces are balanced by the activity gradient. The concentration
gradient is conventionally measured via the refractive index gradient along the axis of the
tube using Schlieren photography or various optics.

The sedimentation coefficient is defined as the sedimentation velocity in a unit force
field:

the partial specific volume at

s =dh£dt [4.4.51]
wh
where:
S sedimentation coefficient
h distance from the center of rotation
t time
w angular velocity

For a given polymer-solvent system, the sedimentation coefficient is dependent on
temperature, pressure and polymer concentration. For obtaining thermodynamic data from
sedimentation coefficients, one additionally has to measure the diffusion coefficient. This
can be made with an ultracentrifuge in special diffusion cells*® or with dynamic light
scattering®® based on the theory of Pecora.'” Nearly all diffusion coefficients have been
measured by this method since it became available in 1970. The determination of sedimen-
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tation and diffusion coefficient yields virial coefficients of a polymer solution. The
so-called Svedberg equation reads:

§1 Vs e ) = RTa/T +2A.c, +3A,c2 +.0 [4.4.52]
a
where:
D diffusion coefficient
Vs ez partial specific volume of the polymer
P, density of the solvent
[ mass by volume concentration ¢, = m,/V
A,A,, ... second, third, ... osmotic virial coefficients
M, molar mass of the polymer

Equation [4.4.52] is strictly valid for monodisperse polymers, i.e., one single compo-
nent 2. For polydisperse polymers, different averages were obtained for the sedimentation
and the diffusion coefficient, which depends on the applied measuring mode and the subse-
quent calculations. The averages of M, correspond with averages of D and s and are mixed
ones that have to be transformed into the desired common averages - for details please see
Refs.

Sedimentation-diffusion equilibrium in an ultracentrifuge gives also a virial series:*

wzh(1_\,215pezp1)§";%§:;w§”l +2A.c, +3A,c2 +...§ [4.4.53]
2

where:
h distance from the center of rotation
w angular velocity

Equation [4.4.53] is again valid for monodisperse polymers only. Polydisperse poly-
mers lead to apparent molar mass averages and to averages of the virial coefficients which
have to be transformed into the desired common averages by appropriate calculation meth-
0 ds.35_37

A somewhat different way of avoiding the virial expansion in Equation [4.4.53] was
developed by Scholte.'’*!'"” Without going into details, his final relation was:

ofh(1—v2,spezp1)BN _1%2351 +RT %Bf%’” E4454]

where:
W, mass fraction of the polymer
M, molar mass of the solvent
M, number average molar mass of the polymer
M, mass average molar mass of the polymer
n refractive index of the solution

Some assumptions were made for the derivation of Equation [4.4.54], especially the
partial specific volume, the refractive index, and the derivative dn/dw, must not depend on
the molar mass distribution of the polymer. If one further assumes that the Flory-Huggins
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X-function depends only on temperature and concentration, but not on molar mass, the par-
tial derivative of the chemical potential can be calculated by Equation [4.4.13a] to obtain
values of the x-function. Scholte carried out experiments for solutions of polystyrene in
cyclohexane or toluene at different temperatures and in a concentration range of 0-80 wt%.

Thus, the sedimentation method is able to cover nearly the total concentration range of
a polymer solution; however, values obtained by this method were slightly higher than val-
ues determined by other methods. Since the measurement of thermodynamic data by sedi-
mentation equilibrium is not very frequent in the literature this is certainly not a final
statement. A combined determination of second osmotic virial coefficients of poly(ethylene
glycol)s in methanol, water and N,N-dimethylformamide by Elias and Lys'”® using light
scattering, VPO and sedimentation equilibrium showed good agreement between all meth-
ods. This was also confirmed in a recent investigation on poly(1-phenyl-1-propene) in tolu-
ene by Hirao et al.,'”” where second virial coefficients were determined by light scattering
and by sedimentation equilibrium over a wide range of molar mass. Some further A, data
from sedimentation measurements can be found in the tables by Lechner et al.” The transfor-
mation of the obtained second virial coefficients into solvent activities is as explained
above.

4.4.3.2.6 Cryoscopy (freezing point depression of the solvent)

In the cryoscopic method, the freezing temperature of a solution is compared with that of the
pure solvent. The polymer must be solvable in the solvent at the freezing temperature and
must not react with the solvent either chemically or physically. Difficulties may arise from
limited solubility and from the formation of solid solutions on freezing. Application of
cryoscopy to polymer solutions is not widespread in literature despite the simplicity of the
required equipment. Cryoscopy was reviewed by Glover,** who also discussed technical de-
tails and problems in concern with application to polymer solutions. A detailed review on
cryometers and cryoscopic measurements for low-molar mass systems was recently made
by Doucet.'® Cryometers are sold commercially, e.g., Knauer. Measurements of thermody-
namic data are infrequent. Applications usually determine molar masses. Accurate data re-
quire precise temperature measurement and control as well as caution with the initiation of
the crystallization process and the subsequent establishment of equilibrium (or steady state)
conditions. High purity is required for the solvent and also for the solute.

Data reduction of cryoscopic measurements is made by applying the relation for the
freezing point depression of a binary mixture to obtain solvent activities:

1 1 R
R NIl [4.4.55]
1 1 sLt 1
where:
b1 solid-liquid equilibrium melting temperature of the pure solvent
LT, solid-liquid equilibrium melting temperature of the solvent in the polymer solution
A H molar enthalpy of fusion of the pure solvent.

Kawai'®' determined some values of the X-function for benzene solutions of polysty-

rene or poly(vinyl acetate) and aqueous solutions of poly(vinyl alcohol). In comparison
with various data from the tables given by Orwoll,® larger deviations with respect to other
methods have to be stated. Just recently, Hoei et al."® made a more sophisticated analysis of
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solid-liquid coexistence data of benzene in natural rubber and found good agreement to
other data.

Equation [4.4.55] could in principle also be used for the determination of thermody-
namic data from the melting point depression of (semi)crystalline polymers when the sub-
scripts changed from 1 to 2. This enables a second approach to data for the infinite dilution
range of the solvent in the polymer. Such investigations have been made in the literature.
However, these data are regarded as being less reliable by a number of reasons and no fur-
ther discussion will be made here.
4.4.3.2.7 Liquid-liquid equilibrium (LLE)

There are two different situations for the liquid-liquid equilibrium in polymer-solvent sys-
tems:

(i) the equilibrium between a dilute polymer solution (sol) and a polymer-rich

solution (gel) and

(i1) the equilibrium between the pure solvent and a swollen polymer network

(geD).
Case (i) is considered now, case (ii) is specially considered below as swelling equilibrium.

LLE-measurements do not provide a direct result with respect to solvent activities.
Equation (4.4.8) says that solvent activities at given temperature and pressure must be equal
in both coexisting phases. Since the solvent activity of such a coexisting phase is a priori not
known, one has to apply thermodynamic models to fit LLE-data as functions of temperature
and concentration. Solvent activities can be obtained from the model in a subsequent step
only.

b)
cloud -point curve
Tor @ shadow curve

coexistence
curves
0 0.5 1 0 0.5 1
weight fraction of the weight fraction of the
polymer polymer

Figure 4.4.19. Principles of liquid-liquid demixing in polymer solutions, a) - strictly binary polymer solution of a
monodisperse polymer, b) - quasi-binary polymer solution of a polydisperse polymer which is characterized by a
distribution function: C - critical point, dashed lines - tie lines, T(1) - temperature/concentration in the homoge-
neous region, T(2) - temperature/concentrations of the cloud point (phase’) and the corresponding shadow point
(phase’"), T(3) - temperature in the heterogeneous LLE region, coexistence concentrations of phase” and phase”’” at
T(3) are related to the starting concentration = cloud point concentration of (2).
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Furthermore, there is another effect which causes serious problems with LLE-data of
polymer solutions. This is the strong influence of distribution functions on LLE, because
fractionation occurs during demixing - see, for example, Koningsveld.**'® Figure 4.4.19 il-
lustrates the differences between the LLE-behavior of a strictly binary polymer solution of a
monodisperse polymer and a quasi-binary polymer solution of a polydisperse polymer
which is characterized by a distribution function.

One can see the very complicated behavior of quasi-binary solutions where the phase
boundary is given by a cloud-point curve and where an infinite number of coexistence
curves exists (one pair for each starting concentration, i.e., each cloud-point). The
cloud-point is a point in the T-w,- or the P-w,-diagram where a homogeneous solution of
concentration w,, begins to demix (where the “first” droplet of the second phase occurs,
T(2) in Figure 4.4.19). If w, is smaller than the critical concentration, the cloud-point be-
longs to the sol-phase, otherwise to the gel-phase.

As this subchapter is devoted to solvent activities, only the monodisperse case will be
taken into account here. However, the user has to be aware of the fact that most LLE-data
were measured with polydisperse polymers. How to handle LLE-results of polydisperse
polymers is the task of continuous thermodynamics, Refs.”>** Nevertheless, also solutions
of monodisperse polymers or copolymers show a strong dependence of LLE on molar mass
of the polymer,'® or on chemical composition of a copolymer.'®* The strong dependence on
molar mass can be explained in principle within the simple Flory-Huggins X-function ap-
proach, please see Equation [4.4.61].

Experimental methods can be divided into measurements of cloud-point curves, of
real coexistence data, of critical points and of spinodal curves:

Due to distinct changes in a number of physical properties at the phase transition bor-
der, quite a lot of methods can be used to determine cloud-points. In many cases, the refrac-
tive index change is determined because refractive indices depend on concentration (with
the seldom exception of isorefractive phases) and the sample becomes cloudy when the
highly dispersed droplets of the second phase appear at the beginning of phase separation.
Simple experiments observe cloud-points visually. More sophisticated equipment applies
laser techniques, e.g., Kuwahara,™ and light scattering, e.g., Koningsveld and
Staverman.'*” The principle scheme of such a scattering experiment is the same as explained
with Figure 4.4.18. Changes in scattering pattern or intensity were recorded as a function of
decreasing/increasing temperature or pressure. The point, where first deviations from a ba-
sic line are detected, is the cloud-point. Since demixing or phase homogenization need some
time (especially for highly viscous solutions), special care is to be applied for good data.
Around the critical point large fluctuations occur (critical opalescence) and scattering data
have to be measured at 90° scattering angle. The determination of the critical point is to be
made by independent methods (see below). Various other physical properties have been ap-
plied for detecting liquid-liquid phase separation: viscosity, e.g., Wolf and Sezen,'®® ultra-
sonic absorption, e.g., Alfrey and Schneider,'® thermal expansion, e.g., Greer and Jacobs,'”
dielectric constant, e.g., Jacobs and Greer,"”' or differential thermal analysis DTA, e.g.,
Muessig and Wochnowski.'?

There are only a small number of investigations where real coexistence data were
measured. This is mainly due to very long equilibrium times (usually weeks) which are nec-
essary for obtaining thermodynamically correct data. A common method is to cool homoge-
neous solutions in ampullae very slowly to the desired temperature in the LLE-region and
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equilibrium is reached after both phases are sharply separated and clear, Rehage et al.'”* Af-
ter separating both phases, concentrations and distribution functions were measured. Ac-
ceptable results can be obtained for low polymer concentrations (up to 20 wt%). Scholte and
Koningsveld'* developed a method for highly viscous polymer solutions at higher concen-
trations by constructing a modified ultracentrifuge where the equilibrium is quickly estab-
lished during cooling by action of gravitational forces. After some hours, concentrations,
phase volume ratios and concentration differences can be determined. Rietfeld with his
low-speed centrifuge'”® and Gordon with a centrifugal homogenizer'”® improved this tech-
nique and expanded its applicability up to polymer melts, e.g., Koningsveld et al."”’

The methods for obtaining spinodal data have already been discussed above with the
light scattering technique, please see Subchapter 4.4.3.2.2.

Special methods are necessary to measure the critical point. For solutions of
monodisperse polymers, it is the maximum of the binodal. Binodals of polymer solutions
can be rather broad and flat. The exact position of the critical point can be obtained by the
method of the rectilinear diameter. Due to universality of critical behavior, a relation like
Equation [4.4.56] is valid, deGennes:'**

(05 -04)/2-¢5" O(+ T/T")"™ [4.4.56]
where:
¢} volume fraction of the polymer in coexisting phase I
N volume fraction of the polymer in coexisting phase II
gt volume fraction of the polymer at the critical point
et critical temperature
a critical exponent

and critical points can be obtained by using regression methods to fit LLE-data to Equation
[4.4.56].

For solutions of polydisperse polymers, such a procedure cannot be used because the
critical concentration must be known in advance to measure its corresponding coexistence
curve. Additionally, the critical point is not the maximum in this case but a point at the
right-hand side shoulder of the cloud-point curve. Two different methods were developed to
solve this problem, the phase-volume-ratio method, e.g., Koningsveld,'” where one uses
the fact that this ratio is exactly equal to one only at the critical point, and the coexistence
concentration plot, e.g. Wolf,*” where an isoplethal diagram of values of ¢, and ¢} vs. ¢,
gives the critical point as the intersection point of cloud-point and shadow curves.

Since LLE-measurements do not provide a direct result with respect to solvent activi-
ties, Equation [4.4.8] and the stability conditions are the starting points of data reduction. As
pointed out above, the following explanations are reduced to the strictly binary solution of a
monodisperse polymer. The thermodynamic stability condition with respect to demixing is
given for this case by (see Prausnitz et al. *):

(6°,,G10°%,), >0 [4.4.57]
If this condition is not fulfilled between some concentrations ¢, and ¢}, demixing is

obtained and the minimum of the Gibbs free energy of mixing between both concentrations
is given by the double tangent at the corresponding curve of A;,G vs. ¢ ,, Equation [4.4.8].
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The resulting curve in the T vs. ¢, diagram, see Figure 4.4.19a, is the binodal curve. Ap-
plying Equations [4.4.3 to 4.4.5 and 4.4.13a], one gets two relations which have to be solved
simultaneously to fit an empirical X(T)-function to experimental binodal (coexistence) data.
For the most simple case of X being only a function of T (or P) and not of ¢, (the so-called
one-parameter approach) these relations read:

G E(q,z ) +x (612 -1%) =0 [4.4.58a]

SEON

and
1 ¢ 12 lI 2
,In—” %(q)z ) +x (612 -012) =0 [4.4.58D]
ro ¢,
where:
¢ volume fraction of the polymer in coexisting phase I
N volume fraction of the polymer in coexisting phase I
r ratio of molar volumes V,/V; what is the number of segments with V., =V,
X Flory-Huggins interaction function of the solvent

and solvent activities result from Equation [4.4.13a]. However, this simple approach is of
limited quality. More sophisticated models have to be applied to improve calculation re-
sults.

A special curve is obtained with the border line to the instability region, i.e., the
spinodal curve, for which the second derivative in Equation [4.4.57] is equal to zero. If one
applies again the one-parameter approach with an empirical X(T)-function, the following
simple result can be derived:

2X(TSP'"°da’) S 1T o [4.4.50]

spinodal spinodal
o, - o

where:
"epinodal spinodal temperature
¢ volume fraction of the polymer at the spinodal curve

which has to fit an empirical X(T)-function. An example for the spinodal relation of a
polydisperse polymer was given above by Equations [4.4.44 and 4.4.45].

The common point of spinodal and binodal curve is the critical point. The critical point
conditions are:

(0%8,,G/0%0,)p; =0 (0°A,,G/0%,),, =0
and [4.4.60]
(64Amfo/ 64¢2)P’T >0

If one applies again the one-parameter approach with an empirical X(T)-function, two
simple results can be derived:
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70 =1/ (1+r°%) and x”’f(T”’f):o.5(1+1/r°-5)2 [4.4.61]

where:

gt volume fraction of the polymer at the critical point
e critical temperature
This means that the critical concentration is shifted to lower values with increasing
segment number (molar mass) of the polymer and becomes zero for infinite molar mass.
Equation [4.4.61] explains also why the X(T)-function becomes 0.5 for infinite molar mass.
The critical temperature of these conditions is then called theta-temperature. Solvent activi-
ties can be calculated from critical X(T)-function data via Equation [4.4.13]. However,

results are in most cases of approximate quality only.
4.4.3.2.8 Swelling equilibrium

Polymers, crosslinked sufficiently to form a three-dimensional network, can absorb solvent
up to a large extent. The maximum possible solvent concentration, the degree of swelling,
are a function of solvent activity. If solvent is present in excess, this swelling equilibrium is
reached when the chemical potential of the pure solvent outside the network is equal to the
chemical potential inside the swollen sample. This means, there must be an additional con-
tribution to the Gibbs free energy of mixing (as is the case with the osmotic equilibrium) be-
sides the common terms caused by mixing the (virtually) infinite-molar-mass polymer and
the solvent. This additional part follows from the elastic deformation of the network. The
different aspects of chemical and physical networks will not be discussed here, for some de-
tails please see Refs.*'?* The following text is restricted to the aspect of solvent activities
only.

One method to obtain solvent activities in swollen polymer networks in equilibrium is
to apply vapor pressure measurements. This is discussed in detail above in the Subchapter
4.4.3.1.1 and most methods can be used also for network systems, especially all sorption
methods, and need no further explanation. The VPO-technique can be applied for this pur-
pose, e.g., Arndt.****” IGC-measurements are possible, too, if one realizes a definitely
crosslinked polymer in the column, e.g., Refs.?*%*!°

Besides vapor sorption/pressure measurements, definite swelling and/or deswelling
experiments lead to information on solvent activities. Swelling experiments work with pure
solvents, deswelling experiments use dilute solutions of macromolecules (which must not
diffuse into or adsorb at the surface of the network) and allow measurements in dependence
on concentration. Deswelling experiments can be made in dialysis cells to prevent diffusion
into the network. The determination of the equilibrium swelling/deswelling concentration
can be made by weighing, but, in most cases, by measuring the swelling degree. Some
methods for measuring the swelling degree are: measuring the buoyancy difference of the
sample in two different liquids of known density, e.g. Rijke and Prins,”'' measuring the vol-
ume change by cathetometer, e.g., Schwarz et al.,'* measuring the volume change by elec-
trical (inductive) measurements, e.g., Teitelbaum and Garwin.*'®

The swelling degree can be defined as the ratio of the masses (mass based degree) or of
the volumes (volume based degree) of the swollen to the dry polymer network sample:

Q,=1+m,/m, or Q =1+v,/v, =1+(Q, -p,/p, [4.4.62]
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where:
Q. mass based degree of swelling
Q, volume based degree of swelling
m, absorbed mass of the solvent
my mass of the dry polymer network
W absorbed volume of the solvent
Vy volume of the dry polymer network
ol density of the solvent

Px density of the dry polymer network

Since Q, = 1/¢,, usually volume changes were measured. If the sample swells
isotropically, the volume change can be measured by the length change in one dimension.
Calculation of solvent activities from measurements of the swelling degree needs a statisti-
cal thermodynamic model. According to Flory,*® a closed thermodynamic cycle can be con-
structed to calculate the Gibbs free energy of swelling from the differences between the
swelling process, the solution process of the linear macromolecules, the elastic deformation
and the crosslinking. The resulting equation can be understood in analogy to the
Flory-Huggins relation, Equation [4.4.13a] with r — oo, and reads:

D, I RT =In(1-6,) +6, +x03+v.V, (A0 }° -8 ,) [4.4.63]

where:

v, network density vV, = py/M,

\A molar volume of the pure liquid solvent 1 at temperature T

n memory term

A microstructure factor

B volume factor

M, molar mass of a network chain between two network knots

¢, equilibrium swelling concentration = 1/Q,

X Flory-Huggins X-function

A numerical calculation needs knowledge of the solvent activity of the corresponding
homopolymer solution at the same equilibrium concentration ¢, (here characterized by the
value of the Flory-Huggins X-function) and the assumption of a deformation model that pro-
vides values of the factors A and B. There is an extensive literature for statistical thermody-
namic models which provide, for example, Flory:* A =1 and B = 0.5; Hermans:*"* A = 1
and B = 1; James and Guth?" or Edwards and Freed:*'° A= 0.5 and B =0. A detailed expla-
nation was given recently by Heinrich et al.?*

The swelling equilibrium depends on temperature and pressure. Both are related to the
corresponding dependencies of solvent activity via its corresponding derivative of the
chemical potential:

6.0 AS, 000, 0. AH, Foo,

where:
¢, equilibrium swelling concentration of the solvent
AS, differential entropy of dilution at equilibrium swelling
AH, differential enthalpy of dilution at equilibrium swelling where AH, = TAS,

The first derivative in Equation [4.4.64] describes the slope of the swelling curve.
Since the derivative of the chemical potential is always positive for stable gels, the positive
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or negative slope is determined by the differential enthalpy or entropy of dilution,
Rehage.”"”

oPH _ 1 i
EpEE '(\4_\4)%%1 [4.4.65]

where:
vV, partial molar volume of the solvent in the polymer solution at temperature T
A\ molar volume of the pure solvent at temperature T

In analogy to membrane osmometry, swelling pressure measurements can be made to
obtain solvent activities. Pure solvents as well as dilute polymer solutions can be applied. In
the case of solutions, the used macromolecules must not diffuse into or adsorb at the surface
of the network. Two types of swelling pressure apparatuses have been developed. The
anisochoric swelling pressure device measures swelling degrees in dependence on pressure
and swelling volume, e.g., Borchard.*"® The isochoric swelling pressure device applies a
compensation technique where the volume is kept constant by an external pressure which is
measured, e.g., Borchard.?”® Swelling pressures can also be measured by sedimentation
equilibrium using an ultracentrifuge for details, please see Borchard.?***!

The swelling pressure Tt is directly related to the solvent activity by:

Ay, =RTIna, =1, [4.4.66]

and may be in the range of some MPa.

In comparison with all methods of determination of solvent activities from swelling
equilibrium of network polymers, the gravimetric vapor sorption/pressure measurement is
the easiest applicable procedure, gives the most reliable data, and should be preferred.

4.4.4 THERMODYNAMIC MODELS FOR THE CALCULATION OF SOLVENT
ACTIVITIES OF POLYMER SOLUTIONS

Since measurements of solvent activities of polymer solutions are very time-consuming and
can hardly be made to cover the whole temperature and pressure ranges, good thermody-
namic theories, and models are necessary, which are able to calculate them with sufficient
accuracy and which can interpolate between and even extrapolate from some measured ba-
sic data over the complete phase and state ranges of interest for a special application.
Many attempts have been made to find theoretical explanations for the non-ideal be-
havior of polymer solutions. There exist books and reviews on this topic, e.g., Refs.>#!#24¢-4
Therefore, only a short summary of some of the most important thermodynamic approaches
and models will be given here. The following explanations are restricted to concentrated
polymer solutions only because one has to describe mainly concentrated polymer solutions
when solvent activities have to be calculated. For dilute polymer solutions, with the second
virial coefficient region, Yamakawa’s book?* provides a good survey.
There are two different approaches for the calculation of solvent activities of polymer
solutions:
(1) the approach which uses activity coefficients, starting from Equation [4.4.11]
(i1) the approach which uses fugacity coefficients, starting from Equations [4.4.5 and
4.4.6].



196 Christian Wohlfarth

From the historical point of view and also from the number of applications in the liter-
ature, the common method is to use activity coefficients for the liquid phase, i.e., the poly-
mer solution, and a separate equation-of-state for the solvent vapor phase, in many cases the
truncated virial equation of state as for the data reduction of experimental measurements ex-
plained above. To this group of theories and models also free-volume models and lat-
tice-fluid models will be added in this paper because they are usually applied within this
approach. The approach where fugacity coefficients are calculated from one equation of
state for both phases was applied to polymer solutions more recently, but it is the more
promising method if one has to extrapolate over larger temperature and pressure ranges.

Theories and models are presented below without going into details and without
claiming completeness, since this text is not dedicated to theoretical problems but will only
provide some help to calculate solvent activities.
4.4.4.1 Models for residual chemical potential and activity coefficient in

the liquid phase
Since polymer solutions in principle do not fulfill the rules of the ideal mixture but show
strong negative deviations from Raoult’s law due to the difference in molecular size, the
athermal Flory-Huggins mixture is usually applied as the reference mixture within polymer
solution thermodynamics. Starting from Equation [4.4.11] or from

RTIna, =RTInx,y, =Ap, =p, —|° :EMOATWGE [4.4.67]
1 Py

where:
a, activity of the solvent
X, mole fraction of the solvent
Y, activity coefficient of the solvent in the liquid phase with activity a; = x,y,
H, chemical potential of the solvent
T chemical potential of the solvent at standard state conditions
R gas constant
T absolute temperature
n amount of substance (moles) of the solvent
n total amount of substance (moles) in the polymer solution
A LG molar Gibbs free energy of mixing,

the classical Flory-Huggins theory*®*’ leads, for a truly athermal binary polymer solution,
to:

|na1athermal :Al.lfthermal /RT :|n(1 _¢2) +@ _1%2 [44688]
r
or
1 | O 1
| athermal :| _ —_ I 4468b
i ng @ ri ZHLEH ro? [ ]
where:

¢, volume fraction of the polymer
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which is also called the combinatorial contribution to solvent activity or chemical potential,
arising from the different configurations assumed by polymer and solvent molecules in so-
lution, ignoring energetic interactions between molecules and excess volume effects. The
Flory-Huggins derivation of the athermal combinatorial contribution contains the implicit
assumption that the r-mer chains placed on a lattice are perfectly flexible and that the flexi-
bility of the chain is independent of the concentration and of the nature of the solvent. Gen-
eralized combinatorial arguments for molecules containing different kinds of energetic
contact points and shapes were developed by Barker”” and Tompa,”* respectively.
Lichtenthaler et al.*** have used the generalized combinatorial arguments of Tompa to ana-
lyze VLE of polymer solutions. Other modifications have been presented by
Guggenheim?%**7 or Staverman®*® (see below). The various combinatorial models are com-
pared in a review by Sayegh and Vera.”” Recently, Freed and coworkers®’**? developed a
lattice-field theory, that, in principle, provides an exact mathematical solution of the combi-
natorial Flory-Huggins problem. Although the simple Flory-Huggins expression does not
always give the (presumably) correct, quantitative combinatorial entropy of mixing, it qual-
itatively describes many features of athermal polymer solutions. Therefore, for simplicity,
it is used most in the further presentation of models for polymer solutions as reference state.

The total solvent activity/activity coefficient/chemical potential is simply the sum of
the athermal part as given above, plus a residual contribution:

athermal

Ina, =Ina; +Ina*o" [4.4.69a]

or

athermal

u1 :“? +u1 +u1residua/ [4469b]

The residual part has to be explained by an additional model and a number of suitable
models is now listed in the following text.

The Flory-Huggins interaction function of the solvent is the residual function used
first and is given by Equations [4.4.12 and 4.4.13] with u[*** / RT = xd3. It was originally
based on van Laar’s concept of solutions where excess entropy and excess volume of mix-
ing could be neglected and ¥ is represented only in terms of an interchange energy A¢/kT. In
this case, the interchange energy refers not to the exchange of solvent and solute molecules
but rather to the exchange of solvent molecules and polymer segments. For athermal solu-
tions, X is zero, and for mixtures of components that are chemically similar, X is small com-
pared to unity. However, X is not only a function of temperature (and pressure) as was
evident from this foundation, but it is also a function of composition and polymer molecular
mass, see e.g., Refs.””® If we neglect these dependencies, then the Scatchard-Hildebrand
theory,”*** i.e., their solubility parameter concept, could be applied:

e | RT =(V, / RT) (8, - 8,)" ¢2 [4.4.70]
with

5 =(8,0° 1v,)" [4.4.71]
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where:
\A molar volume of the pure liquid solvent 1 at temperature T
A, u; molar energy of vaporization of the pure liquid solvent 1 at temperature T
5, solubility parameter of the pure liquid solvent
3, solubility parameter of the polymer

Solubility parameters of polymers cannot be calculated from energy of vaporization
since polymers do not evaporate. Usually they have been measured according to Equation
[4.4.70], but details need not be explained here. Equation [4.4.70] is not useful for an accu-
rate quantitative description of polymer solutions but it provides a good guide for a qualita-
tive consideration of polymer solubility. For good solubility, the difference between both
solubility parameters should be small (the complete residual chemical potential term cannot
be negative, which is one of the disadvantages of the solubility parameter approach). Sev-
eral approximate generalizations have been suggested by different authors - a summary of
all these models and many data can be found in the books by Barton.'** Calculations apply-
ing additive group contributions to obtain solubility parameters, especially of polymers, are
also explained in the book by Van Krevelen.”*®

Better-founded lattice models have been developed in the literature. The ideas of
Koningsveld and Kleintjens, €.g., Ref.,”' lead to useful and easy to handle expressions, as is
given above with Equations [4.4.15, 4.4.17 and 4.4.46] that have been widely used, but
mainly for liquid-liquid demixing and not so much for vapor-liquid equilibrium and solvent
activity data. Comprehensive examples can be found in the books by Fujita*' or Kamide.*

The simple Flory-Huggins approach and the solubility parameter concept are inade-
quate when tested against experimental data for polymer solutions. Even for mixtures of
n-alkanes, the excess thermodynamic properties cannot be described satisfactorily - Flory et
al.>**** In particular, changes of volume upon mixing are excluded and observed excess
entropies of mixing often deviate from simple combinatorial contributions. To account for
these effects, the PVT-behavior has to be included in theoretical considerations by an equa-
tion of state. Pure fluids have different free volumes, i.e., different degrees of thermal ex-
pansion depending on temperature and pressure. When liquids with different free volumes
are mixed, that difference contributes to the excess functions. Differences in free volumes
must be taken into account, especially for mixtures of liquids whose molecules differ
greatly in size, i.e., the free volume dissimilarity is significant for polymer solutions and has
important effects on their properties, such as solvent activities, excess volume, excess
enthalpy and excess entropy. Additionally, the free volume effect is the main reason for lig-
uid-liquid demixing with LCST behavior at high temperatures.****!

Today, there are two principal ways to develop an equation of state for polymer solu-
tions: first, to start with an expression for the canonical partition function utilizing concepts
similar to those used by van der Waals (e.g., Prigogine,** Flory et al.,”*** Patterson,****
Simha and Somcynsky,”” Sanchez and Lacombe,”***** Dee and Walsh,>* Donohue and
Prausnitz,>’ Chien et al.”'), and second, which is more sophisticated, to use statistical ther-
modynamics perturbation theory for freely-jointed tangent-sphere chain-like fluids (e.g.,
Hall and coworkers,”*?** Chapman et al.,”>**** Song et al.******). A comprehensive review
about equations of state for molten polymers and polymer solutions was given by Lambert
et al. ' Here, only some resulting equations will be summarized under the aspect of calcu-
lating solvent activities in polymer solutions.

The theories that are usually applied within activity coefficient models are given now,
the other theories are summarized in Subchapter 4.4.4.2.
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The first successful theoretical approach of an equation of state model for polymer so-
lutions was the Prigogine-Flory-Patterson theory.**** It became popular in the version by
Flory, Orwoll and Vrij**® and is a van-der-Waals-like theory based on the correspond-
ing-states principle. Details of its derivation can be found in numerous papers and books
and need not be repeated here. The equation of state is usually expressed in reduced form
and reads:

PV_V

] [4.4.72]

where the reduced PV T-variables are defined by
P=P/P*T=T/T*V=VIT*P*V*=rcRT * [4.4.73]

and where a parameter c is used (per segment) such that 3rc is the number of effective exter-
nal degrees of freedom per (macro)molecule. This effective number follows from
Prigogine’s approximation that external rotational and vibrational degrees of freedom can
be considered as equivalent translational degrees of freedom. The equation of state is valid
for liquid-like densities and qualitatively incorrect at low densities because it does not fulfill
the ideal gas limit. To use the equation of state, one must know the reducing or characteristic
parameters P*, V*, T*. These have to be fitted to experimental PVT-data. Parameter tables
can be found in the literature - here we refer to the book by Prausnitz et al.,* a review by
Rodgers,** and the contribution by Cho and Sanchez*® to the new edition of the Polymer
Handbook.

To extend the Flory-Orwoll-Vrij model to mixtures, one has to use two assumptions:
(i) the hard-core volumes U* of the segments of all components are additive and (ii) the
intermolecular energy depends in a simple way on the surface areas of contact between sol-
vent molecules and/or polymer segments. Without any derivation, the final result for the re-
sidual solvent activity in a binary polymer solution reads:

o U
|nareSIdua/ - F;\;j 7~' |n - H 1 1 %
S
V. PV,
—EIX~ %g 1 (v Vi) [4.4.74]
RTH v
where:
X, interaction parameter
0, surface fraction of the polymer

The last term in Equation [4.4.74] is negligible at normal pressures. The reduced vol-
ume of the solvent 1 and the reduced volume of the mixture are to be calculated from the
same equation of state, Equation [4.4.72], but for the mixture the following mixing rules
have to be used (if random mixing is assumed):
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P :P1*'-|J1 +P2*w2 -§,8, X, [4.4.75a]
T =P I[(Pw, I T)) +(Pw, I T))] [4.4.75b]

where the segment fractions J; and the surface fractions 6, have to be calculated according
to:

qu :nivi* / anVI: :mivs*pez,i / zmkvs;ez,k :Xiri / zxkrk [44768]

0, =Ws /Y WS, [4.4.76b]

where:

2

; mass of component i
; mole fraction of component i
) number of segments of component i, here with r;/r, =V, / V; andr, = 1

i

S; number of contact sites per segment (proportional to the surface area per segment)
Now it becomes clear from Equation [4.4.74] that the classical Flory-Huggins X-func-
tion (XY =Ina[*""") varies with composition, as found experimentally. However, to cal-

culate solvent activities by applying this model, a number of parameters have to be
considered. The characteristic parameters of the pure substances have to be obtained by fit-
ting to experimental PVT-data as explained above. The number of contact sites per segment
can be calculated from Bondi’s surface-to-volume parameter tables** but can also be used
as fitting parameter. The X,-interaction parameter has to be fitted to experimental data of
the mixture. Fitting to solvent activities, e.g. Refs.,?>*% does not always give satisfactorily
results. Fitting to data for the enthalpies of mixing gives comparable results.** Fitting to ex-
cess volumes alone does not give acceptable results.'*? Therefore, a modification of Equa-
tion [4.4.74] was made by Eichinger and Flory'# by appending the term -(V, / R)Q,,63
where the parameter Q,, represents the entropy of interaction between unlike segments and
is an entropic contribution to the residual chemical potential of the solvent. By adjusting the
parameter Q,,, a better representation of solvent activities can be obtained.

There are many papers in the literature that applied the Prigogine-Flory-Patterson the-
ory to polymer solutions as well as to low-molecular mixtures. Various modifications and
improvements were suggested by many authors. Sugamiya®’ introduced polar terms by
adding dipole-dipole interactions. Brandani**® discussed effects of non-random mixing on
the calculation of solvent activities. Kammer et al.**” added a parameter reflecting differ-
ences in segment size. Shiomi et al.”’*?”' assumed non-additivity of the number of external
degrees of freedom with respect to segment fraction for mixtures and assumed the sizes of
hard-core segments in pure liquids and in solution to be different. Also Panayiotou®* ac-
counted for differences in segment size by an additional parameter. Cheng and Bonner*”
modified the concept to obtain an equation of state which provides the correct zero pressure
limit of the ideal gas. An attractive feature of the theory is its straightforward extension to
multi-component mixtures,”’* requiring only parameters of pure components and binary
ones as explained above. A general limitation is its relatively poor description of the com-
pressibility behavior of polymer melts, as well as its deficiencies regarding the description
of the pressure dependence of thermodynamic data of mixtures.

Dee and Walsh®” developed a modified version of Prigogine’s cell model that pro-
vides an excellent description of the PVT-behavior of polymer melts:
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[4.4.77]

where the reduced variables and characteristic parameters have the same definitions as in
the Flory model above. Equation [4.4.77] is formally identical with Prigogine’s result, ex-
cept for the additional constant parameter q, which can also be viewed as a correction to the
hard-core cell volume. The value of q = 1.07 corresponds approximately to a 25% increase
in the hard-core volume in comparison with the original Prigogine model. Characteristic pa-
rameters for this model are given in Refs.?***** The final result for the residual solvent activ-
ity in a binary polymer solution reads:

13
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The last term in Equation [4.4.78] is again negligible at normal pressures, which is the
case for the calculation of solvent activities of common polymer solutions. The reduced vol-
ume of the mixture is to be calculated from the equation of state where the same mixing
rules are valid, as given by Equations [4.4.75, 4.4.76] if random mixing is assumed. Equa-
tion [4.4.78] is somewhat more flexible than Equation [4.4.74]. Again, entropic parameter
Q,, and interaction parameter X, have to be fitted to experimental data of the mixture.
There is not much experience with the model regarding thermodynamic data of polymer so-
lutions because it was mainly applied to polymer blends, where it provides much better re-
sults than the simple Flory model.

To improve on the cell model, two other classes of models were developed, namely,
lattice-fluid and lattice-hole theories. In these theories, vacant cells or holes are introduced
into the lattice to describe the extra entropy change in the system as a function of volume
and temperature. The lattice size, or cell volume, is fixed so that the changes in volume can
only occur by the appearance of new holes, or vacant sites, on the lattice. The most popular
theories of such kind were developed by Simha and Somcynsky**’ or Sanchez and
Lacombe.**62#

The Sanchez-Lacombe lattice-fluid equation of state reads:

Vol o [4.4.79]
T 7 vV VT

where the reduced parameters are given in Equation [4.4.73], but no c-parameter is in-
cluded, and the size parameter, r, and the characteristic parameters are related by

P*V* =(r | M)RT * [4.4.80]
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where:
r size parameter (segment number)
M molar mass

In comparison with Equation [4.4.72], the size parameter remains explicit in the re-
duced equation of state. Thus, a simple corresponding-states principle is not, in general, sat-
isfied. But, in principle, this equation of state is suitable for describing thermodynamic
properties of fluids over an extended range of external conditions from the ordinary liquid to
the gaseous state (it gives the correct ideal gas limit) and also to conditions above the critical
point where the fluid is supercritical. Equation of state parameters for many liquids and lig-
uid/molten polymers have recently been reported by Sanchez and Panayiotou®” and for
polymers by Rodgers** and by Cho and Sanchez.*®® To extend the lattice fluid theory to
mixtures, appropriate mixing rules are needed. There is a fundamental difficulty here, be-
cause the segment size of any component is not necessarily equal to that of another but the
molecular hard-core volume of a component must not change upon mixing. Consequently,
the segment number of a component in the mixture, r;, may differ from that for the pure
fluid, r’. But, following the arguments given by Panayiotou,?’ the number of segments may
remain constant in the pure state and in the mixture. This assumption leads to a simpler for-
malism without worsening the quantitative character of the model. Thus, the following mix-
ing rules may be applied:

=P, +PW, —W W, X, [4.4.81a]
AE SRR [4.4.81b]
Vr=2¢;/r [4.4.81¢]

where V; =V, and V, provides an additional binary fitting parameter and Equation [4.4.80]
provides the mixing rule for T*. The final result for the residual solvent activity in a binary
polymer solution reads:

Ina;>o —r@ 1HnH/ L o B%—@nH/ H In—

DVD [|V1|:| Vi

W 1E, P r/iéi}—\%@
i owh Hy T

The last term in Equation (4.4.82) is again negligible at normal pressures. Various
other approximations were given in the literature. For example, one can assume random
mixing of contact sites rather than random mixing of segments,”””*’® as well as non-random
mixing.””"?” The model is applicable to solutions of small molecules as well as to polymer
solutions. Like the Prigogine-Flory-Patterson equation of state, the lattice-fluid model and
its variations have been used to correlate the composition dependence of the residual sol-
vent activity.”””?” These studies show that again entropic parameter Q,, and interaction pa-
rameter X, have to be fitted to experimental data of the mixture to provide better agreement

[4.4.82]
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with measured solvent activities. The model and its modifications have been successfully
used to represent thermodynamic excess properties, VLE and LLE for a variety of mixtures,
as summarized by Sanchez and Panayiotou.?”” In addition to mixtures of polymers with nor-
mal solvents, the model can also be applied to polymer-gas systems, Sanchez and
Rodgers.”

In lattice-hole theories, vacant cells or holes are introduced into the lattice, which de-
scribe the major part of thermal expansion, but changes in cell volume are also allowed
which influence excess thermodynamic properties as well. The hole-theory for polymeric
liquids as developed by Simha and Somcynsky* provides a very accurate equation of state
that works much better than the Prigogine-Flory-Patterson equation of state or the
Sanchez-Lacombe lattice-fluid model with respect to the precision how experimental
PVT-data can be reproduced. However, the Dee-Walsh equation of state, Equation [4.4.77],
with its more simple structure, works equally well. The Simha-Somcynsky equation of state
must be solved simultaneously with an expression that minimizes the partition function
with respect to the fraction of occupied sites and the final resulting equations for the chemi-
cal potential are more complicated. Details of the model will not be provided here. Charac-
teristic parameters for many polymers have recently been given by Rodgers®*? or Cho and
Sanchez.”*® The model is applicable to solutions of small molecules as well as to polymer
solutions. Binary parameters have to be fitted to experimental data as with the models ex-
plained above. Again, one can assume random mixing of contact sites rather than random
mixing of segments as well as non-random mixing, as was discussed, for example, by Nies
and Stroeks®' or Xie et al.?****

Whereas the models given above can be used to correlate solvent activities in polymer
solutions, attempts also have been made in the literature to develop concepts to predict sol-
vent activities. Based on the success of the UNIFAC concept for low-molecular liquid mix-
tures,”® Oishi and Prausnitz*® developed an analogous concept by combining the
UNIFAC-model with the free-volume model of Flory, Orwoll and Vrij.”*® The mass fraction
based activity coefficient of a solvent in a polymer solution is given by:

INQ, In(a, / w,) =INQ°™ +InQ;* +InQ [4.4.83]
where:
Q, mass fraction based activity coefficient of solvent 1 at temperature T
Q™ combinatorial contribution to the activity coefficient
Q- residual contribution to the activity coefficient
Q]rv free-volume contribution to the activity coefficient

Instead of the Flory-Huggins combinatorial contribution, Equation [4.4.68], the

Staverman relation??® is used.
M M.
naem =n¥1 4 Zg 0oy WM, > v, [4.4.84]
w, 2 g, w, T W

where the segment fractions |); and the surface area fractions 6, have to be calculated accord-
ing to

W, :(Wiri /Mi)/ Z(Wkrk /Mk) [4.4.85a]



204 Christian Wohlfarth

=(w,q, /M,) Z(w,q, I M,) [4.4.85D]

and the l-parameter is given by

=(z/2)(r, =q,) -(r, -1 [4.4.85¢]
where:
i, components in the solution
z lattice coordination number (usually = 10)
s surface area of component i based on Bondi’s van-der-Waals surfaces
M; molar mass of component i (for polymers the number average is recommended)

mass fraction of component i
segment number of component i based on Bondi’s van-der-Waals volumes

The molecules must be divided into groups as defined by the UNIFAC method. The

segment surface areas and the segment volumes are calculated from Bondi’s tables® ac-

cording to

r = Z vOR, and q, = Zvﬁj’Qk [4.4.86]
where:
k number of groups of type k in the solution
Vi number of groups of type k in the molecule i
Ry Van-der-Waals group volume parameter for group k
Qy Van-der-Waals group surface parameter for group k

The residual activity coefficient contribution for each component is given by

res — (i) _ (i)
InQ’ _ka [Inl‘k Ian] [4.4.87]
where:
My the residual activity coefficient of group k in the defined solution
ro the residual activity coefficient of group k in a reference solution containing pure

component i only
The residual activity coefficient of group k in the given solution is defined by

IZI
B/\ expD—a E

Inl, =Q, a—lnEZ/\ expD— 8k DE—Z DD Z DD%[4_4_38]
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where:
a,,and a,, group interaction parameter pair between groups m and n
N, group surface area fraction for group m

The group surface area fraction /\, for group m in the solution is given by

Qme

A, =—mm_ [4.4.89]
Z Qpo
P
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where:
Xm
The group mole fraction X, for group m in the solution is given by

group mole fraction for group m

U)
ZV,,’, w, I M,

Xy =t [4.4.89b]
Z va w; M,
7P

The residual activity coefficient of group k in reference solutions containing only
component i, I "is similarly determined using Equations [4.4.88, 4.4.89], with the excep-
tion that the summation indices k, m, p refer only to the groups present in the pure compo-
nent and the summations over each component j are calculated only for the single
component present in the reference solution.

The group interaction parameter pairs a,,, and a,,, result from the interaction between
the groups m and n. These parameter are unsymmetric values that have to be fitted to experi-
mental VLE-data of low-molecular mixtures. They can be taken from UNIFAC tables, e.g.,
Refs. 2228289 and, additionally, they may be treated as temperature functions.

The free-volume contribution, which is essential for nonpolar polymer solutions, fol-
lows, in principle, from Equation [4.4.74] with parameter X, = 0 as applied by Raetzsch
and Glindemann,”” or in a modified form from Equation [4.4.90] as introduced by Oishi
and Prausnitz and used also in Danner’s Handbook.?

INQ =3¢, InF—— ¢, F——— [4.4.90]

where:
c external degree of freedom parameter of the solvent 1, usually fixed = 1.1

To get a predictive model, the reduced volumes and the external degree of freedom pa-
rameter are not calculated from Flory’s equation of state, Equation [4.4.72], but from some
simple approximations as given by the following relations:?

_ Vg M,

o= Vspeni ™ [4.4.91a]
001942r,

~ Z Uspez,iwi

V=1
0019425 rw, I M,

[4.4.91b]

where:
Ugperi specific volume of component i in m*/kg
T segment number of component i based on Bondi’s van-der-Waals volumes
M; molar mass of component i (for polymers the number average is recommended)
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w; mass fraction of component i

There has been a broad application of this group-contribution UNIFAC-fv concept to
polymer solutions in the literature. Raetzsch and Glindemann®” recommended the use of
the real free-volume relation from the Flory-Orwoll-Vrij model to account for realistic
PVT-data. Problems arise for mixtures composed from chemically different components
that posses the same groups, e.g., mixtures with different isomers. Kikic et al.”' discussed
the influence of the combinatorial part on results obtained with UNIFAC-fv calculations.
Gottlieb and Herskowitz****** gave some polemic about the special use of the ¢,-parameter
within UNIFAC-fv calculations. Iwai et al.***** demonstrated the possible use of
UNIFAC-fv for the calculation of gas solubilities and Henry’s constants using a somewhat
different free-volume expression. Patwardhan and Belfiore*® found quantitative discrepan-
cies for some polymer solutions. In a number of cases UNIFAC-fv predicted the occurrence
of a demixing region during the calculation of solvent activities where experimentally only
a homogeneous solution exists. Price and Ashworth®”’ found that the predicted variation of
residual solvent activity with polymer molecular mass at high polymer concentrations is op-
posite to that measured for polydimethylsiloxane solutions. But, qualitative correct predic-
tions were obtained for poly(ethylene glycol) solutions with varying polymer molecular
mass.”**" However, UNIFAC-fv is not capable of representing thermodynamic data of
strongly associating or solvating systems.

Many attempts have been made to improve the UNIFAC-fv model which cannot be
listed here. A comprehensive review was given by Fried et al.*”" An innovative method to
combine the free-volume contribution within a corrected Flory-Huggins combinatorial en-
tropy and the UNIFAC concept was found by Elbro et al.*** and improved by Kontogeorgis
et al.’*® These authors take into account the free-volume dissimilarity by assuming different
van der Waals hard-core volumes (again from Bondi’s tables***) for the solvent and the
polymer segments

VY =q, (V" Vi) [4.4.92a]
ESATA| z X,V [4.4.92b]
J
where:
Qi surface area of component i based on Bondi’s van der Waals surfaces
X; mole fraction of component i
Vi molar volume of component i
Vivaw van der Waals hard-core molar volume of component i

and introduced these free-volume terms into Equation [4.4.68] to obtain a free-volume cor-
rected Flory-Huggins combinatorial term:

Iny" :In(¢fv /X,-) +1_(¢va /X,-) [4.4.932]
or

QY =In(¢f /w,)+1-(o} /x,) [4.4.93D]
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To obtain the complete activity coefficient, only the residual term from the UNIFAC
model, Equation [4.4.87], has to be added. An attempt to incorporate differences in shape
between solvent molecules and polymer segments was made by Kontogeorgis et al.** by
adding the Staverman correction term to obtain:

fv fv
O 4 % 2 H Wi Y [4.4.93]
X, x, 2H 6,

1 1 1

Iny" =In

where the segment fractions J; and the surface area fractions 6, have to be calculated accord-
ing to Equations [4.4.85a+b]. Using this correction, they get somewhat better results only
when Equation [4.4.93] leads to predictions lower than the experimental data.

Different approaches utilizing group contribution methods to predict solvent activities
in polymer solutions have been developed after the success of the UNIFAC-fv model.
Misovich et al.** have applied the Analytical Solution of Groups (ASOG) model to poly-
mer solutions. Recent improvements of polymer-ASOG have been reported by Tochigi et
al.**> Various other group-contribution methods including an equation-of-state were de-
veloped by Holten-Anderson et al.,**®** Chen et al.,*’ High and Danner,*'"*"* Tochigi et
al.,’" Lee and Danner,*" Bertucco and Mio,*'® or Wang et al.,*"” respectively. Some of them
were presented again in Danner’s Handbook.? Detail are not provided here.

4.4.4.2 Fugacity coefficients from equations of state

Total equation-of-state approaches usually apply equations for the fugacity coefficients in-
stead of relations for chemical potentials to calculate thermodynamic equilibria and start
from Equations [4.4.2 to 6]. Since the final relations for the fugacity coefficients are usually
much more lengthy and depend, additionally, on the chosen mixing rules, only the equa-
tions of state are listed below. Fugacity coefficients have to be derived by solving Equation
[4.4.6]. After obtaining the equilibrium fugacities of the liquid mixture at equilibrium tem-
perature and pressure, the solvent activity can be calculated from Equation [4.4.1]. The
standard state fugacity of the solvent can also be calculated from the same equation of state
by solving the same equations but for the pure liquid. Details of this procedure can be found
in textbooks, e.g., Refs.*'83"?

Equations of state for polymer systems that will be applied within such an approach
have to be valid for the liquid as well as for the gaseous state like lattice-fluid models based
on Sanchez-Lacombe theory, but not the free-volume equations based on
Prigogine-Flory-Patterson theory, as stated above. However, most equations of state ap-
plied within such an approach have not been developed specially for polymer systems, but,
first, for common non-electrolyte mixtures and gases. Today, one can distinguish between
cubic and non-cubic equations of state for phase equilibrium calculations in polymer sys-
tems. Starting from the free-volume idea in polymeric systems, non-cubic equations of state
should be applied to polymers. Thus, the following text presents first some examples of this
class of equations of state. Cubic equations of state came later into consideration for poly-
mer systems, mainly due to increasing demands from engineers and engineering software
where three-volume-roots equations of state are easier to solve and more stable in computa-
tional cycles.

About ten years after Flory’s development of an equation of state for polymer systems,
one began to apply methods of thermodynamic perturbation theory to calculate the thermo-
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dynamic behavior of polymer systems. The main goal was first to overcome the restrictions
of Flory’s equation of state to the liquid state, to improve the calculation of the compress-
ibility behavior with increasing pressure and to enable calculations of fluid phase equilibria
at any densities and pressures from the dilute gas phase to the compressed liquid including
molecules differing considerably in size, shape, or strength of intermolecular potential en-
ergy. More recently, when more sophisticated methods of statistical mechanics were devel-
oped, deeper insights into liquid structure and compressibility behavior of model polymer
chains in comparison to Monte Carlo modelling results could be obtained applying thermo-
dynamic perturbation theory. Quite a lot of different equations of state have been developed
up to now following this procedure; however, only a limited number was applied to real sys-
tems. Therefore, only some summary and a phenomenological presentation of some equa-
tions of state which have been applied to real polymer fluids should be given here, following
their historical order.

The perturbed-hard-chain (PHC) theory developed by Prausnitz and coworkers in the
late 1970s*3** was the first successful application of thermodynamic perturbation theory
to polymer systems. Since Wertheim’s perturbation theory of polymerization®* was formu-
lated about 10 years later, PHC theory combines results from hard-sphere equations of sim-
ple liquids with the concept of density-dependent external degrees of freedom in the
Prigogine-Flory-Patterson model for taking into account the chain character of real poly-
meric fluids. For the hard-sphere reference equation the result derived by Carnahan and
Starling®* was applied, as this expression is a good approximation for low-molecular
hard-sphere fluids. For the attractive perturbation term, a modified Alder’s*® fourth-order
perturbation result for square-well fluids was chosen. Its constants were refitted to the ther-
modynamic equilibrium data of pure methane. The final equation of state reads:

2 _
PV ctic 2 oy 5 M [4.4.94]
RT (y - 1) T TN, T
vV T
where:
y packing fraction with y = V/(V,T) and T = (1t/ 6)2°° =0.7405 (please note that in a

number of original papers in the literature the definition of y within this kind of
equations is made by the reciprocal value, i.e., TV,/V)

c degree of freedom parameter, related to one chain-molecule (not to one segment)
Vo hard-sphere volume for closest packing
A empirical coefficients from the attractive perturbation term

The reduced volume is again defined by V = V/V,, and the reduced temperature by
T =T/ T*. The coefficients A,,, are given in the original papers by Beret*****! and are con-
sidered to be universal constants that do not depend on the chemical nature of any special
substance. The remaining three characteristic parameters, ¢, T* and V,,, have to be adjusted
to experimental PVT-data of the polymers or to vapor-liquid equilibrium data of the pure
solvents. Instead of fitting the c-parameter, one can also introduce a parameter P* by the re-
lation P* = cRT*/V,. In comparison with Flory’s free-volume equation of state, PHC-equa-
tion of state is additionally applicable to gas and vapor phases. It fulfills the ideal gas limit,
and it describes the PVT-behavior at higher pressures better and without the need of temper-
ature and/or pressure-dependent characteristic parameters, such as with Flory’s model.
Values for characteristic parameters of polymers and solvents can be found in the original
literature. A review for the PHC-model was given by Donohue and Vimalchand,** where a
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number of extensions and applications also are summarized. Application to mixtures and
solutions needs mixing rules for the characteristic parameters and introduction of binary fit-
ting parameters****2"*?* (details are not given here). Examples for applying PHC to polymer
solutions are given by Liu and Prausnitz*®® or Iwai, Arai and coworkers.***!

The chain-of-rotators (COR) equation of state was developed by Chao and
coworkers®*? as an improvement of the PHC theory. It introduces the non-spherical shape of
molecules into the hard-body reference term and describes the chain molecule as a chain of
rotators with the aim of an improved model for calculating fluid phase equilibria, PVT and
derived thermodynamic properties, at first only for low-molecular substances. Instead of
hard spheres, the COR-model uses hard dumbbells as reference fluid by combining the re-
sult of Boublik and Nezbeda** with the Carnahan-Starling equation for a separate consider-
ation of rotational degrees of freedom; however, still in the sense of
Prigogine-Flory-Patterson regarding the chain-character of the molecules. It neglects the ef-
fect of rotational motions on intermolecular attractions; however, the attractive portion of
the final equation of state has an empirical dependence on rotational degrees of freedom
given by the prefactor of the double sum. For the attractive perturbation term, a modified
Alder’s fourth-order perturbation result for square-well fluids was chosen, additionally im-
proved by an empirical temperature-function for the rotational part. The final COR equation
reads:

2 _
PV =2y iy ey (o o)

RT (y—1)3 02 0 (y—1)3

- A
Hh+CHB, +B, /T +B, TH@Z 5 o [4.4.95]
O 20 oo & " +"
VvV T
where:
y packing fraction with y = V/(V,1) and T = (1t/ 6)2°° =0.7405 (please note that in a

number of original papers in the literature the definition of y within this kind of
equations is made by its reciprocal value, i.e., TV,/V)

c degree of freedom parameter, related to one chain-molecule (not to one segment)
V, hard-sphere volume for closest packing
A empirical coefficients from the attractive perturbation term

B,,B;,B, empirical coefficients for the temperature dependence of the rotational part
a accounts for the deviations of the dumbbell geometry from a sphere

As can be seen from the structure of the COR equation of state, the Carnahan-Starling
term becomes very small with increasing chain length, i.e., with increasing c, and the rota-
tional part is the dominant hard-body term for polymers. The value of ¢ is here a measure of
rotational degrees of freedom within the chain (and related to one chain-molecule and not to
one segment). It is different from the meaning of the c-value in the PHC equation. Its exact
value is not known a priori as chain molecules have a flexible structure. The value of o for
the various rotational modes is likewise not precisely known. Since a and ¢ occur together
in the product c(a - 1), departure of real rotators from a fixed value of o is compensated for
by the c-parameter after any fitting procedure. As usual, the value of O is assigned a con-
stant value of 1.078 calculated according to the dumbbell for ethane as representative for the
rotating segments of a hydrocarbon chain. The coefficients A, and the three parameters By,
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B,, B, were refitted to the thermodynamic equilibrium data of pure methane, ethane, and
propane.*? Both A, matrices for PHC and COR equation of state contain different numeri-
cal values. The remaining three characteristic parameters, ¢, T* and V, have to be adjusted
to experimental equilibrium data. Instead of fitting the c-parameter, one can also introduce a
parameter P* by the relation P* = cRT*/V,. Characteristic parameters for many solvents
and gases are given by Chien et al.*** or Masuoka and Chao.*** Characteristic parameters of
more than 100 polymers and many solvents are given by Wohlfarth and coworkers,**>**
who introduced segment-molar mixing rules and group-contribution interaction parameters
into the model and applied it extensively to polymer solutions at ordinary pressures as well
as at high temperatures und pressures, including gas solubility and supercritical solutions.
They found that it may be necessary sometimes to refit the pure-component characteristic
data of a polymer to some VLE-data of a binary polymer solution to calculate correct sol-
vent activities, because otherwise demixing was calculated. Refitting is even more neces-
sary when high-pressure fluid phase equilibria have to be calculated using this model.

A group-contribution COR equation of state was developed Pults et al.*****" and ex-
tended into a polymer COR equation of state by Sy-Siong-Kiao et al.**' This equation of
state is somewhat simplified by replacing the attractive perturbation term by the corre-
sponding part of the Redlich-Kwong equation of state.

2 _ - 24 —(a +
PV _ 4P -2y pa-ipdy®+3ay—(a+) ) [4.4.96]
RT -9 023 (y-9 RTIV +b(T)]
where:
a attractive van der Waals-like parameter
b excluded volume van der Waals-like parameter
c degree of freedom parameter, related to one chain-molecule (not to one segment)
y packing fraction

a accounts for the deviations of the dumbbell geometry from a sphere

Exponential temperature functions for the excluded volume parameter b and the at-
tractive parameter a were introduced by Novenario et al.>*>*** to apply this equation of state
also to polar and associating fluids. Introducing a group-contribution concept leads to seg-
ment-molar values of all parameters a, b, ¢ which can easily be fitted to specific volumes of
polymers. >

The statistical associating fluid theory (SAFT) is the first and the most popular ap-
proach that uses real hard-chain reference fluids, including chain-bonding contributions. Its
basic ideas have been developed by Chapman et al.>***** Without going into details, the fi-
nal SAFT equation of state is constructed from four terms: a segment term that accounts for
the non-ideality of the reference term of non-bonded chain segments/monomers as in the
equations shown above, a chain term that accounts for covalent bonding, and an association
term that accounts for hydrogen bonding. There may be an additional term that accounts for
other polarity effects. A dispersion term is also added that accounts for the perturbing poten-
tial, as in the equations above. A comprehensive summary is given in Praunsitz’s book.*’
Today, there are different working equations based on the SAFT approach. Their main dif-
ferences stem from the way the segment and chain terms are estimated. The most common
version is the one developed by Huang and Radosz,*** applying the fourth-order perturba-
tion approach as in COR or PHC above, but with new refitted parameters to argon, as given
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by Chen and Kreglewski,**® and a hard-sphere pair-correlation function for the chain term as
following the arguments of Wertheim. The Huang-Radosz-form of the SAFT-equation of
state without an association term reads:***

2
ﬂ=1+r4y7 con), Y2 5y -2 szo Dum"[4497]
RT (v-19° (v -2y - 1) kT H
where:
D, empirical coefficients from the attractive perturbation term
k Boltzmann’s constant
r chain segment number

In comparison to the PHC equation of state, the new term between the Carnahan-Star-
ling term and the double sum accounts for chain-bonding. The terms are proportional to the
segment number, r, of the chain molecule. However, the hard-sphere volume, V,, is now a
slight function of temperature which is calculated according to the result of Chen and
Kreglewski:**®

3
V, =V*[1-012exp(-3u, / kT)] [4.4.98]
where:
Vo hard-sphere volume at T = 0 K
U, well-depth of a square-well potential u/k = uy/k (1 + 10K/T) with 10K being an

average for all chain molecules.

The ratio uy/k or u/k is analogous to the characteristic parameter T* in the equations
above. There are two additional volume and energy parameters if association is taken into
account. In its essence, the SAFT equation of state needs three pure component parameters
which have to be fitted to equilibrium data: V*, uy/k and r. Fitting of the segment number
looks somewhat curious to a polymer scientist, but it is simply a model parameter, like the
c-parameter in the equations above, which is also proportional to r. One may note addition-
ally that fitting to specific volume PVT-data leads to a characteristic ratio /M (which is a
specific r-value), as in the equations above, with a specific c-parameter. Several modifica-
tions and approximations within the SAFT-framework have been developed in the litera-
ture. Banaszak et al.**”** or Shukla and Chapman*® extended the concept to copolymers.
Adidharma and Radosz™' provides an engineering form for such a copolymer SAFT ap-
proach. SAFT has successfully applied to correlate thermodynamic properties and phase
behavior of pure liquid polymers and polymer solutions, including gas solubility and super-
critical solutions by Radosz and coworkers®**332%31-3% gadowski et al.** applied SAFT to
calculate solvent activities of polycarbonate solutions in various solvents and found that it
may be necessary to refit the pure-component characteristic data of the polymer to some
VLE-data of one binary polymer solution to calculate correct solvent activities, because
otherwise demixing was calculated. GroB and Sadowski*”® developed a “Perturbed-Chain
SAFT” equation of state to improve for the chain behavior within the reference term to get
better calculation results for the PVT- and VLE-behavior of polymer systems. McHugh and
coworkers applied SAFT extensively to calculate the phase behavior of polymers in super-
critical fluids, a comprehensive summary is given in the review by Kirby and McHugh.*"!
They also state that characteristic SAFT parameters for polymers from PVT-data lead to
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wrong phase equilibrium calculations and, therefore, also to wrong solvent activities from
such calculations. Some ways to overcome this situation and to obtain reliable parameters
for phase equilibrium calculations are provided in Ref.,*”! together with examples from the
literature that will not be repeated here.

The perturbed-hard-sphere-chain (PHSC) equation of state is a hard-sphere-chain the-
ory that is somewhat different to SAFT. It is based on a hard-sphere chain reference system
and a van der Waals-type perturbation term using a temperature-dependent attractive pa-
rameter a(T) and a temperature-dependent co-volume parameter b(T). Song et al.>**** ap-
plied it to polymer systems and extended the theory also to fluids consisting of
heteronuclear hard chain molecules. The final equation for pure liquids or polymers as de-
rived by Song et al. is constructed from three parts: the first term stems (as in PHC, COR or
SAFT) from the Carnahan-Starling hard-sphere monomer fluid, the second is the term due
to covalent chain-bonding of the hard-sphere reference chain and the third is a van der
Waals-like attraction term (more details are given also in Prausnitz’s book*’):

PV iy, - )H(1 n/'2 H _ra(T)

PV _ [4.4.99]
RT B (1 - ) E RTV
where:
n reduced density or packing fraction
a attractive van der Waals-like parameter
r chain segment number

The reduced density or packing fraction n is related to an effective and tempera-
ture-dependent co-volume b(T) by n=rb(T)p/4, with p being the number density, i.e., the
number of molecules per volume. However, PHSC-theory does not use an analytical
intermolecular potential to estimate the temperature dependence of a(T) and b(T). Instead,
empirical temperature functions are fitted to experimental data of argon and methane (see
also®).

We note that the PHSC equation of state is again an equation where three parameters
have to be fitted to thermodynamic properties: 0, €k and r. These may be transformed into
macroscopic reducing parameters for the equation of state by the common relations T*=¢/k,
P* =3¢/210 and V* = 21¥0°/3. Parameter tables are given in Refs.******723" PHSC was suc-
cessfully applied to calculate solvent activities in polymer solutions, Gupta and Prausnitz.*
Lambert et al.*™ found that it is necessary to adjust the characteristic parameters of the poly-
mers when liquid-liquid equilibria should correctly be calculated.

Even with simple cubic equations of state, a quantitative representation of solvent ac-
tivities for real polymer solutions can be achieved, as was shown by Tassios and cowork-
ers.””?7¢ Using generalized van der Waals theory, Sako et al.*”” obtained a three-parameter
cubic equation of state which was the first applied to polymer solutions:

Pv_V-btbe () [4.4.100]
RT V-b  RT(V+b) -

where:
a attractive van der Waals-like parameter
b excluded volume van der Waals-like parameter
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c 3c is the total number of external degrees of freedom per molecule
When ¢ = 1, Equation [4.4.100] reduces to the common Soave-Redlich-Kwong (SRK)

equation of state.’”® Temperature functions and combining/mixing rules for parameters
a,b,c are not discussed here because quite different approximations may be used. Problems,
how to fit these parameters to experimental PVT-data for polymers, have been discussed by
several authors.”*3%

Orbey and Sandler’® applied the Peng-Robinson equation of state as modi-
fied by Stryjek and Vera®®! (PRSV):

PV_V _ a(7)
RT V-b RT(V2+2bv—b2)

[4.4.101]

to calculate solvent activities in polymer solutions using Wong-Sandler mixing rules*®* that
combine the equation of state with excess energy models (EOS/GE-mixing rules). They
have shown that a two-parameter version can correlate the solvent partial pressure of vari-
ous polymer solutions with good accuracy over a range of temperatures and pressures with
temperature-independent parameters. Harrismiadis et al.’” worked out some similarities
between activity coefficients derived from van der Waals like equations-of-state and Equa-
tions (4.4.92 and 93), i.e., the Elbro-fv model. Zhong and Masuoka*** combined SRK equa-
tion of state with EOS/GE-mixing rules and the UNIFAC model to calculate Henry’s
constants of solvents and gases in polymers. Additionally, they developed new mixing rules
for van der Waals-type two-parameter equations of state (PRSV and SRK)) which are partic-
ularly suitable for highly asymmetric systems, i.e., also polymer solutions, and demon-
strated that only one adjustable temperature-independent parameter is necessary for
calculations within a wide range of temperatures.*®* In a following paper,*** some further
modifications and improvements could be found. Orbey et al.**¢ successfully proposed
some empirical relations for PRSV-equation-of-state parameters with polymer molar mass
and specific volume to avoid any special parameter fitting for polymers and introduced a
NRTL-like local-composition term into the excess energy part of the mixing rules for taking
into account of strong interactions, for example, in water + poly(propylene glycol)s. They
found infinite-dilution activity coefficient data, i.e., Henry’s constants, to be most suitable
for fitting the necessary model parameter.*

Orbey et al.**” summarized three basic conclusions for the application of cubic equa-
tions of state to polymer solutions:

(i) These models developed for conventional mixtures can be extended to quantita-
tively describe VLE of polymer solutions if carefully selected parameters are used for the
pure polymer. On the other hand, pure-component parameters of many solvents are already
available and VLE between them is well represented by these cubic equations of state.

(i) EOS/GE-mixing rules represent an accurate way of describing phase equilibria.
Activity coefficient expressions are more successful when they are used in this format than
directly in the conventional gamma-phi approach.

(iii) Itis not justifiable to use multi-parameter models, but it is better to limit the num-
ber of parameters to the number of physically meaningful boundary conditions and calcu-
late them according to the relations dictated by these boundary conditions.
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4.4.4.3 Comparison and conclusions

The simple Flory-Huggins X-function, combined with the solubility parameter approach
may be used for a first rough guess about solvent activities of polymer solutions, if no exper-
imental data are available. Nothing more should be expected. This also holds true for any
calculations with the UNIFAC-fv or other group-contribution models. For a quantitative
representation of solvent activities of polymer solutions, more sophisticated models have to
be applied. The choice of a dedicated model, however, may depend, even today, on the na-
ture of the polymer-solvent system and its physical properties (polar or non-polar,
association or donor-acceptor interactions, subcritical or supercritical solvents, etc.), on the
ranges of temperature, pressure and concentration one is interested in, on the question
whether a special solution, special mixture, special application is to be handled or a more
universal application is to be found or a software tool is to be developed, on numerical sim-
plicity or, on the other hand, on numerical stability and physically meaningful roots of the
non-linear equation systems to be solved. Finally, it may depend on the experience of the
user (and sometimes it still seems to be a matter of taste).

There are deficiencies in all of these theories given above. These theories fail to ac-
count for long-range correlations between polymer segments which are important in dilute
solutions. They are valid for simple linear chains and do not account for effects like chain
branching, rings, dentritic polymers. But, most seriously, all of these theories are of the
mean-field type that fail to account for the contributions of fluctuations in density and com-
position. Therefore, when these theories are used in the critical region, poor results are often
obtained. Usually, critical pressures are overestimated within VLE-calculations. Two other
conceptually different mean-field approximations are invoked during the development of
these theories. To derive the combinatorial entropic part correlations between segments of
one chain that are not nearest neighbors are neglected (again, mean-field approximations
are therefore not good for a dilute polymer solution) and, second, chain connectivity and
correlation between segments are improperly ignored when calculating the potential en-
ergy, the attractive term.

Equation-of-state approaches are preferred concepts for a quantitative representation
of polymer solution properties. They are able to correlate experimental VLE data over wide
ranges of pressure and temperature and allow for physically meaningful extrapolation of ex-
perimental data into unmeasured regions of interest for application. Based on the experi-
ence of the author about the application of the COR equation-of-state model to many
polymer-solvent systems, it is possible, for example, to measure some vapor pressures at
temperatures between 50 and 100°C and concentrations between 50 and 80 wt% polymer by
isopiestic sorption together with some infinite dilution data (limiting activity coefficients,
Henry’s constants) at temperatures between 100 and 200°C by IGC and then to calculate the
complete vapor-liquid equilibrium region between room temperature and about 350°C,
pressures between 0.1 mbar and 10 bar, and solvent concentration between the common
polymer solution of about 75-95 wt% solvent and the ppm-region where the final solvent
and/or monomer devolatilization process takes place. Equivalent results can be obtained
with any other comparable equation of state model like PHC, SAFT, PHSC, etc.

The quality of all model calculations with respect to solvent activities depends essen-
tially on the careful determination and selection of the parameters of the pure solvents, and
also of the pure polymers. Pure solvent parameter must allow for the quantitative calcula-
tion of pure solvent vapor pressures and molar volumes, especially when equation-of-state
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approaches are used. Pure polymer parameters strongly influence the calculation of gas sol-
ubilities, Henry’s constants, and limiting solvent activities at infinite dilution of the solvent
in the liquid/molten polymer. Additionally, the polymer parameters mainly determine the
occurrence of a demixing region in such model calculations. Generally, the quantitative rep-
resentation of liquid-liquid equilibria is a much more stringent test for any model, what was
not discussed here. To calculate such equilibria it is often necessary to use some mixture
properties to obtain pure-component polymer parameters. This is necessary because, at
present, no single theory is able to describe correctly the properties of a polymer in both the
pure molten state and in the highly dilute solution state. Therefore, characteristic polymer
parameters from PV T-data of the melt are not always meaningful for the dilute polymer so-
lution. Additionally, characteristic polymer parameters from PVT-data also may lead to
wrong results for concentrated polymer solutions because phase equilibrium calculations
are much more sensitive to variations in pure component parameters than polymer densi-
ties.

All models need some binary interaction parameters that have to be adjusted to some
thermodynamic equilibrium properties since these parameters are a priori not known (we
will not discuss results from Monte Carlo simulations here). Binary parameters obtained
from data of dilute polymer solutions as second virial coefficients are often different from
those obtained from concentrated solutions. Distinguishing between intramolecular and
intermolecular segment-segment interactions is not as important in concentrated solutions
as it is in dilute solutions. Attempts to introduce local-composition and non-random-mixing
approaches have been made for all the theories given above with more or less success. At
least, they introduce additional parameters. More parameters may cause a higher flexibility
of'the model equations but leads often to physically senseless parameters that cause troubles
when extrapolations may be necessary. Group-contribution concepts for binary interaction
parameters in equation of state models can help to correlate parameter sets and also data of
solutions within homologous series.
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Solvent ‘ T, K ‘ Ref. ‘ Solvent ‘ T, K ‘ Ref.
acrylonitrile/butadiene copolymer
acetonitrile 333.15| 121 n-hexane 333.15 | 121
chloroform 333.15| 121 n-octane 333.15 | 121
cyclohexane 333.15| 121 n-pentane 333.15 | 121
acrylonitrile/styrene copolymer
benzene 343.15| 130, 134 | o-xylene 398.15 | 130, 134
1,2-dichloroethane 343.15 | 121 m-xylene 398.15 | 130, 134
1,2-dichloroethane 353.15| 121 p-xylene 373.15 ] 130, 134
propylbenzene 398.15 | 130, 134 | p-xylene 398.15 | 130, 134
toluene 343.15| 130, 134 | p-xylene 423.15 | 130, 134
toluene 373.15| 130, 134
p-bromostyrene/p-methylstyrene copolymer
toluene 293.20 ‘ 72 ‘ ‘
cellulose acetate
acetone 303.15]| 81 1,4-dioxane 308.15 | 81
acetone 308.15 | 81 methyl acetate 303.15 | 81
N,N-dimethylformamide | 322.85| 75 methyl acetate 308.15 | 81
N,N-dimethylformamide | 342.55]| 75 pyridine 303.15 | 81
1,4-dioxane 303.15 | 81 pyridine 308.15 | 81
cellulose triacetate
chloroform 303.15| 77 dichloromethane 293.15 | 77
chloroform 308.15 | 77 dichloromethane 298.15 | 77
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Solvent ‘ T,K ‘ Ref. ‘ Solvent ‘ T,K ‘ Ref.
dextran
water 293.15 }i;: };i’ water 313.15 | 111
water 298.15| 76 water 333.15 | 111,119
di(trimethylsilyl)-poly(propylene oxide)
toluene 323.15| 75 n-decane 342.45 |75
toluene 342.65 |75
ethylene/vinyl acetate copolymer
benzene 303.15| 36 n-propyl acetate 343.15| 37
benzene 323.15| 36 n-propyl acetate 363.15| 37
benzene 328.15| 36 toluene 303.15 | 36
benzene 3331535 toluene 323.15 |36
benzene 343.15 | 36 toluene 333.15| 35
benzene 353.15| 35 toluene 343.15 | 36
benzene 373.15| 34, 35 toluene 353.15 | 35
butyl acetate 323.15| 37 toluene 363.15| 36
butyl acetate 343.15| 37 toluene 373.15| 34,35
butyl acetate 363.15| 37 o-xylene 323.15| 36
chloroform 333.15] 121 o-xylene 343.15 | 36
cyclohexane 353.15] 121 o-xylene 363.15| 36
ethyl acetate 303.25 | 37 p-xylene 323.15| 36
ethyl acetate 323.15| 37 p-xylene 333.15| 35
ethyl acetate 343.15| 37 p-xylene 343.15| 36
methyl acetate 303.15| 37 p-xylene 353.15| 35
methyl acetate 323.15| 37 p-xylene 363.15| 36
n-propyl acetate 303.15 | 37 p-xylene 373.15| 34,35
n-propyl acetate 323.15 |37
hydroxypropyl cellulose
acetone 298.15 | 54 tetrahydrofuran 298.15 | 54
ethanol 298.15 | 54 water 298.15 | 141
hydroxypropyl starch
water ‘ 293.15 ‘ 117 ‘ water ‘ 298.15 ‘ 160
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Solvent ‘ T,K ‘ Ref. ‘ Solvent ‘ T,K ‘ Ref.
natural rubber
acetone 273.15| 25 2-butanone 318.15| 25
acetone 298.15| 25 ethyl acetate 298.15 | 25
benzene 298.15| 6 ethyl acetate 323.15| 25
2-butanone 298.15| 25 toluene 303.00 | 82
nitrocellulose
acetone 293.00 | 79 ethyl propyl ether 293.00 | 79
acetone 303.15 | 81 methyl acetate 303.15 | 81
acetone 308.15 | 81 methyl acetate 308.15 | 81
acetonitrile 293.00 | 79 3-methyl-2-butanone 293.00 | 79
ethyl formate 293.15|78 3-methylbutyl acetate 293.15 | 78
cyclopentanone 293.00 | 79 nitromethane 293.00 | 79
3,3-dimethyl-2-butanone | 293.00 | 79 2-pentanone 293.00 | 79
2,4-dimethyl-3-pentanone | 293.00 | 79 ethyl propionate 293.15| 78
1,4-dioxane 293.00 | 79 propyl acetate 293.15 | 78
ethyl acetate 293.15| 78
nylon 6,6
water ‘ 296.15 ‘ 103 ‘ ‘ ‘
nylon 6,10
water ‘ 296.15 ‘ 103 ‘ ‘ ‘
poly(acrylic acid)
ethanol ‘ 303.15 ‘ 145 ‘ water ‘ 303.15 ‘ 145
poly(acrylonitrile)
1,2-dichloroethane 353.15] 121 N,N-dimethylformamide | 343.55 | 75
N,N-dimethylformamide | 323.25| 75
polyamidoamine dendrimers
acetone 308.15 | 144 methanol 308.15 | 144
acetonitrile 313.15| 144 1-propylamine 308.15 | 144
chloroform 308.15| 144
poly(benzyl ether) dendrimers
acetone 323.15| 144 tetrahydrofuran 343.15 | 144
chloroform 323.15| 144 toluene 343.15 | 144
chloroform 343.15| 144 n-pentane 313.15 | 144
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Solvent T,K Ref. Solvent T,K Ref.
cyclohexane 333.15| 144
poly(y-benzyl-L-glutamate)
chloroform ‘ 303.15 ‘ 51 ‘
poly(p-bromostyrene)
toluene ‘ 293.20 ‘ 72 ‘
polybutadiene
benzene 296.65 | 7 ethylbenzene 403.15 | 106
chloroform 296.65 | 7 n-hexane 296.65 | 7
chloroform 298.15 | 69 n-hexane 333.15 | 121
chloroform 333.15] 121 n-nonane 353.15 | 106
cyclohexane 296.65 | 7 n-nonane 373.15 | 106
cyclohexane 333.15| 121 n-nonane 403.15 | 106
dichloromethane 296.65 | 7 n-pentane 333.15 | 121
ethylbenzene 353.15 | 106 tetrachloromethane 296.65 | 7
ethylbenzene 373.15| 106 toluene 296.65 | 7
poly(n-butyl acrylate)
benzene 296.65 | 61 tetrachloromethane 296.65 | 61
chloroform 296.65 | 61 toluene 296.65 | 61
dichloromethane 296.65 | 61
poly(n-butyl methacrylate)
benzene 323.65|75 mesitylene 373.15| 75
benzene 343.45| 75 mesitylene 403.15 | 75
2-butanone 323.65|75 3-pentanone 323.55|75
2-butanone 344.45 |75 3-pentanone 343.95 |75
chloroform 323.75|75 propylbenzene 34435 |75
chloroform 343.75 | 121 tetrachloromethane 323.65| 75
cumene 373.15 |75 tetrachloromethane 344.45 |75
cumene 403.15| 75 toluene 323.35| 75
cyclohexane 308.15 | 125 toluene 343.75| 75
cyclohexane 318.15| 125 toluene 373.15| 75
cyclohexane 328.15| 125 o-xylene 344.45 |75
cyclohexane 338.15| 125 o-xylene 373.15| 75
diethyl ether 298.15 | 159 o-xylene 403.15 | 75
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Solvent T,K Ref. Solvent T,K Ref.
1,2-dichloroethane 3239575 m-xylene 34395 | 75
1,2-dichloroethane 343.15|75 m-xylene 373.15| 75
3,3-dimethyl-2-butanone | 323.65 | 75 m-xylene 403.15 | 75
3,3-dimethyl-2-butanone | 344.45 | 75 p-xylene 344.45 |75
ethylbenzene 343.75 |75 p-xylene 373.15 |75
ethylbenzene 373.15|75 p-xylene 403.15 | 75
ethylbenzene 403.15 |75
poly(tert-butyl methacrylate)
benzene 323.15|75 3-pentanone 342.65 | 75
benzene 342.65| 175 propylbenzene 342.65 | 75
2-butanone 3231575 tetrachloromethane 323.15 |75
2-butanone 342.65|75 tetrachloromethane 342.65 |75
chloroform 323.15] 75 toluene 323.15 |75
cumene 373.15| 75 toluene 342.75 | 75
1,2-dichloroethane 323.15| 75 toluene 373.15 |75
1,2-dichloroethane 342.65 |75 o-xylene 342.65 | 75
3,3-dimethyl-2-butanone | 323.15 | 75 o-xylene 373.15 |75
3,3-dimethyl-2-butanone | 342.65 | 75 m-xylene 342.65 |75
ethylbenzene 342.65| 75 m-xylene 373.15| 75
ethylbenzene 3733575 p-xylene 342.65 |75
mesitylene 373.15|75 p-xylene 373.15| 75
3-pentanone 323.15| 75
poly(&caprolacton)
tetrachloromethane ‘ 338.15 ‘ 65 ‘
polycarbonate-bisphenol-A
chlorobenzene 413.15] 123,139 | mesitylene 453.15 | 139
chlorobenzene 433.15] 139 n-pentane 303.15 | 145
chlorobenzene 453.15] 139 toluene 413.15 | 139
ethanol 303.15| 145 water 303.15 | 145
ethylbenzene 413.15] 139 m-xylene 413.15 | 139
ethylbenzene 433.15| 139 m-xylene 453.15 | 139
mesitylene 413.15] 139 p-xylene 413.15 | 139
mesitylene 433.15] 139
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Solvent ‘ T,K ‘ Ref. ‘ Solvent ‘ T,K ‘ Ref.
poly(o-chlorostyrene)
benzene 298.15| 115 2-butanone 313.15| 115
benzene 313.15| 115

poly(p-chlorostyrene)
toluene ‘ 293.20‘ 72 ‘ ‘ ‘

polydecene

ol | ]

toluene

poly(dimethyl siloxane)

benzene 298.15| 52,62 hexamethyl disiloxane 298.15 | 62
benzene 303.00 | 63,66, 101 | n-nonane 313.15 | 157
benzene 313.15| 62 z;ggigslﬂoxane 413.15 | 85
2-butanone 303.15| 53 n-octane 298.15 | 62
chloroform 303.00 | 99 n-octane 303.15 | 157
cyclohexane 293.15| 161 n-octane 313.15| 62
cyclohexane 303.15| 63,66, 161 | n-pentane 303.15 | 63, 147
dichloromethane 303.00 | 99 n-pentane 313.15| 145
n-heptane 298.15 | 62 toluene 298.15 | 62
n-heptane 303.15| 63, 157 toluene 308.15 | 124
n-heptane 313.15| 62 toluene 313.15| 62
n-hexane 298.09 | 66 toluene 318.15| 124
n-hexane 303.15 ?(3)6’6?2‘7 toluene 328.15| 124
n-hexane 308.08 | 66 2,2 4-trimethylpentane 298.15 | 62
n-hexane 313.15| 145 2,2 4-trimethylpentane 313.15 |62
poly(1,3-dioxolane)
benzene ‘ 303.15 ‘ 105 ‘ benzene ‘ 313.15 ‘ 105
polydodecene
toluene ‘ 303.15 ‘ 3 ‘ ‘ ‘
poly(ethyl acrylate)
benzene 296.65 | 61 tetrachloromethane 296.65 | 61
chloroform 296.65 | 61 toluene 296.65 | 61

dichloromethane 296.65 | 61
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Solvent ‘ T,K ‘ Ref. ‘ Solvent ‘ T,K ‘ Ref.
polyethylene
chlorobenzene 393.15| 109 propyl acetate 426.15 | 137
chlorobenzene 403.15 | 109 propyl acetate 474.15 | 137
chlorobenzene 413.15] 109 2-propylamine 427.15 | 137
cyclopentane 425.65| 137 2-propylamine 475.15 | 137
cyclopentane 474.15 | 137 toluene 393.15| 109
ethylbenzene 413.15] 116 o-xylene 413.15 | 116
n-heptane 382.05(2 m-xylene 413.15 | 116
n-pentane 423.65 | 137 p-xylene 353.15 |1
n-pentane 474.15 | 137 p-xylene 363.15| 1, 35
3-pentanol 423.15 1137 p-xylene 373.15| 35
3-pentanol 473.15 | 137 p-xylene 383.15| 35
3-pentanone 425.15 1 137 p-xylene 403.15 | 116
3-pentanone 477.15 | 137 p-xylene 413.15 | 116
1-pentene 423.65 | 137 p-xylene 423.15 | 116
1-pentene 474.15 | 137
poly(ethylene glycol)
benzene 297.75 | 43 1-propanol 323.15| 45
benzene 307.75 | 43 1-propanol 333.15| 94
benzene 313.15| 42 1-propanol 343.15 | 45
benzene 323.15| 42 1-propanol 353.15 194
benzene 343.15| 42 1-propanol 373.15 | 45
1-butanol 323.15| 42 tetrachloromethane 303.15 | 95,96
1-butanol 343.15 | 42 toluene 323.15| 42,75
1-butanol 373.15| 42 toluene 343.15| 42,75
1-butanol 403.15 | 42 toluene 373.15 | 42
chloroform 323.15 | 146 water 293.15 1?‘7‘ e
39, 40, 41, 76,
chloroform 333.15 | 146 water 298.15 | 128, 129, 158,
160
ethanol 303.15 | 45, 157 water 303.15 | 38
ethanol 313.15| 45 water 308.15 | 40, 151
ethanol 323.15| 45 water 313.15 104,111
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Solvent T,K Ref. Solvent T,K Ref.
ethylbenzene 323.15 | 42,44 water 318.15 | 151
ethylbenzene 343.15| 42, 44 water 323.15 | 38, 108
ethylbenzene 343.75| 75 water 328.15 | 38, 151
ethylbenzene 373.15| 42,44 | water 333.15 ffl ’110;‘;’ 11‘:86’
ethylbenzene 403.15 | 44 water 338.15 | 38, 151
1-hexanol 323.15 | 46 water 343.15| 108
1-hexanol 373.15| 46 p-xylene 323.15 | 45
1-hexanol 403.15 | 46 p-xylene 343.15 | 45
methanol 303.15 | 157 p-xylene 373.15| 45
1-propanol 303.15 | 45 p-xylene 403.15 | 45

poly(ethylene glycol) dimethyl ether
chloroform 278.68 | 80 tetrachloromethane 303.15 | 96
tetrachloromethane 278.68 | 80
poly(ethylene glycol) monomethyl ether
tetrachloromethane ‘ 303.15 ‘ 96 ‘ ‘
poly(ethylene oxide)
acetone 323.15 | 152 benzene 423.55 | 47
acetone 353.15| 136 2-butanone 353.15| 136
benzene 318.85| 74 chloroform 298.15 | 48
benzene 323.45 |74 chloroform 323.15| 152
benzene 328.15 | 65 chloroform 343.15 | 152
benzene 343.15] 65,74 chloroform 333.15 | 121
benzene 348.25 | 47 cyclohexane 353.15| 136
benzene 353.15| 136 toluene 353.15 | 136
benzene 361.25 | 47 toluene 372.98 | 68
benzene 375.15 | 47 p-xylene 353.15| 136
benzene 398.85| 47
poly(ethylene oxide)-b-poly(tert-butyl methacrylate) diblock copolymer
toluene ‘ 323.15 ‘ 75 ‘ toluene ‘ 343.75 ‘ 75
poly(ethylene oxide)-b-poly(methyl methacrylate) diblock copolymer

toluene ‘ 323.41 ‘ 68 ‘ toluene ‘ 373.27 ‘ 68
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Solvent T,K Ref. Solvent T,K Ref.
toluene 343.27 | 68
poly(ethylene oxide)-b-poly(methyl methacrylate)-b-poly(ethylene oxide)
triblock copolymer
toluene 323.08 | 68 toluene 343.17 | 68
toluene 373.26 | 68
poly(ethylene oxide)-b-poly(propylene oxide) diblock copolymer

tetrachloromethane ‘ 303.15 ‘ 96 ‘ ‘ ‘

poly(ethylene oxide)-b-poly(propylene oxide)-b-poly(ethylene oxide) triblock copolymer

tetrachloromethane

303.15

96

toluene

343.75 | 75

toluene

323.35

75

poly(ethylene oxide)-b-polystyrene-b-poly(ethylene oxide) triblock copolymer

3233575

toluene toluene ‘ 343.75 ‘ 75
poly(ethyl methacrylate)
benzene 296.65 | 61 tetrachloromethane 296.65 | 61
chloroform 296.65 | 61 toluene 296.65 | 61
dichloromethane 296.65 | 61
polyheptene
toluene ‘ 303.15 ‘ 3 ‘ ‘ ‘
poly(4-hydroxystyrene)
acetone 293.15 |97 acetone 308.15 | 97
acetone 298.15| 97 acetone 313.15|97
acetone 303.15 | 97 acetone 318.15 | 97
polyisobutylene
benzene 298.15| 57,8, 107 | ethylbenzene 338.15 | 107
benzene 300.05 |9 n-heptane 296.65 | 60
benzene 313.15 | 8, 57,70, 107 | n-heptane 338.15| 156
benzene 333.20| 70 n-hexane 298.15 | 107
benzene 338.15] 8, 107 n-hexane 313.15 | 107
benzene 353.20| 70 n-hexane 338.15 | 107, 156
n-butane 298.15 | 4 2-methylbutane 298.15 | 4
n-butane 308.15 | 4 2-methylbutane 308.15 | 4
n-butane 319.65 | 4 2-methylbutane 319.65 | 4
chloroform 296.65 | 60 2-methylpropane 308.15 | 4
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Solvent T,K Ref. Solvent T,K Ref.
cyclohexane 298.15 5:;;8’ 60,107, 2-methylpropane 319.65 | 4
cyclohexane 308.15| 125 n-nonane 338.15 | 156
cyclohexane 313.15| 70, 107 n-octane 338.15 | 156
cyclohexane 315.15| 8 n-pentane 298.15 | 4,5,59, 65
cyclohexane 318.15| 125 n-pentane 308.15 (4,5
cyclohexane 328.15| 125 n-pentane 31815 |5
cyclohexane 333.20| 70 n-pentane 319.65 | 4
cyclohexane 338.15| 8,107, 125 | n-pentane 328.15 |5
cyclopentane 296.65 | 60 propane 308.15 | 4
2,2-dimethylbutane 296.65 | 60 tetrachloromethane 296.65 | 60
2,2-dimethylpropane 298.15 | 4 toluene 298.15 | 107
2,2-dimethylpropane 308.15 | 4 toluene 313.15| 107
2,2-dimethylpropane 319.65 | 4 toluene 338.15 | 107
ethylbenzene 298.15| 107 2,2 4-trimethylpentane 296.65 | 60
ethylbenzene 313.15| 107

1,4-cis-polyisoprene
benzene 296.65 | 7 dichloromethane 296.65 | 7
benzene 353.15] 10 tetrachloromethane 296.65 | 7
chloroform 296.65 | 7 toluene 296.65 | 7
cyclohexane 296.65 | 7
polyisoprene, hydrogenated
cyclohexane ‘ 323.15 ‘ 161 ‘ ‘ ‘
poly(maleic anhydride)
acetone ‘ 323.15 ‘ 140 ‘ methanol ‘ 333.15 ‘ 140
poly(methyl acrylate)
benzene 296.65 | 61 tetrachloromethane 296.65 | 61
chloroform 296.65 | 61 toluene 296.65 | 61
dichloromethane 296.65 | 61
poly(methyl methacrylate)
acetone 308.15 | 131, 150 | 3,3-dimethyl-2-butanone | 343.45 | 56
acetone 323.15| 133 ethyl acetate 308.15 | 131
benzene 296.65 | 61 ethylbenzene 398.15| 153
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Solvent T,K Ref. Solvent T,K Ref.

benzene 323.15| 56 mesitylene 403.15 | 67
benzene 343.15| 56 methyl acetate 323.15| 133
2-butanone 308.15 | 132, 150 | tetrachloromethane 323.15 | 56
2-butanone 323.15| 23,56 tetrachloromethane 343.75 | 56
2-butanone 343.55| 56 toluene 296.65 | 61
chloroform 296.65 | 61 toluene 323.15 | 23, 56,75
chloroform 303.15| 146 toluene 343.15 | 56,75
chloroform 308.15| 132 toluene 373.97 | 68
chloroform 32315 7 1 5 poluene 43315 19
cyclohexanone 323.15| 146 p-xylene 323.15 |56
dichloromethane 296.65 | 61 p-xylene 343.15| 56
1,2-dichloroethane 323.15| 67 p-xylene 373.15| 56
1,2-dichloroethane 343.15| 67 p-xylene 403.15 | 56
3,3-dimethyl-2-butanone | 323.35 | 56 p-xylene 409.35 | 56

poly(a-methylstyrene)
cumene 338.15| 83 tetrahydrofuran 298.15 | 92
1,4-dioxane 313.15| 89 toluene 298.15 | 28,90
o-methylstyrene 303.15| 90 toluene 303.15| 90
o-methylstyrene 308.15| 90 toluene 308.15 | 90
o-methylstyrene 313.15| 90 toluene 313.15] 90
o -methylstyrene 338.15| 83

poly(p-methylstyrene)
toluene ‘ 293.20‘ 72 ‘

polyoctadecene
toluene ‘ 303.15 ‘ 3 ‘
polypropylene

2,4-dimethyl-3-pentanone | 298.15 | 11 3-pentanone 318.15 | 11
2,4-dimethyl-3-pentanone | 318.15 | 11 tetrachloromethane 298.15 | 84
3-pentanone 298.15| 11

poly(propylene glycol)
n-decane ‘ 343.45 ‘ 75 ‘ methanol ‘ 298.15 ‘ 49
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Solvent T,K Ref. Solvent T,K Ref.
ethylbenzene 342.65| 75 tetrachloromethane 303.15 | 96
n-hexane 298.10 | 87 toluene 323.15| 75
n-hexane 312.65 | 87 toluene 343.75 | 75
n-hexane 323.15| 87 water 298.15 | 41, 87
methanol 263.15| 49 water 303.15 | 38
methanol 273.15 | 49 water 312.65 | 87
methanol 288.15 | 49 water 323.15| 38
poly(propylene glycol) dimethyl ether
chloroform ‘ 278.68 ‘ 50 tetrachloromethane ‘ 278.68 ‘ 50
poly(propylene imine) dendrimers
acetone 323.15| 155 n-heptane 348.15 | 155
acetonitrile 343.15 | 155 n-hexane 338.15 | 155
acetonitrile 348.15 | 155 n-nonane 338.15 | 155
chloroform 323.15| 155 n-octane 338.15 | 155
chloroform 343.15| 155 tetrahydrofuran 323.15| 155
n-heptane 338.15| 155 toluene 343.15| 155
n-heptane 343.15 | 155 triethylamine 338.15| 155
poly(propylene oxide)
benzene 298.15 | 147 methanol 298.15 | 147
benzene 320.35 |73 methanol 303.15 | 157
benzene 333.35173 methanol 313.15| 145
benzene 343.05| 73 propanol 303.15 | 157
benzene 347.85| 73 water 303.15 | 157
ethanol 303.15 | 157
poly(propylene oxide)-b-poly(ethylene oxide) diblock copolymer
ethylbenzene ‘ 343.75 ‘ 75 ‘ ‘
poly(propylene oxide)-b-poly(ethylene oxide)-b-poly(propylene oxide) triblock copolymer
toluene 323.05 ‘ 75 toluene ‘ 342.65 ‘ 75
polystyrene

acetone 298.15 | 27 dichloromethane 296.65 | 17
acetone 323.15| 27,152 1,4-dioxane 293.15| 16
acetone 393.15| 122 1,4-dioxane 323.15 123,26
acetone 423.15] 122 dipropyl ether 293.15] 16
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Solvent T,K Ref. Solvent T,K Ref.

acetonitrile 393.15| 122 ethyl acetate 313.15 | 146
acetonitrile 423.15] 122 ethyl acetate 333.15| 146
anisole 323.15| 26 ethylbenzene 303.15| 15
benzene 288.15| 102 ethylbenzene 323.15| 22
benzene 293.15| 16 ethylbenzene 343.15| 22
benzene 296.65 | 17 ethylbenzene 398.15| 153
benzene 298.15 | 65 ethylbenzene 403.15| 19
benzene 303.15 | 12,71, 102,149 | ethylbenzene 413.15| 19
benzene 313.15| 149 ethylbenzene 433.15| 19
benzene 318.15| 102 ethylbenzene 443.15| 19
benzene 323.15| 12, 138 ethylbenzene 451.15| 19
benzene 333.15] 102,71 n-hexane 393.15 | 122
benzene 343.15| 12 n-hexane 423.15 | 122
benzene 353.20| 71 methyl acetate 323.15| 133
benzene 393.15 | 122 n-nonane 403.15 | 106
benzene 403.15| 19 n-nonane 423.15 | 106
benzene 423.15 | 122 n-nonane 448.15 | 106
benzene 428.151 19 3-pentanone 293.15| 16
2-butanone 298.15 | 24,26 propyl acetate 298.15| 27
2-butanone 321.65| 23 propyl acetate 343.14 | 27
2-butanone 343.15| 24 tetrachloromethane 293.15 | 16
2-butanone 393.15| 122 tetrachloromethane 296.65 | 17
2-butanone 423.15] 122 toluene 293.15 | 16
butyl acetate 308.15| 159 toluene 296.65 | 17
butyl acetate 323.15| 26 toluene 298.15 | 24,102,138
tert-butyl acetate 283.15| 64 toluene 303.15 | 14, 15,20
tert-butyl acetate 303.15| 64 toluene 308.15 | 127
tert-butyl acetate 323.15| 64 toluene 313.15| 149
tert-butyl acetate 343.15 | 64 toluene 321.65|23
tert-butyl acetate 363.15 | 64 toluene 323.15 1‘3‘82(1’4;1
chloroform 296.65 | 17 toluene 333.15 | 24,71
chloroform 298.15| 27,65, 138 | toluene 343.15 | 20
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Solvent T,K Ref. Solvent T,K Ref.
chloroform 323.15 27,138,152 | toluene 353.20 | 71
cyclohexane 293.15| 16 toluene 373.15120,21,123
cyclohexane 296.65 | 17 toluene 383.15| 19
cyclohexane 297.15| 13 toluene 393.15 | 21,122,123
12, 14, 15,
cyclohexane 303.15 108, 149 toluene 403.15| 19
cyclohexane 308.15| 13, 125 toluene 413.15| 19
cyclohexane 313.15] 71,108,149 | toluene 423.15 | 122
cyclohexane 318.15| 13, 125 1,2,4-trimethylbenzene 443.15| 19
cyclohexane 323.15 | 12,14,108,152 | o-xylene 323.15] 26
cyclohexane 328.15| 125 o-xylene 373.15 | 21
cyclohexane 333.15| 71, 108 o-xylene 403.15 | 21
cyclohexane 343.15| 12 m-xylene 323.15 | 146
cyclohexane 353.20| 71 m-xylene 373.15| 21
cyclohexane 338.15| 125 m-xylene 403.15 | 106
cyclohexane 393.15| 122 m-xylene 423.15 | 106
cyclohexane 423.15] 122 m-xylene 448.15 | 106
cyclohexanone 313.15| 146 p-xylene 373.15 | 21
cyclohexanone 333.15 | 146 p-xylene 393.15 | 122
1,2-dichloroethane 343.15 | 121 p-xylene 403.15 | 21
1,2-dichloroethane 353.15| 121 p-xylene 423.15 | 122
polystyrene-b-polybutadiene-b-polystyrene triblock copolymer
cyclohexane 323.15] 161 cyclohexane 373.15 | 161
cyclohexane 348.15 | 161 cyclohexane 393.15 | 161
polystyrene-b-poly(ethylene oxide) diblock copolymer
toluene ‘ 322.95 ‘ 75 ‘ toluene ‘ 342.65 ‘ 75
polystyrene-b-polyisoprene-b-polystyrene triblock copolymer
cyclohexane ‘ 323.15 ‘ 161 ‘ ‘ ‘
polystyrene-b-poly(methyl methacrylate) diblock copolymer
benzene 343.15] 153 ethylbenzene 398.15| 153
1,4-dimethylbenzene 398.15| 153 toluene 343.15| 153
ethylbenzene 373.15| 153 1,3,5-trimethylbenzene 398.15| 153
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Solvent ‘ T,K ‘ Ref. ‘ Solvent ‘ T,K ‘ Ref.
poly(tetramethylene oxide)
benzene 318.15| 91 1,4-dioxane 303.15 | 55
tetrahydrofuran 318.15| 91 1,4-dioxane 313.15| 55
poly(vinyl acetate)
acetone 298.15| 110 1-chloropropane 313.15| 30
acetone 303.15] 29, 30 1,2-dichloroethane 299.55 | 86
acetone 308.15| 110 ethyl acetate 303.15| 29
acetone 313.15| 30 methanol 303.15 | 29
acetone 318.15| 110 methanol 353.15 | 121
acetone 323.15| 30 1-propanol 323.15| 30
allyl chloride 313.15| 30 1-propylamine 313.15| 30
benzene 303.15 | 29, 30, 31 | 2-propylamine 313.15| 30
benzene 313.15] 98 toluene 299.55 | 86
benzene 323.15| 30 toluene 308.15 | 19
benzene 333.15| 98 toluene 313.15 119,98, 120
1-butanol 353.15] 121 toluene 333.15 198, 120
chloroform 308.15| 19 toluene 353.15 | 120
chloroform 313.15| 19 vinyl acetate 303.15 | 31
chloroform 333.15| 121
poly(vinyl alcohol)
water ‘ 303.15 ‘ 32,145,147 ‘ ‘
poly(vinylcarbazol)
benzene 279.15] 33 benzene 308.15 | 33
benzene 288.15 | 33 benzene 318.15| 33
benzene 298.15 | 33 benzene 328.15 | 33
poly(vinyl chloride)
2-butanone 333.15 | 146 tetrachloromethane 338.15| 65
cyclohexanone 313.15| 146 tetrahydrofuran 315.65|23
cyclohexanone 333.15| 146 toluene 316.35| 23
dibutyl ether 31535123 vinyl chloride 340.15| 93
1,4-dioxane 315.65| 23
poly(vinyl methyl ether)
benzene ‘ 298.15 ‘ 65 ethylbenzene ‘ 398.15 ‘ 118
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Solvent T,K Ref. Solvent T,K Ref.
benzene 323.15|75 propylbenzene 373.15 |75
benzene 343.15 |75 toluene 323.15 |75
chlorobenzene 343.15| 75 toluene 343.15| 75
chlorobenzene 373.15|75 o-xylene 363.15| 75
chloroform 298.15| 65 o-xylene 373.15 | 118
cyclohexane 308.15 | 125 o-xylene 398.15| 118
cyclohexane 318.15| 125 m-xylene 373.15| 118
cyclohexane 328.15| 125 m-xylene 398.15| 118
cyclohexane 338.15| 125 p-xylene 373.15| 118
ethylbenzene 343.15175 p-xylene 398.15| 118
ethylbenzene 373.15| 118

starch
water 353.15| 143 water 383.15| 143
water 363.15 | 143 water 393.15| 143
water 373.15| 143 water 403.15 | 143

styrene/butadiene copolymer

acetone 323.15 ] 121 ethylbenzene 403.15 | 113
acetone 333.15| 121 n-hexane 343.15 | 121
benzene 343.15| 126, 134 | mesitylene 398.15 | 126, 134
chloroform 323.15| 121 n-nonane 373.15| 114
cyclohexane 296.65 | 121 n-nonane 403.15 | 114
cyclohexane 333.15] 121 n-pentane 333.15 | 121
cyclohexane 343.15| 126, 134 | toluene 343.15 | 126, 134
ethylbenzene 373.15 | 113,126, 134 | toluene 373.15| 126, 134
ethylbenzene 398.15 | 126, 134 | p-xylene 398.15 | 126, 134
styrene/butyl methacrylate copolymer
acetone ‘ 333.15‘ 121 ‘chloroform ‘ 343.15 ‘ 121
styrene/docosyl maleate copolymer
acetone 323.15| 140 cyclohexane 333.15 | 140
acetone 343.15| 140 methanol 333.15| 140

styrene/dodecyl maleate copolymer
acetone 323.15| 140 cyclohexane 333.15 | 140
acetone 343.15 | 140 methanol 333.15| 140
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Solvent ‘ T,K ‘ Ref. ‘ Solvent ‘ T,K ‘ Ref.

styrene/maleic anhydride copolymer
acetone ‘ 323.15 ‘ 140 ‘ methanol ‘ 333.15 ‘ 140
styrene/methyl methacrylate copolymer
acetone 323.15| 133 mesitylene 398.15 | 135
benzene 343.15| 135 methyl acetate 323.15| 133
chloroform 323.15] 133 toluene 343.15 | 135
ethylbenzene 373.15| 135 toluene 373.15| 135
ethylbenzene 398.15 | 135 p-xylene 398.15 | 135
styrene/pentyl maleate copolymer
acetone 323.15 | 140 cyclohexane 333.15| 140
acetone 343.15 | 140 methanol 333.15| 140
vinyl acetate/vinyl chloride copolymer
benzene 398.15| 148 ethylbenzene 428.15 | 148
benzene 418.15| 148 n-octane 398.15 | 148
1-butanol 353.15 ] 121 n-octane 418.15 | 148
chlorobenzene 398.15 | 148 p-xylene 398.15 | 148
ethylbenzene 398.15 | 148 p-xylene 418.15 | 148
ethylbenzene 418.15] 148
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