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I. Absorption in Practice

Il. Principles of Absorption

[ll. Models for Absorption Equipment
IV. Absorber Design

GLOSSARY

Absorption factor Ratio of liquid to gas flow rate divided
by the slope of the equilibrium curve.

Films Regions on the liquid and gas sides of the interface
in which fluid motion is considered slow and through
which material is transported by molecular diffusion
alone.

Gas solubility Quantity of gas dissolved in a given quan-
tity of solvent at equilibrium conditions.

Hatta number Ratio of the maximum conversion of re-
acting components into products in the liquid film to the
maximum diffusion transport through the liquid film.

Height of a transfer unit Vertical height of a contactor
required to give a concentration change equivalent to
one transfer unit.

Ideal stage Hypothetical device in which gas and liquid
are perfectly mixed, are contacted for a sufficiently long

Engineering)

period of time so that equilibrium is obtained, and are
then separated.

Inerts Gas components that are not absorbed by the
liquid.

Interface Surface separating the liquid from the gas.
Equilibrium is assumed to exist at this surface.

LPG Liquified petroleum gas.

Lean gas Gas leaving the absorber, containing the inerts
and little or no solute.

Lean solvent Solvent entering the absorber, containing
little or no solute.

Mass transfer coefficient Quantity describing the rate of
mass transfer per unit interfacial area per unit concen-
tration difference across the interface.

Number of transfer units Parameter that relates the
change in concentration to the average driving force.
It is a measure of the ease of separation by ab-
sorption.
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Operating line Line on the y—x diagram that represents
the locus of all the points obeying the component
material balance.

Rich gas Gas entering the absorber, containing both the
inerts and solutes.

Rich solvent Solvent leaving the absorber, which con-
tains solute removed from the feed gas.

Slope of equilibrium curve Ratio of the change of the
solute concentration in the gas to a given change in so-
lute concentration in the liquid when the solvent and
solute are at equilibrium and when solute concentra-
tions are expressed as mole fractions.

Solute(s) Component(s) absorbed from the gas by the
liquid

Solvent Dissolving liquid used in an absorption process.

Stripping (or desorption) Process in which the absorbed
gas is removed from the solution.

y—x diagram Plot in which the solute mole fraction in
the gas is plotted against the solute mole fraction in the
liquid.

ABSORPTION is a unit operation in which a gas mixture
is contacted with a suitable liquid for the purpose of
preferentially dissolving one or more of the constituents
of the gas. These constituents are thus removed or par-
tially removed from the gas into the liquid. The dissolved
constituents may either form a physical solution with the
liquid or react chemically with the liquid. The dissolved
constituents are termed solutes, while the dissolving liquid
is termed the solvent. When the concentration of solute in
the feed gas is low, the process is often called scrubbing.

The inverse operation, called stripping, desorption, or
regeneration, is employed when it is desirable to remove
the solutes from the solvent in order to recover the solutes
or the solvent or both.

. ABSORPTION IN PRACTICE

A. Commercial Application

Absorption is practiced for the following purposes:

1. Gas purification, for example, removal of pollutants
from a gas stream.

2. Production of solutions, for example, absorption of
hydrogen chloride gas in water to form hydrochloric acid.

3. Product recovery, for example, absorption of liqui-
fied petroleum gases (LPG) and gas olines from natural
gas.

4. Drying, for example, absorption of water vapor from
a natural gas mixture.

Absorption (Chemical Engineering)

Some common commercial applications of absorption are
listed in Table I.

B. Choice of Solvent for Absorption

If the main purpose of absorption is to generate a specific
solution, as in the manufacture of hydrochloric acid, the
solvent is specified by the nature of the product. For all
other purposes, there is some choice in selecting the ab-
sorption liquid. The main solvent selection criteria are as
follows:

1. Gas solubility. Generally, the greater the solubility
of the solute in the solvent, the easier it is to absorb the
gas, reducing the quantity of solvent and the equipment
size needed for the separation. Often, a solvent that is
chemically similar to the solute or that reacts chemically
with the solute will provide high gas solubility.

2. Solvent selectivity. A high selectivity of the sol-
vent to the desired solutes compared with its selectivity
to other components of the gas mixture lowers the quan-
tity of undesirable components dissolved. Application of
a solvent of higher selectivity reduces the cost of down-
stream processing, which is often required to separate out
the undesirable components.

3. Volatility. The gas leaving the absorber is saturated
with the solvent. The more volatile the solvent is, the
greater are the solvent losses; alternatively, the more ex-
pensive are the down-stream solvent separation facilities
required to reduce the losses.

4. Effects on product and environment. For example,
toxic solvents are unsuitable for food processing; noxious
solvents are unsuitable when the gas leaving the absorber
is vented to the atmosphere.

5. Chemical stability. Unstable solvents may be diffi-
cult to regenerate or may lead to excessive losses due to
decomposition.

6. Cost and availability. The less expensive is the sol-
vent, the lower is the cost of solvent losses. Water is the
least expensive and most plentiful solvent.

7. Others. Noncorrosiveness, low viscosity, nonflamm-
ability, and low freezing point are often desirable
properties.

C. Absorption Processes

Absorption is usually carried out in a countercurrent tower,
through which liquid descends and gas ascends. The tower
may be fitted with trays, filled with packing, or fitted with
sprays or other internals. These internals provide the sur-
face area required for gas—liquid contact.

A schematic flow diagram of the absorption—stripping
process is shown in Fig. 1. Lean solvent enters at the top
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TABLE | Common Commercial Applications of Gas Absorption
Type of plant Feed gas Solutes Solvent Commercial purpose Stripping practice
Refineries, natural ~ Refinery gas, Hydrogen sulfide, Ethanolamines, Gas purification for Stripping practiced
gas plants, natural gas, LPG carbon dioxide, alkaline solutions, downstream processing when using
petrochemical towns gas, coal mercaptans potassium carbonate or to achieve product ethanolamines or

plants, coal

processing plants,

hydrogen plants

Combustion plants

Natural gas plants

Refineries, natural
gas plants,
petrochemical
plants

Coke ovens

Sulfuric acid

Nitric acid

Carbon dioxide

Hydrochloric acid

Soda ash (sodium)
carbonate),
mineral
processing

Soda ash (sodium
carbonate),
mineral
processing

Hydrogen cyanide

Hydrogen cyanide,
acrylonitrile

gas, hydrogen
reformer gas

Combustion gases

Natural gas

Gas stream
containing mostly
hydrogen, methane,
and light gases as
well as some LPG
and gasolines

Coke oven gas

Sulfur trioxide
mixed with
oxygen and
nitrogen

Nitrogen dioxide
mixed with
nitrogen oxide,
oxygen, nitrogen

Combustion gases,
kiln gases

By-products of
chlorination
reaction

Combustion gases,
lime-kiln gases

Waste gases,
ammonia
makeup

Tail gases, ammonia,
hydrogen cyanide

Hydrogen cyanide,
tail gases,
acrylonitrile

Sulfur dioxide

‘Water

LPG, gasolines

Benzene, toluene

Sulfur trioxide

Nitrous oxides

Carbon dioxide

Hydrogen chloride

Carbon dioxide

Ammonia

Ammonia

Hydrogen cyanide
acrylnitrile

Water, alkaline
solutions

Glycol

Kerosene, diesel, gas
oil, other refinery
oils

Heavy oil

Sulfuric acid, oleum

Nitric acid, water

Carbonate,
bicarbonate
solution

Hydrochloric acid,
water

Ammonia solution

Brine solution

Sulfuric acid

Water

specifications

Pollutant removal

Gas drying for further
processing or to
achieve product
specification

Product recovery of LPG,
gasolines

By-product recovery

Sulfuric acid manufacture

Nitric acid manufacture

Carbon dioxide
production

Hydrochloric acid
production

Ammonium bicarbonate
production, ammonium
carbonate production

Production of ammonium
hydroxide for
ammonium bicarbonate
production

Ammonia removal
while producing
ammonium sulfate
by-product

Separation of hydrogen
cyanide and
acrylonitrile from
tail gases

carbonate for the
purpose of solvent
recovery and recyle;
stripping normally
not practiced when using
an alkaline solution
Stripping normally not
practiced
Stripping practiced
for solvent recovery

Stripping practiced for
LPG and gasoline
recovery

Stripping practiced
to recover the
by-product

Stripping not practiced

Stripping not practiced

Stripping practiced
to recover carbon dioxide

Stripping not practiced

Stripping not practiced

Stripping not practiced

Stripping not practiced

Stripping is practiced
to recover hydrrogen
cyanide and acrylonitrile
from water

Continues
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TABLE | (continued)
Type of plant Feed gas Solutes Solvent Commercial purpose Stripping practice
Ethylene oxide, Reactor effluent Ethylene oxide Water Ethylene oxide recovery Stripping is practiced
glycol to recover ethylene
oxide from the solution
Ketones from Hydrogen, ketones ~ Ketones Water Ketone—hydrogen separation  Stripping is practiced
alcohol to recover ketones
from the solution
Maleic anhydride  Reactor effluent Maleic anhydride separation ~ Water Maleic anhydride Stripping is practiced
from reactor gases to remove water from
the maleic acid formed
in the absorption
process, converting it
back to maleic anhydride
Isoprene Reactor effluent Isoprene, Cy4’s, Cs’s Heavy oil  Separation of C4’s, Cs’s, Stripping is practiced
and isoprene from to recover the solute
light gases and regenerate the
oil for recycling to
the absorbent
Urea Reactor effluent CO,, NH3 Water Formation of ammoniumn Stripping not practiced

carbonate solution,
which is recycled
to the reactor

of the absorber and flows downward through the internals.
Rich gas enters at the bottom of the absorber and flows
upward through the internals. The liquid and gas are con-
tacted at the absorber internals, and the solute is absorbed
by the solvent. Overhead product from the absorber is the

Lean gas Solute
/‘I\ Lean solvent /J\
nEm
Absorber Stripper
Rich
gas
Rich
solvent

FIGURE 1 Typical schematic absorber—stripper flow diagram.

solute-free lean gas, and bottom product is the rich sol-
vent, which contains the absorbed solute. The rich solvent
then flows to the stripper where the solute is stripped from
the rich solvent, this operation being at a higher tempera-
ture and/or lower pressure than maintained in the absorber.
The solute leaves the stripper as the overhead product, and
the solute-free lean solvent leaves the stripper bottom and
is recycled to the absorber.

Il. PRINCIPLES OF ABSORPTION

The important fundamental physical principles in absorp-
tion are solubility and mass transfer. When a chemical
reaction is involved, the principles of reaction equilibria
and reaction kinetics are also important.

A. Gas Solubility

At equilibrium, the fugacity of a component in the gas
is equal to the fugacity of the same component in the
liquid. This thermodynamic criterion defines the relation-
ship between the equilibrium concentration of a compo-
nent in the gas and its concentration in the liquid. The
quantity of gas dissolved in a given quantity of solvent
at equilibrium conditions is often referred to as the gas
solubility.

Gas solubility data are available from handbooks and
various compendia and often show solubility as a function
of gas composition, temperature and pressure. A typical
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1o 1 ATM 1 ATM
50°C 27°C

Mole fraction of NH3 in gas

Mole fraction of NH3 in liquid

FIGURE 2 Solubility data for NH3 absorption from air using HoO.
[Data from Perry, R. H., ed. (1985). “Chemical Engineer's Hand-
book,” McGraw-Hill, New York.]

graphical presentation is shown in Fig. 2, where gas com-
position of a given solute is plotted against liquid com-
position of the same solute, at equilibrium. Compositions
can be represented in various units, such as mole fraction,
mole ratio, partial pressure (gas). Figure 2 shows the ef-
fect of temperature and pressure on solubility. Solubility
is also dependent on whether the solute reacts chemically
with the solvent as well as on the nature and amounts of
other solutes present.
The equilibrium curve is often approximated linearly,

YA = mxp (1a)

where m is a constant at a given temperature and pres-
sure. This expression is often valid at low concentrations
(Fig. 2).

For a solution that is thermodynamically ideal, m is
given by “Raoult’s law”

m = p"Pp (1b)

or the ratio of vapor pressure to total pressure. When
the gas composition is expressed as partial pressure, the
Henry’s law coefficient for a given solute is

H=p/x (1c)
or
m=H/P (1d)

5

Henry’s law is usually a reasonable approximation at low
and moderate concentrations, at constant temperature, and
atrelatively low pressures (generally less than 5 atm; how-
ever, the law may be obeyed at higher pressure at low
solubilities).

If a gas mixture containing several components is in
equilibrium with a liquid, Henry’s law applies separately
so long as the liquid is dilute in all the components. If a
component is almost insoluble in the liquid, for example,
air in water, it has a very high Henry’s law constant and a
high value of m in Eq. (1). Such a component is absorbed
in negligible quantities or by the liquid, and it is often
referred to as an inert component. The nature and type of
the inert component have little effect on the equilibrium
curve.

Equilibrium data for absorption are usually available in
the literature in three forms:

1. Solubility data, expressed either as mole percent,
mass percent, or Henry’s law constants

2. Pure-component vapor pressure data

3. Equilibrium distribution coefficients (K values)

To define fully the solubility of a component in a liquid,
it is necessary to state the temperature, the partial pressure
of the solute in the gas, the concentration of the solute in
the liquid, and generally also the pressure.

When gas solubility data are lacking or are unavail-
able at the desired temperature, they can be estimated
using available models. The method of Prausnitz and Shair
(1961), which is based on regular solution theory and
thus has the limitations of that theory. The applicability of
regular solution theory is covered in detail by Hildebrand
et al. (1970). A more recent model, now widely used, is
UNIFAC, which is based on structural contributions of
the solute and solvent molecular species. This model is
described by Fredenslund et al. (1977) and extensive tabu-
lations of equilibrium data, based on UNIFAC, have been
published by Hwang et al. (1992) for aqueous systems
where the solute concentrations are low and the solutions
depart markedly from thermodynamic equilibrium.

Perhaps the best source of information on estimating
gas solubility is the book by Reid et al. (1987), which not
only lists the various solubility models but also compares
them with a database of experimental measurements.

B. Mass Transfer Principles

The principles of mass transfer determine the rate at which
the equilibrium is established, that is, the rate at which the
solute is transferred into the solvent.



For a system in equilibrium, no net transfer of mate-
rial occurs between the phases. When a system is not in
equilibrium, diffusion of material between the phases will
occur so as to bring the system closer to equilibrium. The
departure from equilibrium provides the driving force for
diffusion of material between the phases.

The rate of diffusion can be described by the film the-
ory, the penetration theory, or a combination of the two.
The most popular description is in terms of a two-film
theory. Accordingly, there exists a stable interface sep-
arating the gas and liquid. A certain distance from the
interface, large fluid motions exist; and these distribute
the material rapidly and equally, so that no concentration
gradients develop. Next to the interface, however, there are
regions in which the fluid motion is slow; in these regions,
termed films, material is transferred by diffusion alone. At
the interface, material is transferred instantaneously, so
that the gas and liquid are in equilibrium at the interface.
The rate-governing step in absorption is therefore the rate
of diffusion in the gas and liquid films adjacent to the
interface. The concentration gradient in both phases are
illustrated in Fig. 3. Note that y,; may be higher or lower
than x,;, depending on the equilibrium curve (e.g., Fig. 2);
however, ya; is always lower than ya, and x,; is always
higher than x4, or no mass transfer will occur.

1. Dilute Solutions

Applying the diffusion equations to each film and approx-
imating the concentration gradient linearly yields an ex-
pression for the mass transfer rates across the films,

Na = kg(ya — yai) = kL(xai — xa) ()

This equation states that, for each phase, the rate of mass
transfer is proportional to the difference between the bulk
concentration and the concentration at the gas—liquid in-

Gas Interface Liquid
YA L

_____ x*A

YA,

XAi

YA ————-
ég 8L XA
f——f——

FIGURE 3 Concentration profiles in the vapor and liquid phases
near an interface.
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terface. Here kg and k; are the mass transfer coefficients,
and their reciprocals, 1/kg and 1/k;, are measures of the
resistance to mass transfer in the gas and liquid phases,
respectively. Note that the rate of mass transfer in the gas
film is equal to that in the liquid film; otherwise, material
will accumulate at the interface.

The concentration difference in the gas can be expressed
in terms of partial pressures instead of mole fractions,
while that in the liquid can be expressed in moles per unit
volume. In such cases, an equation similar to Eq. (2) will
result. Mole fraction units, however, are generally pre-
ferred because they lead to gas mass transfer coefficients
that are independent of pressure.

Itis convenient to express the mass transfer rate in terms
of a hypothetical bulk-gas y, which is in equilibrium with
the bulk concentration of the liquid phase, that is,

Na = Koc(ya — yx) (3)

If the equilibrium curve is linear, as described by Eq. (1),
or can be linearly approximated over the relevant concen-
tration range, with an average slope m such that

m = (ya = yi)/(xx — xa) C

then Egs. (2)—(4) can be combined to express Kog in terms
of kg and ki, as follows:

1 _ 1 +m
Koc ks ki

&)

Equation (5) states that the overall resistance to mass trans-
fer is equal to the sum of the mass transfer resistances in
each of the phases.

The use of overall coefficients is convenient because it
eliminates the need to calculate interface concentrations.
Note that, theoretically, this approach is valid only when
a linear approximation can be used to describe the equi-
librium curve over the relevant concentration range. Fig-
ure 4 illustrates the application of this concept on an x—y
diagram.

For most applications it is not possible to quantify the
interfacial area available for mass transfer. For this reason,
data are commonly presented in terms of mass transfer co-
efficients based on a unit volume of the apparatus. Such
volumetric coefficients are denoted kga, kpa and Koga,
where a is the interfacial area per unit volume of the
apparatus.

If most of the resistance is known to be concentrated
in one of the phases, the resistance in the other phase can
often be neglected and Eq. (5) simplified. For instance,
when hydrogen chloride is absorbed in water, most of the
resistance occurs in the gas phase, and Kog =~ kg. When
oxygen is absorbed in water, most of the resistance occurs
in the liquid phase, and Kog ~ ki./m.
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; Equilibrium
Op?:gmg curve
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driving y 7

force AF-——————— A~ ety A
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' . Lo driving
L Vo force
: L
I | :

N | b

[ | :
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1 | |

XA

Liquid film
driving force

FIGURE 4 Absorption driving forces in terms of the x—y diagram.

2. Concentrated Solutions

Equation (2), derived for dilute solutions, is valid when the
flow of solute from the gas to the gas film is balanced by
an equal flow of the inert component from the film to the
gas; similarly, it requires that the flow of solute from the
liquid film to the solvent be balanced by an equal flow of
solvent from the liquid into the liquid film. This is a good
approximation when both the gas and the liquid are dilute
solutions. If either or both are concentrated solutions, the
flow of gas out of the film, or the flow of liquid into the film,
may contain a significant quantity of solute. These solute
flows counteract the diffusion process, thus increasing the
effective resistance to diffusion.

The equations used to describe concentrated solutions
are derived in texts by Sherwood et al. (1975), Hobler
(1966), and Hines and Maddox (1985). These reduce to
Egs. (2) and (3) when applied to dilute solutions. These
equations are as follows:

Na = kG(ya — yai)/yem = ki (xai — Xa)/XBM
= Koa(va = Y3)/Ym- (6a)

where

(1= ya) = (1 — ya)
— 6b
VBN = 0 — /(1 — ya)] (6b)

o (1 —=xa) — (1 —xai) (60)
BM T 0l = xa)/(1 — xap)]

. (1—yA)—(1—yZ)
— 6d
/]

The terms subscripted BM describe the log-mean solvent
or log-mean inert gas concentration difference between the
bulk fluid and the interface [Egs. (6b) and (6¢)] or between
the bulk fluid and the equilibrium values [Eq. (6d)].

Equation (6a) is analogous to Egs. (2) and (3). Com-
parison of these shows that, in concentrated solutions, the
concentration-independent coefficients of Egs. (2) and (3)
are replaced by concentration-dependent coefficients in
Eq. (6a) such that

kg = k/c;yBM (7a)
kL = k]CxBM (7b)
Koc = KoGYem (7¢)

3. Multicomponent Absorption

The principles involved in multicomponent absorption
are similar to those discussed for concentrated solutions.
Wilke (1950) developed a set of equations similar to
Eq. (6a) to represent this case,

Na = kG(ya — yai)/yem = k{' (xai — XA)/Xm
= Ko (ya = Y2)/ Vi (8a)

where

1= tayn) — (1 — tayai
Vi = (I —taya) — (1 — tayai) (8b)
In[(1 — taya)/(1 — tayai)l

(I —1axs) — (1 — 1pxA})
Xim = (8¢)
In[(1 — taxa)/(1 — taxai)]

(1 —taya) — (1 — tay})
Vim = , (8d)
™ n[(1 = taya) /(1 = 1ay3)]
Na+ Np+ Nc+---

th = 8
A A (8e)
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In a manner similar to the concentrated solutions case,
the coefficients in Egs. (8) can be expressed in terms of
the concentration-independent coefficients using relation-
ships similar to those of Egs. (7), that is,

kg = kG Yim (9a)
kL = k]/j)Cfm (9b)
Ko = KoGYim (9¢)

4. Absorption with Chemical Reaction

When the solute is absorbed into a solution containing a
reagent that chemically reacts with it, the concentration
profile shown in Fig. 3 becomes dependent on the kinet-
ics of the reaction and the concentration of the reacting
reagent in the liquid.

Figure 5 shows concentration profiles that commonly
occur when solute A undergoes an irreversible second-
order reaction with component B, dissolved in the liquid,
to give product C,

A+ bB — ¢C (10)
The rate equation is

ra = koCaCp; rg = bra (11)

Figure 5 shows that a fast reaction takes place only in the
liquid film. In such instances, the dominant mass transfer
mechanism is physical absorption and the diffusion model
above is applicable, but the resistance to mass transfer in
the liquid phase is lower because of the reaction. On the
other hand, a slow reaction occurs in the bulk of the lig-
uid, and its rate has little dependence on the resistances to
diffusion in either the gas or liquid film. Here the domi-
nant mass transfer mechanism is that of chemical reaction;
therefore, this case is considered part of chemical reaction
technology, as distinct from absorption technology.

The Hatta number Ha is a dimensionless group used to
characterize the speed of reaction in relation to the diffu-
sional resistance to mass transfer,

max. possible conversion in the liquid film

H =
“ max. diffusional transport though the liquid film
Dpk, C
_Da O2 2Bo (12)
(k7)

When H, >> 1, all the reaction occurs in the film, and the
process is that of absorption with chemical reaction. As in
the case of absorption with no reaction, the main consid-
eration is to provide sufficient surface area for diffusion.
On the other hand, when H, < 1, all the reaction occurs

Absorption (Chemical Engineering)

Interface

Case | Liquid
|

B,

(i) Instantaneous reaction

(i) Instantaneous reaction, excess B }

| !
| " B
A | A
! 4
(ili) Fast reaction, excess B ; :
! |
1 A 1
A 1 i
(iv) Fastreaction, shortage of B !
1 1
| —tr—B
1
A—f\ l
| )
(v) Intermediate reaction, excess B : \\ A
: !
A—— i
| ' B
(vi} Intermediate reaction, shortage of B H >CA
! !
1 ] B
A—d T
| \}.__ A
(vii) Slow reaction, ditfusional process L .
| |
_——s

A —T—v

|
(viii) Extremely slow reaction |

FIGURE 5 Vapor- and liquid-phase concentration profiles near
an interface for absorption with chemical reaction.

in the bulk of the liquid, and the contactor behaves as a
reactor, not an absorber. Here, the main consideration is
providing sufficient liquid holdup for the reaction to take
place.

The effect of chemical reaction on rate of absorption is
described in terms of an enhancement factor ¢ which is
used as a multiplier:

¢ =ki/ki,

where k7 is the physical mass transfer coefficient.

The enhancement factor can be evaluated from equa-
tions originally developed by Van Krevelen and Hoftijzer
(1948). A convenient chart based on the equations is
shown in Fig. 6. The parameter for the curves is ¢, — 1,
where ¢, is the enhancement factor as Ha approaches
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1000 | ®-=5

¢. =50

x ¢ =10
*"‘ 100 +

© ¢ =5

G =2

¢ =1

10 1 1 1

0.1 10 10.0 100.0

FIGURE 6 Effect of chemical reaction on liquid-phase mass
transfer coefficient (assumes bimolecular irreversible reaction).
[Data based on Van Krevelen, D. W., and Hoftijzer, P. J. (1948).
Rec. Trav. Chim. 67, 563.]

infinity, i.e., when all the solute reacts in the film. Val-
ues of ¢, were originally based on two-film theory, but
a more recent refinement described in Perry’s Handbook
(Fair, 1997) enables one to make the evaluation in terms
of penetration theory, as follows:

_ [Da | [Dg( Cyo
d’oo - D_B + a(bcm) (148.)

The upper curve of Fig. 6 represents a pseudo-first-
order reaction, at which the concentration of B is the same
in the film as in the bulk of the liquid. For values of H,
greater than 3, k. for pseudo-first-order reactions is given
by

ki = vkaCpoDa (14b)

This discussion applies to an irreversible second-order
reaction. For reversible reactions the relationships are
more complex and are discussed in the texts by Sherwood
et al. (1975) and by Danckwerts (1970).

lll. MODELS FOR ABSORPTION
EQUIPMENT

The principles discussed in Section II describe the equilib-
rium and mass transfer behavior at a given point. In actual
plant equipment, because of the transfer of solute from
the gas to the solvent, concentrations change from point
to point as the gas and liquid travel through the equipment.
These changes cause variations in equilibrium concentra-
tions, driving forces, and mass transfer resistances. The
point relationships can be translated into equipment mass
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transfer behavior with the aid of material and heat bal-
ances. In order to apply these balances, the equipment
must be described in terms of a mathematical model.

In this section, the equations are presented for the com-
mon types of contactors: differential contactors and stage-
wise contactors. The equations are developed for the case
of steady-state, countercurrent contacting of liquid and gas
with negligible heat effects, with a single-component ab-
sorption. Some discussion of extensions to other situations
follows.

A. Differential Contactors
1. Material Balances

Differential contactors include packed towers, spray tow-
ers, and falling-film absorbers, and are often called coun-
terflow contactors. In such devices gas and liquid flow
more or less continuously as they move through the equip-
ment.

A material balance over a contactor slice (Fig. 7) gives

dGy = Npadh (15a)
Similarly, a component balance over the same slice gives

d(Gmy) = ydGy + Gymdy = Npaadh (15b)

GM2 LM2

K

s R |
TN

Gm Lm

Y1 1X1

Gm, Lm

1

FIGURE 7 Material balance for a differential contactor.
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Combining these to eliminate d Gy and integrating gives

Vi d
hy :/ M’ (15¢)
v, Naa(l—y)

Substituting Eq. (6a) for Na gives

B — /y' Gmysmdy
=
w kga(l—y)(y — y)

The group Gwm/kga is independent of concentration and
can be taken out of the integral, giving

G N d
e =( /M)/ _ MDY _ HoNe  (16a)
kga) J,, (L=y)(y—w)

Here Ng is dimensionless and is referred to as the number
of gas-phase transfer units; Hg has the dimension of length
or height and is referred to as the height of a gas-phase
transfer unit.

Here Ng is dimensionless and is called the number of
gas-phase transfer units; Hg has the dimension of length
or height and is referred to as the height of a gas-phase
transfer unit. As shown in Eq. (16a), the required height
of the packed bed /i is the product of Hg and Ng.

A similar derivation can be carried out in terms of liquid
concentrations and flows, giving

(15d)

Lu [* d
hy = H N, = —M/ __BME (6
kia J.,, (1—x)(xi—x)

A derivation similar to the preceding one but in terms of
the overall mass transfer coefficient K5 [Eq. (6)] gives

I — Gwm /'vl )’EMdy o
= —
Koga Jy, (1—=y)(y —y*)

HogNog (16¢)

where
Hoc = Gum/Kpga (16d)
and

Equation (16c¢) is of great practical interest. It is the basis
for computing the required packed height for a given sepa-
ration, and takes into account mass transfer resistances on
both sides of the interface. Also, it avoids the need to calcu-
late the interfacial concentrations required for Egs. (16a)
and (16b).

The Nog in Eq. (16e) is termed the overall number of
transfer units. It is dimensionless and is the ratio of the
change of bulk-phase concentration to the average concen-
tration driving force. It is essentially a measure of the ease
of separation. The Hog in Eq. (16d) is termed the overall
height of a transfer unit. It has the dimension of length and
defines the vertical height of contactor required to provide
a change of concentration equivalent to one transfer unit.
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It is therefore a measure of the efficiency of contacting
provided by the particular device used in the tower.

Mass transfer data are often expressed in terms of Hg
and Hp, and these are used to obtain the value of Hpg.
The relationship between Hpg, Hg, and Hy is obtained
by substituting the expressions for Hg, Hr,, and Hpg in
Egs. (16a)—(16c¢), together with Egs. (7a)—(7c), in Eq. (5)
to give

mGy X
YBM + M XBM

*

Hy (7
YBM Ly ygm

2. Dilute Systems

For dilute systems, the xgm, ygm, and 1 —y terms ap-
proach unity, and Egs. (16e) and (17) can be rewritten

N d
Nog = / - (18a)
Y2 y - y
G
Hog = Hg +m -2 1, (18b)
Ly

When Henry’s law is valid [Eq. (1c)], Eq. (18a) can be
analytically integrated; alternatively, the graphical form
shown in Fig. 8 can be used for evaluating Nog. Expres-
sions for cases in which the equilibrium curve cannot be
linearly approximated are available in several texts, such
as Hines and Maddox (1985). Figure 8 shows that the num-
ber of transfer units increases with the ratio mGy/Ly.
When this ratio increases above unity, the number of trans-
fer units, and therefore column height, rapidly increase;

50

20
40f

30

Nog

20+

1 1‘0 1 0‘0 1 ,(;00 10,000
i —mxe
y2 — mxz
FIGURE 8 Number of overall gas-phase transfer units at constant
mGM/ Ly.
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in such case, a large column height is required to achieve
a reasonable level of absorption.

3. Multicomponent Absorption

The above derivations can be extended to multicomponent
absorption, making use of Eqgs. (8) as described by Hobler
and by Sherwood et al. (1975) and giving

Y1 d
NOG:/ ( Yim )( Y ) (192)
» 11—ty y—-y

Gwm
= " I
Ko @Y

and

Hog (19b)
where y and ¢ are given by Eqs. (8d) and (8e), respec-
tively.

B. Stagewise Contactors

Tray columns and sometimes also packed and spray
columns are described in terms of a stage model. An ideal
or theoretical stage is hypothetical device in which the gas
and liquid are perfectly mixed, contacted for a sufficiently
long period of time so that equilibrium is attained, and
then separated. The gas leaving the stage is therefore in
equilibrium with the liquid leaving the stage. In practice,
complete equilibrium can never be attained, since infinite
contact time is required to achieve equilibrium. A factor
used to account for this nonideality is stage efficiency.

1. Material Balances

An absorber is often modeled as a device that contains
a finite number of ideal stages (Fig. 9), with countercur-
rent flow of vapor and liquid. As the gas rises from stage
to stage, it contains less and less of the solute, which is
transferred to the solvent.

A material balance can be written for envelope 1 in
Fig. 9.

Lyvi,oxo + GMnYn = LM n—1X0—1 + GMm,1 )1 (20)

The equation can be expressed in terms of the flows enter-
ing the absorber, that is, the solute-free solvent entering at
the top, and the rich gas, such that

Y = yGm/ Gy, (21a)
x' = xLm/Ly (21b)

Substituting Egs. (21a) and (21b) in Eq. (20) gives
LyioXo + Gyndn = L% + Gyt (22)

Since the feed flows G, and L}, do not change throughout
the contactor,

11

LMO’ X0

Envelope 1

GMN-H

YN +1

LMy
XN

FIGURE 9 Schematic diagram of a stagewise absorber.

LIVI,O = Livl,l = Liv[,z == Liv[,nq
=Ly, ==Ly (232
G;\/I,O = G;\/I,l = G{vr,z == G]/V[,n—l
= G{\,Ln =...-= G{VLN (23b)

and Eq. (22) can be simplified to give

,_ Ly ,_ Lu
Yo = Giler/l—l + <)’1 - valxé> 24
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Equation (24) is an equation of a straight line when plot-
ted on x — y coordinates, with a slope of L},/ G}, and an
intercept of y| — Ly;x(/ Gy, This line is often referred to
as the operating line and is the locus of all the points that
obey the stage material balance given by Eq. (20).
For dilute solutions, Ly, & Ly, Gy =~ Gwm, X’ ~ x, and
y' =y, Eq. (24) simplifies to
= M+ (yl - CL;—Mxo) )

~ Gw M

2. Graphical Method

The operating line can be plotted as a straight line on y’
versus x’ coordinates. The equilibrium curve can also be
plotted on the same coordinates (Fig. 10). Each point on
the operating line obeys the stage material balance given
by Eq. (24); the (x;,, ¥, ;) values of a point on this line give
the compositions of the liquid leaving and vapor entering
stage n. Each point on the equilibrium curve, given by
v, = f(x)), obeys the equilibrium relationship at stage
n; y,, is in equilibrium with x;.

To obtain the number of ideal stages in the contactor,
one starts by plotting the point yy_, (which is the feed
composition of the gas) on the operating line; this de-
fines x,. This corresponds to solving the material balance
given by Eq. (24) to determine x},. Next, one draws a
vertical line from the point (xy, yy. ) to the equilibrium
curve; this defines y). This corresponds to solving the
equilibrium relationship to determine y},. From the point

(XN YN+ 1)

Operating line
Slope = L'm/G'm

N

(X2, y3) gfm=——

\ Equilibrium
curve

Y'n = f(x'q)

X1, y'2) -—-——

y' Mole solute/mole rich feed gas

(X0, y'1) ff ==~

X' Mole solute/mole solute-free solvent in liquid

FIGURE 10 Graphic method for stagewise contactors.
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(x), yy), one draws a horizontal line back to the operating
line, thus solving the material balance to obtain x),_,. The
process is then continued until the top liquid composition
x(, is reached (Fig. 10). Each step shown on the diagram
represents one ideal stage; the number of ideal stages is
counted from the diagram.

Often, slightly different coordinates are used for y—x
plotting. Instead of plotting y’ against x’, one can plot y
against x; in this case, the operating line will be curved. At
other times, y’ can be expressed in terms of moles of solute
per mole of gas leaving the absorber. The construction
described above is similar in all these cases.

Rousseau and Staton (1988) extended the y—x diagram
plot to situations where a single component A is absorbed
into the liquid and instantaneously reacts with a reactive
species in the liquid. In this plot, the x axis is the fraction
of reactive species in the liquid that has reacted with solute
A, while the y axis is the ratio of moles of solute A in the
gas to moles of solutefree gas. The equilibrium curve is
derived using both Henry’s Law constant and the reaction
equilibrium constant.

3. Minimum Solvent Rate

When the operating line and the equilibrium curve inter-
sect, an infinite number of stages is required to achieve the
separation (Fig. 11). The intersection point is called the
pinch point and may occur at the bottom (Fig. 11a), at
the top (Fig. 11b), or at a tangent point (Fig. 11c). The
solventrate leading to this intersection is the minimum sol-
vent flow required to absorb the specified amount of solute.

Since the top and bottom pinch points shown in Fig. 11
represent intersections of operating and equilibrium lines,
they may be predicted analytically. At the top, the lean
gas and the lean solvent are in equilibrium, i.e., y; = Kx,
(Fig. 9). Similarly, at the bottom the rich gas and the rich
solvent are in equilibrium, i.e., yy+; = mKxy. By mate-
rial balance, the minimum solvent rate can be calculated.
Frequently, the pinch occurs at the bottom.

The actual solvent rate specified for the separation must
exceed the minimum solvent rate, or an infinite number
of stages will be required. For a contactor with a finite
number of stages, this means that the separation will not be
achieved unless actual solvent rate exceeds the minimum.
The higher the solvent rate specified, the greater is the
distance between the operating line and the equilibrium
curve, and the smaller is the number of stages required.

4. Absorption Factors

For each stage, an absorption factor can be defined by

Ap = (Lm/mGn)n (26)
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(@) This absorption factor is the ratio of slope of the operating
line to that of the equilibrium curve. When the absorption
factor is lower than unity, the pinch is located near the bot-

XNy Y'N + 1) tom of the column (Fig. 11a); when it is higher than unity,

the pinch is located near the top of the column (Fig. 11b).

7, For a dilute gas, and when the equilibrium curve can be

: approximated by a linear relationship passing through the
! origin, Eq. (25) is applicable, and an average absorption

X0, Y1) fmmme : factor A can be applied to describe the contactor. Under
these conditions, an analytical solution of the material bal-

ance equation and the equilibrium relationship is possible,

""" giving the Kremser equation:

YN+ — Vi :AN“—A (A£1)
YNyl —mxg AN 1]

=N/N+1D) (A=D1 (@7

The left-hand side of Eq. (27) is in principle the ratio of
(b) oY) Lo the change of composition of the gas through the contactor
to the change that would have occurred had the gas come
to equilibrium with the liquid entering the column.

For concentrated gases, the absorption factor varies
from stage to stage. In many cases Eq. (27) can be used
with an effective average absorption factor and the mole
ratio concentration y’:

Ynar — ¥ AR — Awe
’ , / — vy T AN+1L _ 1
(X 0 y 1) : yNJrl yO ave
- N
! = N——i-l (Age=1) (28)

(Aave # 1)

The value for A, is often defined using Eq. (29), with
myye evaluated at the average column temperature:

Aave = L;\/[/GI,\/[mave (29)

If the absorption is multicomponent, the average equi-
(© librium constant m . is determined for each of the solute
components at the average temperature and pressure of
the absorber, and a separate absorption factor A,y is de-
X'Ny YN+ 1) fined for each component. These absorption factors can
be used in Eq. (28) to define the absorbed fraction of the
component.

Y’ Horton and Franklin (1940) used the average absorption
(X0, Y'1) _~ factor approach in analyzing a number of absorbers in the
\ / petroleum industry. Edmister (1943) extended the Horton
and Franklin concept, retaining the Kremser equation form
and making use of several empirical factors. He used an
effective absorption factor A, and a modified absorption

factor A’, given by

” Ae = JAN(A £ 1) +025-05  (30a)

FIGURE 11 Graphic illustrations of minimum solvent rate. (a) A = Ay(Ai 4+ 1) (30b)
Pinch at the bottom, (b) pinch at the top, (c) tangent pinch. Ay +1
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Using these definitions, Eq. (28) becomes
dhoa o AL
YN+1 AT —1 A'G\yyi
Hines and Maddox (1985) found that the Edmister method
gives a close approximation to observed or rigorously

computed concentration gradients in many multicompo-
nent absorbers.

) (30¢)

5. Other Procedures

Graphical procedures such as those described above can
also be extended to multicomponent absorption. This sub-
ject is discussed in detail by Sherwood (1975).

A method suitable for computer calculations, which car-
ries out tray-by-tray mass, component, and heat balances
was first developed by Sujata (1961). In this method, the
liquid and vapor flow rates and the temperature profile
are assumed and used to calculate an absorption factor for
each stage [Eq. (26)]. A component balance is written for
each stage in terms of the component flows and absorp-
tion factors. The component balances are solved by matrix
techniques to give component flows for each stage. Energy
balances are then solved to obtain a new temperature pro-
file. The total vapor and liquid flow profiles are found by
summing the individual component flows. The calculation
is then repeated with the updated temperatures and flows
in a trial-and-error manner, until convergence is reached.
There are several variations of the above procedure. Some
of the popular ones are discussed in Wankat’s text. Some
rigorous distillation methods have also been extended to
absorption.

C. Rate Models

Traditionally, absorbers and strippers were described as
stagewise contactors. Krishnamurthy and Taylor devel-
oped a new rate (nonequilibrium stage) approach for mod-
eling absorbers and strippers. This approach describes an
absorber as a sequence of nonequilibrium stages. Each
stage represents a real tray in the case of a tray tower
or a section of a continuous contacting device such as a
packed column. For each nonequilibrium stage, the mass,
component, and energy balance equations for each phase
are solved simultaneously, together with the mass and en-
ergy transfer rate equations, reaction rate equations, and
the interface equilibrium equations. Computation of stage
efficiencies is thus avoided altogether and is, in effect,
substituted by the rate equations.

Although the rate model can be applied to any separa-
tion, it has become most popular in absorption and strip-
ping. Reported case studies demonstrated that, in at least
some situations, a rate model can more closely approxi-
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FIGURE 12 Schematic diagram of a nonequilibrium stage n.

mate absorber performance than can an equilibrium stage
model. The success of rate models in absorption is largely
a result of the difficulty of reliably predicting stage effi-
ciencies in absorbers. The presence of many components,
low stage efficiencies, significant heat effects, and chemi-
cal reactions are commonly encountered in absorbers and
difficult to accommodate in stage efficiency prediction.

Figure 12 is a schematic diagram of a nonequilibrium
stage n in an absorber. The equations applying to this stage
are described below. A more detailed description is given
by Krishnamurthy and Taylor.

Component balances for component j on stage n are
given in Eqs. (31a—c) for the vapor phase, the liquid phase,
and the interface, respectively:

Vj,n — Vjn+l + A’Jvn =0, (31a)
lin—=1lin1 — N, =0, (31b)
N, = N, (Blo)

Energy balances on stage n are given in Egs. (33a—c) for
the vapor phase, the liquid phase, and the interface, re-
spectively:

V,H —V,yH/ . +0)+E =0  (32a)
L,Hf — L, H-, +0f—EF=0  (32b)
E' =E-  (320)
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The interface equilibrium is written at the interface.

Y, =mj,x] (33)

jn

In Eq. (31c¢), NJVn and NJLn are the mass transfer rates.
These are calculated from multicomponent mass transfer
equations. The equations used take into account the mass
transfer coefficients and interfacial areas generated in the
specific contactor, reaction rates, heat effects, and any in-
teractions among the above processes.

The above equations, including those describing the
mass transfer rates on each stage, are solved simultane-
ously for all stages. Solution of these nonlinear equations
is complex and usually requires a computer. Newton’s nu-
merical convergence technique, or a variant of it, is con-
sidered to be most effective in solving these equations.

D. Heat Effects in Absorption

When absorption liberates a considerable quantity of heat,
and if a large quantity of solute is absorbed, the solution
temperature rises. This reduces the solubility of the solute
in the liquid, thus counteracting absorption.

The temperature rise can be evaluated from the quantity
of heat liberated, which in turn is a function of the change
in liquid composition. An equilibrium curve that takes into
account the temperature variations through the absorber
is shown in Fig. 13, corresponding to a bulk temperature
rise from 75 to T as the bulk liquid composition changes
from x; to x;. The location of the curves depends on which
resistance controls, because the equilibrium relationship
is obeyed at the interface and not at the bulk.

Work on absorption with large heat effects indicates that
the temperature inside an absorber often goes through a

Equilibrium curve

for isothermal
/ operation at Ty

Vi fpmmm e e

, Equilibrium curve
(Liquid-phase controls)

Equilibrium curve
_ «—— for isothermal
s operation at Tp

-

\ Equilibrium curve

(Gas-phase controls)

NG

y Mole fraction solute in gas
N
\

y2 ,

S S N

x Mole fraction solute in liquid

FIGURE 13 Effect of heat liberation on the equilibrium curve.
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maximum when the solvent is volatile (e.g., ammonia—
water absorption).

When solute is absorbed rapidly, the rate of heat libera-
tion is largest near the bottom of the absorber, causing the
equilibrium curve to bend upward at the solute-rich end,
while remaining relatively unaffected by the heat of solu-
tion at the lean end of the absorber. This may sometimes
lead to a pinched condition at the rich end of the absorber.
When this type of pinching is a concern, it is customary
either to provide cooling coils inside the absorber or to
divert a liquid stream through an external cooler and then
return it to the next lower tray in the column.

Other than the heat of solution, heat effects that may
influence absorber performance are solvent vaporization,
sensible heat exchange between the gas and the liquid, and
loss of sensible heat due to cooling coils or atmospheric
cooling. Detailed discussion on heat effects in absorption
is presented in the text by Sherwood et al. (1975).

IV. ABSORBER DESIGN

Absorber design is normally carried out in three phases:
process design, column sizing, and hydraulic design. In the
process design phase, the main system parameters (e.g.,
solvent selection, operating pressure and temperature, sol-
vent rate, theoretical number of stages, type of contactor)
are determined. In the column-sizing phase, the height, di-
ameter, and sizes of the main internals such as downcom-
ers, packings, and tray spacing are determined. Finally, the
hydraulic design phase defines all the sizes, dimensions,
and layouts of column inlets, outlets, and the multitude of
internals used in the column.

A. Process Design

The following steps are followed in column process
design:

1. Specification of the separation. A separation is spec-
ified by defining column feed flow rate and composition,
overhead solute concentration (alternatively, solute recov-
ery), and the concentration of solute (if any) in the lean
solvent. If the purpose of absorption is to generate a spe-
cific solution, as in acid manufacture, the solution con-
centration completes the separation specification. For all
other purposes, one specifying variable (e.g., rich solvent
concentration or solvent flow rate) remains to be specified
and is usually set by optimization as outlined below.

2. Selection of solvent and solute recovery process.
This was discussed in Section L.

3. Setting the operating pressure. A higher pressure
favors the gas solubility and decreases the diameter of
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the contactor. However, the cost of attaining the pressure
must be considered. Off-gas scrubbers, for example, pro-
cess large quantities of gas which is then discharged to
the atmosphere; in such a case, the absorber pressure is
set at near atmospheric, and the cost of moving the gas
through the contactor (due to pressure drop) may govern
the decision on operating pressure.

4. Determining solvent circulation rate. If the purpose
of absorption is to generate a solution of a specific con-
centration, the circulation rate is a fixed function of this
concentration. For all other purposes, this circulation rate
is determined by optimization. As circulation rate is in-
creased, the absorption factor Ly;/(mGy;) increases, as
does the distance from the operating line to the equilib-
rium curve. This leads to a shorter and therefore cheaper
column. On the other hand, the higher the circulation rate,
the greater is the cost of separating the solute from the sol-
vent and the larger is the diameter of the absorber. Many
studies have shown that the optimum circulation rate is
about 40% greater than the minimum solvent rate.

5. Selection of contactor type. Tray and packed
columns are most common; other types are generally used
only for special services.

The main factors favoring packed columns are (1) very
corrosive applications, where plastic or ceramic pack-
ings are favored over trays, which are almost always
constructed of metal; (2) low pressure drop requirement,
which is easier to achieve with packings than with trays;
(3) small-diameter columns, because trays require access
for inspection and maintenance; and (4) foaming systems,
which are easier to handle in packed towers.

The main factors favoring tray columns are (1) pres-
ence of solids (packings have a greater tendency to trap
solids and to suffer from the resulting blockage and chan-
neling), (2) very high or very low liquid rates (trays are
more suitable to handle these than packings, except for
structured packings, which are also capable of handling
very low liquid rates), (3) slow reaction rate processes
(trays can provide a greater liquid holdup and therefore
more residence time), (4) complexities such as cooling
coils or intercoolers, which are easier to incorporate into
tray columns, and (5) column weight (tray columns are
generally lighter and easier to support).

6. The number of theoretical stages, or transfer units,
is calculated using a mathematical model of the type de-
scribed in Section III. At this stage, it is necessary to allow
for any heat effects; if these are significant, coiling coils
or intercoolers may be required.

B. Column Sizing

In this section, the main types of absorption equipment
(packed columns and tray columns) are described, and

Absorption (Chemical Engineering)

the main considerations in their design and sizing are
discussed.

1. Packed Columns

Atypical arrangement (Fig. 14) consists of a vertical tower
containing one or more beds of packings. The descending
liquid is distributed over the packing layers, forming liquid
films that flow along the surfaces of the particles, thus
exposing a large surface area for gas—liquid contact. The
solute is transferred from the gas to the liquid across this
surface. The type and size of packings may be the same
throughout the column or may differ from bed to bed.

The characteristics considered most desirable for good
packing performance are a high surface area, a uniform
distribution of liquid, and a low resistance to gas flow.

Two types of packings are common: random packings,
which are discrete pieces of packings randomly dumped
into the column, and structured packings, which are layers
of systematically arranged packings, mostly corrugated
sheets or wire mesh. Structured packings provide uniform
channels for gas and liquid flow, a more even distribution,
and greater surface area for the same resistance to gas flow.
In general, they tend to lead a more efficient operation but
are also more expensive. For absorbers, random packings
are more popular, with structured packings being justi-
fied only when pressure drop and efficiency demands are
unusually high.

Common types of random packings are shown in
Fig. 15. The packings shown in Fig. 15a—c have been
largely superseded by the packings shown in Fig. 15d—h.

Table II shows several common random packings and
compares them on two bases: (1) surface area per unit vol-
ume, the larger area providing more opportunity for mass
transfer, and (2) packing factor, a measure of through-
put capacity and pressure drop, the lower is value, the
higher the capacity and the lower the pressure drop. The
table shows that as packing size increases, capacity rises
while efficiency decreases. The table includes two pack-
ings fabricated from plastic (usually polypropylene); this
material of construction is resistant to corrosion and is
light weight. Plastic packing applications range from sul-
furic acid absorbers to off-gas scrubbers and stripping
columns.

Table II shows that, as packing size increases, packing
capacity rises while packing efficiency decreases. It also
shows that both capacity and efficiency are greater for Pall
rings and Intalox® saddles than for Raschig rings and Berl
saddles.

The data in Table II are approximate, because the
geometry of each packing varies slightly from one man-
ufacturer to another. Usually, the type of data shown in
this table is provided by each manufacturing company for
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FIGURE 14 Packed column.
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its own packings. Perry’s text contains a more extensive
tabulation of packing factors.

Maximum capacity of a packed bed is usually limited by
the onset of flooding. During normal operation, gas flows
up while liquid drains freely along the packing surfaces.
As gas rate is increased, it begins to interfere with free
draining, causing some liquid accumulation in the bed.
When this interference is so high that liquid fills the tower,
the column is said to be flooded.

The condition of flooding is predicted from generalized
charts such as that in Fig. 16. The abscissa shows a scale of
a dimensionless term called the flow parameter. This pa-
rameter represents a ratio of the kinetic energy of the liquid
to the kinetic energy of the gas; thus very low values of
the parameter are associated with low-pressure absorbers
where the volumetric ratio of gas to liquid may be very
high. The ordinate scale shows values of a capacity pa-
rameter, generalized through the packing factor(Table II)

Each curve in Fig. 16 represents a constant pressure
drop value. Packed absorbers are usually sized to give
a pressure drop of 0.25 to 0.50 in. H20 per foot (200-
400 N/m? per meter) of packed depth. Figure 16 is used
to determine the column cross sectional area to achieve

S G @

(a) Raschig ring (b) Lessing ring (c) Berl saddle

@ Pa® ring () Intalox saddle () intalox” metal
tower packing

(g) Cascade Mini Ring ® (h) Nutter Ring ©

FIGURE 15 Common types of random packings (Parts e and f,
courtesy of Norton Co.; part g, courtesy of Glitsch, Inc.; part h,
courtesy of Nutter Engineering Corp.)
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TABLE Il

Characteristics of Random Packings?
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Surface area (m?/m?)

Packing factor m™1)

Nominal size (mm) 25 38 50 75 90 25 38 50 75 90
Type
Raschig ring (metal) 185 130 95 66 — 450 270 187 105 —
Pall ring (metal) 205 130 115 — 92 157 92 66 — 53
Intalox® Metal Tower Packing — — —_- — — 135 82 52 43 —
Raschig ring (ceramic) 190 120 92 62 — 510 310 215 120 —
Berl saddle (ceramic) 250 150 105 — — 360 215 150 — —
Intalox® saddle (ceramic) 255 195 118 92 — 320 170 130 70 —
Intalox® saddle (plastic) 206 — 108 88 — 105 — 69 50 —
Pall ring (plastic) 205 130 100 — 85 170 105 82 — 52

¢ (From Perry, R. H. (ed.) (1985). “Chemical Engineer’s Handbook,” 6th ed., McGraw-Hill, New York.)

this pressure drop at the design and liquid loads. Pressure
drops of 1.5-1.7 in. H20 per foot are representative of
incipient flooding and values this high are to be avoided.

Packed height is determined from the relationships in
Section III. Application of these relationships requires
knowledge of the liquid and gas mass transfer coefficients.
Itis best to obtain these from experimental data on the sys-
tem if available, but caution is required when extending
such data to column design, because mass transfer coeffi-
cients depend on packing geometry, liquid and gas distri-
bution, physical properties, and gas and liquid loads, and
these may vary from one contactor to another.

In the absence of experimental data, mass transfer co-
efficients (and hence heights of transfer units) can be es-
timated by generalized models. A popular and easy to
use correlation for random packings is that of Bolles and
Fair (1982). The earlier correlations of Onda et al. (1968)
and Bolles and Fair are also useful for random packings.
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For structured packings the correlation of Rocha et al.
(1996) has been well validated for a number of packings
tested in larger equipment. Even if experimental data are
available, one must be cautious in applying data taken in
small laboratory columns to designs of large commercial
contactors.

2. Tray Columns

A typical arrangement (Fig. 17) consists of a vertical tower
fitted with horizontal plates or trays, on which liquid and
gas are contacted. Each tray is equipped with gas passages,
which may be perforations in the tray floor or other de-
vices such as valves or bubble caps that disperse the rising
gas into the liquid layer. The liquid layer on the tray is
maintained by the outlet weir. Liquid descends from each
tray to the tray below via a downcomer.

Liquid enters the column and flows across the top tray,
where it contacts the rising gas to form a froth, emulsion, or
spray-type dispersion (Fig. 18). It then overflows the weir
into the downcomer, which separates gas from the liquid,
and carries liquid by gravity to the tray below. The liquid
then flows across the next tray, and the process is repeated.
Liquid is thus contacted with gas in a stagewise manner.

Two types of trays are most common: sieve trays and
valve trays. A sieve tray is a simple perforated plate. Gas
issues from the perforations to give a multiorifice effect;
liquid is prevented from descending the perforations or
“weeping” by the upward motion of the gas. At low gas
flow rates, the upward gas motion may be insufficient to
prevent weeping.

In valve trays, the perforations are equipped with valve
units (Fig. 19). At high gas rates, the gas force opens the
valves, thus providing area for gas flow. At low gas rates,
there is insufficient force to keep many of the valves open,
and these close, preventing the liquid from weeping. Sieve
and valve trays show comparable capacity, efficiency, and
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FIGURE 17 Tray column.

other performance characteristics at high gas rates; but
valve trays weep less and therefore perform better at low
gas rates.

A third type of tray, once commonly employed but cur-
rently used only for special applications, is the bubble-
cap tray. Its design and operation are discussed by Bolles
(1963).

The maximum capacity of a tray column is usually lim-
ited by the onset of flooding, which occurs when liquid
excessively accumulates inside the column. Flooding is
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caused by massive liquid carryover from tray to tray (en-
trainment flood) or when liquid backup in the downcomer
reaches the tray above (downcomer backup flood) or when
the downcomer is unable to handle the total quantity of
descending liquid (downcomer choke flood). At low lig-
uid rates and high gas velocities, entrainment flooding is
the most common limit. At high liquid flow rates and low
gas velocities (e.g., high pressure operation), downcomer
backup and downcomer choke flood are the most common
limits.

(b) Emulsion

(c) Spray

FIGURE 18 Types of dispersion on an absorption tray.
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Tray
floor

Valve
unit

Retaining legs
(under the floor)

FIGURE 19 Flexitray valve unit (courtesy of Koch Engineering
Company, Inc.).

Entrainment flooding is predicted by an updated version
of the Souders and Brown correlation. The most popular
is Fair’s (1961) correlation (Fig. 20), which is suitable
for sieve, valve, and bubble-cap trays. Fair’s correlation
gives the maximum gas velocity as a function of the flow
parameter (L/G)+/(pg/pL), tray spacing, physical prop-
erties, and fractional hole area.

Downcomer backup flooding occurs when the backup
of aerated liquid in the downcomer exceeds the available
tray spacing. Downcomer backup can be calculated by
adding the clear liquid height on the tray, the liquid backup
caused by the tray pressure drop, and the liquid backup
caused by the friction loss at the downcomer outlet. The
downcomer backup is then divided by an aeration factor
to give the aerated liquid backup.

To avoid downcomer choke flooding, downcomers are
sized to give a liquid residence time of not less than 3—
7 sec, depending on the tendency of the liquid to form a
stable foam.

Tray area is usually determined from an entrainment
flooding correlation. Trays are normally designed to op-
erate at 80 to 85% of flood at the maximum expected
throughput. Downcomer area is usually determined from
the downcomer choke criteria. The design is then checked
to ensure that downcomer backup flood does not occur.
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FIGURE 20 Entrainment flooding correlation for trays. (From Fair,

J. R. (1961). Petrol Chem. Engineer Sept., p. 45; reproduced by
permission of Petroleum Engineer International, Dallas, Texas.)
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The number of trays is determined by dividing the the-
oretical number of stages, which is obtained from the rela-
tionships in Section III, by the appropriate tray efficiency.
It is best to use experimental efficiency data for the sys-
tem when available, but caution is required when extend-
ing such data to column design, because tray efficiency
depends on tray geometry, liquid and gas loads, and phys-
ical properties, and these may vary from one contactor
to another. In the absence of data, absorption efficiency
can be estimated using O’Connell’s empirical correlation.
This correlation should not be used outside its intended
range of application.

During the column-sizing phase, a preliminary tray lay-
out is prepared by setting the following:

1. Tray spacing. Eighteen to 24 in. (450-600 mm) is
considered optimum, but smaller or larger values are not
uncommon; for example, smaller values are used if total
column height is restricted. A lower tray spacing leads to
a shorter column at the expense of a greater diameter.

2. Number of liquid passes. At high liquid flow rates,
the liquid may be split into two or more paths. This reduces
the effective liquid loads, leading to a higher capacity at the
expense of a shorter flow path and therefore lower effi-
ciency.

3. Fractional hole area (sieve trays). Eight to 10% is
generally considered optimum. Higher area may enhance
capacity at the expense of more weeping at low gas flow
rates.

4. Weir height. This parameter sets the level of liquid on
the tray in the froth and emulsion regimes (Fig. 17a,b). The
higher the level, the better is the contact and the efficiency
at the expense of a greater liquid backup in the downcomer.
Typical absorption weir heights are 2-3 in. (50-75 mm).

5. Downcomer sloping. Sloped downcomers are often
used to permit a greater perforated tray area while main-
taining a high downcomer entrance area, needed to prevent
downcomer choke.

6. Downcomer clearance. A high clearance increases
downcomer capacity at the expense of increasing the ten-
dency of the downcomer to pass vapor. A common design
practice is to set the clearance to 0.25 to 0.5 in. (6—13 mm)
less than the weir height.

3. Other Contactors

Other contactor types used for absorption include the
following:

Spray columns. These are columns fitted with rows
of sprays located at different heights. Gas rises vertically,
and liquid is sprayed downward at each of these rows.
Mass transfer is usually poor because of low gas and liquid



Absorption (Chemical Engineering)

residence times and because of extensive gas backmixing.
Their application is limited to easy absorption duties (one
or two theoretical stages), usually in systems where the
controlling resistance to mass transfer is in the gas phase.
Column capacity is usually limited by liquid droplet en-
trainment from the top.

Spray absorbers are advantageous where low pressure
drops are critical and where the gas may contain some
solids, such as in the absorption of SO, from coal-fired
boiler exhaust gases.

Falling-film absorbers. These are usually vertical
heat exchangers with the cooling medium in the shell and
the absorption taking place in the tubes. The solvent flows
downward, while the gas may enter either at the bottom
(countercurrent flow) or at the top (cocurrent flow).

Mass transfer in falling-film absorbers is strongly de-
pendent on the gas velocity in the tubes, the liquid and gas
distribution, and the tube surface conditions. The max-
imum capacity of falling-film absorbers is normally re-
stricted either by flooding or by pressure drop. Another
important limit in these absorbers is film breakup. If heat
flux is excessive, dry areas may form at the tube wall and
reduce mass transfer.

Falling-film absorbers make continuous heat removal
possible and are therefore extensively used in applica-
tions where the heat released during absorption is high,
such as in the absorption of hydrogen chloride to form
hydrochloric acid.

Stirred tanks. These are mechanically stirred ves-
sels, which are advantageous when absorption is accom-
panied by a slow liquid-phase chemical reaction. As dis-
cussed earlier (Section II), this application is considered
a chemical reactor rather than an absorber. Stirred tanks
provide high liquid residence times but are limited to low
gas flow rates.

Bubble columns. These are columns full of liquid
into which gas is introduced by a perforated pipe or a
sparger. Bubble columns are used for applications similar
to stirred tanks, but their contact efficiency is lower.

Venturi scrubbers. 1In a venturi scrubber, a liquid jet
issues from a nozzle. The jet induces cocurrent gas flow
into the throat of the jet. Mass transfer takes place be-
tween the gas and the atomized liquid downstream of the
nozzle. Mass transfer is usually poor and depends on the
throat velocity or pressure drop, the liquid/gas ratio, and
the liquid atomization pattern. Because of the cocurrent
nature of contacting, the maximum solute removal does
not exceed a single theoretical stage. Venturi scrubbers are
used primarily for separation of fine particulate matter or
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fine liquid mist from a gas steam. They are often also used
for simultaneously absorbing certain components from the
gas stream, but because of their poor mass transfer are ef-
fective only when these components are highly soluble in
the liquid. Common applications are scrubbing incinerator
fumes and sulfuric and phosphoric acid mists.

Wet scrubbers. These are devices in which a liquid
spray contacts a gas stream, primarily for the purpose of
removing fine solid particles or liquid mists from the gas.
In this process, the liquid spray simultaneously absorbs
soluble components from the gas. The sprays are generated
by a variety of mechanical devices.

C. Hydraulic Design

This design phase determines the types, dimensions, loca-
tion, and orientation of the multitude of internals used in
absorption columns. It usually leads to refinements to the
column design and sizing and, most important, is critical
for ensuring trouble-free operation.

1. Packed Columns

The most important aspects of packed-column internals
and their design are outlined in the following paragraphs.

Packed-tower efficiency and turndown are strongly de-
pendent on the quality of initial liquid distribution. Uneven
distribution may cause local variations in the liquid/gas ra-
tio, localized pinch conditions, and reduced vapor-liquid
contact. Figure 14 shows two common liquid distributor
types, the ladder type (shown as the top distributor) and
the orifice type (shown as the redistributor). The ladder
type is a horizontal header of pipes, which are perforated
on the underside. The orifice type is a flat perforated plate
equipped with round or rectangular risers for gas passage.
Other common types of distributors are a header equipped
with spray nozzles (spray distributor) and a header of hor-
izontal channels, with V notches cut in the vertical walls
of the channels (notched-trough distributor).

Ladder and spray distributors rely on pressure for their
action. They provide a large gas flow area but a some-
what limited liquid flow area; they are light and cheap but
are sensitive to corrosion, erosion, and to a certain extent
plugging. They are most suitable for high gas/liquid ratio
applications.

Orifice and notched-trough distributors rely on gravity
for their action. They provide a large liquid flow area; the
notched-trough distributor also provides a large gas flow
area. They are more robust and expensive than pressure
distributors and are sensitive to levelness. The orifice dis-
tributor is most sensitive to plugging, while the notched-
trough is the least sensitive to plugging, corrosion,



22

or erosion. The orifice distributor has the potential to gen-
erate a distribution pattern superior to most others, but
its application is often restricted to clean fluids where the
gas/liquid ratio is not high. The notched-trough distributor
is often considered the most reliable distributor, although
the quality of distribution may be somewhat inferior than
that of the orifice or ladder distributors.

Liquid redistributors are installed at frequent intervals
in a packed column to remix the liquid, thus counteracting
the propagation of maldistribution effects and the natural
tendency of liquid to migrate toward the wall. A common
design practice is to redistribute the liquid every 20 ft
(67 m).

Redistributor design is similar to gravity distributor de-
sign. The orifice type is most popular (Fig. 14). A notched-
through type requires a liquid collection device above it
to feed the liquid onto the distributor. Often, the gas risers
are equipped with caps to prevent liquid from dropping
through the gas spaces.

Liquid collectors are installed when liquid must be col-
lected for redistribution or drawoff (e.g., for external cool-
ing). The common device used is a chimney tray, which
is similar to an orifice redistributor, but without perfora-
tions. Another common device is the Chevron-type col-
lector, which is a series of Chevron blades, with liquid
being collected at the bottom of the blades.

Packing supports have to support the packed bed phys-
ically, while incorporating a large free area to permit free
passage of gas and liquid. Grid supports are common,
especially in nonmetallic applications. Gas injection sup-
ports (Fig. 14) are usually preferred; these provide separate
passages for the gas and liquid and a large free area.

Holddown plates and bed limiters are grids or wire
screens with openings small enough to prevent migra-
tion of packing particles. They prevent bed fluidization,
which may cause breakage of ceramic and carbon pack-
ings or entrainment of metal or plastic packings with the
gas.

2. Tray Columns

The most important features of tray column internals and
their designs are outlined in the following paragraphs.

Liquid inlets. Liquid enters the top tray via a hole in
the column shell, often discharging against a vertical baffle
or weir, or via a short, down-bending pipe (Fig. 17), or via
a distributor. Restriction, excessive liquid velocities, and
interference with tray action must be avoided, as these may
lead to excessive entrainment, premature flooding, and
even structural damage. Disperser units (e.g., perforations,
values) must be absent in the liquid entrance area (Fig. 17)
or excessive weeping may result.

Absorption (Chemical Engineering)

Gas inlets. Gas must enter above the bottom liquid
level or, if bubbled through the liquid, through a well-
designed sparger. Commonly, no sparger is used; in such
cases, the feed nozzle should be located at least 12 in.
(0.3 m) above the liquid level. Impingement on the liquid
level, seal pan overflow, and instrument nozzles must be
avoided. Failure to follow these guidelines may result in
premature flooding, excessive entrainment, and in some
cases mechanical damage to the trays.

Bottom liquid outlets. Sufficient residence time
must be provided in the bottom of the column to separate
any entrained gas from the leaving liquid. Gas in the bot-
tom outlet may also result from vortexing or from forthing
caused by liquid dropping from the bottom tray (a “wa-
terfall pool” effect). Vortex breakers are commonly used,
and liquid-drop height is often restricted. Inadequate gas
separation may lead to bottom pump cavitation or vapor
choking the outlet line.

Intermediate liquid outlets. Liquid may be with-
drawn using a chimney tray or from a downcomer. A chim-
ney tray is a flat, unperforated plate with vapor risers. It
permits total withdrawal of liquid; a downcomer drawoff
permits only partial withdrawal because some weeping oc-
curs through the tray. A downcomer drawoff may contain
some entrained gas, which must be separated downstream
or allowed for in downstream equipment design.

Gas outlets. Sufficient liquid disentrainment from
the overhead gas is usually required. This may be achieved
by providing sufficient vertical height above the top tray,
installation of mist eliminators, or providing external
knockout facilities downstream of the column.

Tray layout. The preliminary tray and downcomer
layout is prepared in the column-sizing phase and refined
during the hydraulic design phase. In addition to the pa-
rameters previously set, such parameters as hole diameter
or the type of valve unit are determined.

Smaller hole diameters usually enhance efficiency and
capacity but are also more sensitive to corrosion and plug-
ging. Holes smaller than % in. (5 mm) are uncommon be-
cause they require an expensive manufacturing technique.
Half-inch (13-mm) holes are common when corrosion or
plugging is expected.

The best type of valve unit depends on the corrosive
and fouling tendencies of the service, as some valve units
tend to pop out of their seats in corrosive services, while
others tend to stick to their seats in fouling services.

Other parameters such as level tolerance, tray supports,
drainage, weir shape and type are also determined in this
phase.
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Downcomers layout.  Usually, segmental downcom-
ers are used, in which the downcomer area extends from
the weir to the column wall (Fig. 17), but other designs
are not uncommon. The design must consider down-
comer hydraulics as well as mechanical and structural
factors.

The need for positively sealing the downcomer is deter-
mined in this phase. This could be achieved by installing
an inlet weir, which is a weir installed at the tray inlet to
keep the downcomer outlet immersed in liquid. A similar
device, which extends below the tray floor, is a seal pan
(Fig. 17). Both devices provide positive assurance against
vapor rising up the downcomer, but they may also trap
solids and dirt and cause blockage. A seal pan must al-
ways be used in the downcomer from the bottom tray;
otherwise there is nothing to prevent vapor from rising up
the bottom downcomer.

NOMENCLATURE

A Component A

A Absorption factor, Ly /(mGyy),
dimensionless

a Effective interfacial mass transfer area per
unit volume, ft?/ft> (m?/m?)

A Modified absorption factor, given by
Eq. (31b)

Ae Effective absorption factor, given by
Eq. 31a)

B Component B

b Number of moles of component B reacting
with 1 mole of component A

C Component C

c Number of moles of component C

produced when 1 mole of component A
reacts with b moles of component B

Ca Concentration of reactant A in the liquid,
1b mole/ft? (kg mole/m?)

Cg Concentration of reactant B in the liquid,
1b mole/ft3 (kg mole/m?)

Cg, Concentration of reactant B in the bulk
liquid, Ib mole/ft® (kg mole/m?)

Csp Flooding capacity parameter, given in
Fig. 20, ft/s (m/s)

Dy Diffusion coefficient of component A in
the liquid phase, ft*/h (m?/s)

Dy Diffusion coefficient of component B in the
liquid phase, ft?/h (m?/s)

E Energy transfer rate across interface, Btu/h
(kJ/s)

Fy Flow parameter, (L/G) v/0G/pL,
dimensionless

Hog

ht
ka

kg

”
kG

Koc

/
KOG

”
K OoG
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Packing factor, ft=! (m~")

Gas flow rate (Fig. 16 only), 1b/(s ft?)
(ke/(s m?))

Gas flow rate, 1b/h (kg/h)

Conversion factor, 32.2 (Ib ft)/(Ibf s?)
(1.0(kg m)/(N s?))

Molar gas-phase mass velocity,

1b mol/(h ft?) [kmol/(s m?)]

Molar gas-phase mass velocity of rich gas,
1b mol/(h ft?) [kmol/(s m?)]

Enthalpy, Btu/lb mole (kJ/kmol) (Fig. 12
and Eq. (33) only)

Henry’s Law constant, atm (kPa)

Height parameter for packed towers, ft (m)
Hatta number, defined by Eq. (12),
dimensionless

Height of a transfer unit based on gas-phase
resistance, ft (m)

Height of a transfer unit based on liquid-
phase resistance, ft (m)

Height of an overall gas-phase mass-
transfer unit, ft (m)

Contactor height, ft (m)

Second order reaction rate constant,

ft3/(h 1b mol) [m>/(s kmol)]

Gas-phase mass-transfer coefficient for
dilute systems, Ib mol/(h ft2 mole fraction
solute) (kmol/(s m? mole fraction solute))
Gas-phase mass-transfer coefficient for
concentrated systems, same units as kg
Gas-phase mass transfer coefficient for
multicomponent systems, same units as kg
Liquid-phase mass-transfer coefficient for
dilute systems, same units as kg
Liquid-phase mass-transfer coefficient for
concentrated systems, same units as kg
Liquid-phase mass transfer coefficient for
multicomponent systems, same units

as kg

Liquid-phase mass-transfer coefficient for
pure physical absorption (no reaction),
same units as kg

Overall gas-phase mass-transfer
coefficient for dilute systems, same units
as kg

Overall gas-phase mass-transfer
coefficient for concentrated systems, same
units as kg

Overall gas-phase mass transfer coefficient
for multicomponent systems, same as units
as kg

Liquid flow rate (Fig. 16 only), 1b/(s ft?)
(kg/(s m?))
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z =z

Na

Ng, Ngc, ...

ra

s

XBM

Liquid flow rate, Ib/h (kg/h)

Liquid flow rate, Ib mole/h (kmol/s)

(Fig. 12 and Eq. 33 only)

Liquid component flow rate, Ib mole/h
(kmol/s)

Molar liquid-phase mass velocity,

1b mol/(h ft?) [kmol/(s m?)]

Molar solute-free solvent mass velocity,
1b mol/(h ft?) [kmol/(s m?)]

Slope of equilibrium curve =dy*/dx,
dimensionless

Number of stages in a stagewise contactor
Mass transfer rate across interface, 1b
mole/h (kmol/s) (Fig. 12 and Eq. (32) only)
Molar flow rate of solute A per unit
interfacial area, Ib mol/(h ft?)

[kmol/(s m?)]

As Ny, but with respect to solute B, C, . ..
Number of gas-phase mass-transfer units,
dimensionless

Number of liquid-phase mass-transfer
units, dimensionless

Number of overall gas-phase mass-transfer
units, dimensionless

Pressure, atm (kPa)

Solute partial pressure in bulk gas,

atm (kPa)

Heat removal rate, Btu/h (kJ/s)
Volumetric reaction rate of component A,
1b mol/(h ft3) [kmol/(s m?)]

Volumetric reaction rate of component B,
1b mol/(h ft*) [kmol/(s m?)]

Temperature, °F (°C)

Parameter defined by Eq. (8d), indicating
degree of counter-diffusion

Vapor velocity, based on tray area less the
area at the bottom of the downcomer, at the
flood point, ft/s (m/s)

Superficial vapor velocity, ft/s

Gas flow rate, 1b mole/h (kmol/s)

Gas component flow rate, Ib mole/h
(kmol/s)

Mole fraction solute (in bulk-liquid phase
unless otherwise subscripted)

Mole solute in liquid per mole of
solute-free solvent entering absorber
Mole fraction solute A (in bulk-liquid
phase, unless otherwise subscripted)
Mole fraction solute in bulk-liquid
inequilibrium with solute concentration in
bulk-gas

Logarithmic-mean inert-solvent
concentration between bulk liquid and
interface, given by Eq. (6b)

Xfm

YBM

*
YBM

Yfm

*

> 5
g

= S S QA™ T

Subscripts

0
1
1

> N

ave
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Superscripts
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L

v
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Film factor, given by Eq. (8b)

Mole fraction solute (in bulk-gas phase,
unless otherwise subscripted)

Mole solute in gas per mole of rich gas
entering the absorber

Mole fraction solute A (in bulk-gas phase,
unless otherwise subscripted)

Mole fraction solute in bulk-gas in
equilibrium with solute concentration in
bulk-liquid

Mole fraction solute in bulk-gas in
equilibrium with solute concentration in
bulk-liquid

Logarithmic-mean inert-gas concentration
between bulk-gas and interface, defined by
Eq. (6a)

Logarithmic-mean inert-gas concentration
between bulk-gas and value in equilibrium
with bulk-liquid

Film factor, given by Eq. (8b)

Film factor, given by Eq. (8d)

Film thickness, ft (m)

Liquid viscosity, cP [kg/(s m)]

Density, Ib/ft? (kg/m?)

Surface tension, dyn/cm (N/m)

Ratio ki / k7, reaction enhancement factor,
dimensionless

Ratio ki./k{ when H, = oo, dimensionless
Ratio of water to liquid density,
dimensionless

Liquid inlet to stage contactor
Column bottom (differential contactor)
Stage 1 (Top stage in a stagewise
contactor)

Column top (differential contactor)
Stage 2 (Stagewise contactor)
Component A

Average for the column

Component B

Component C

Gas phase

Interface

Component j

Liquid phase

Stage N (bottom stage in a stagewise
contactor)

Stage n

At the interface
Liquid
Vapor (or gas)
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GLOSSARY

Breakthrough curve Plot showing variation of outlet
concentration of one (or more) of the adsorbable
species with time.

Carbon molecular sieve Microporous carbon adsorbent
that has very small micropores (typically ~5.0-A di-
ameter) with a very narrow distribution of pore size.

Extract Product stream containing the more strongly ad-
sorbed species.

HETP Heightequivalent to a theoretical plate. A measure
of the combined effects of axial mixing and finite mass
transfer resistance in causing deviations from ideal
(equilibrium) behavior in a chromatographic column
or in a countercurrent contact system. The definitions
of HETP in these two cases are somewhat different,

Engineering

reflecting the difference in the flow pattern, but there is
a well-defined relationship between the two quantities.

Knudsen diffusion Mechanism of diffusion, dominant in
smaller macropores at relatively low pressures, when
collisions between diffusing molecules and pore walls
occur more frequently than collisions between the
molecules themselves.

Langmuir isotherm or model Simple mathematical rep-
resentation of a favorable (type I) isotherm defined by
Eq. (2) for a single component and Eq. (4) for a binary
mixture. The separation factor for a Langmuir system
is independent of concentration. This makes the ex-
pression particularly useful for modeling adsorption
column dynamics in multicomponent systems.

LUB Length of unused bed. See Eq. (25) and Fig. 9 for a
precise definition.

251



252

Macropore diffusion Diffusion in “macropores”—pores
that are large compared with the molecular diameter.
Several different mechanisms contribute to macrop-
ore diffusion, notably ordinary molecular diffusion in
larger macropores at higher pressures or in liquids and
Knudsen diffusion in smaller macropores at low pres-
sures. Also referred to as intraparticle diffusion.

Mass transfer zone Region in an adsorption column
where, at a given time, the concentration of one of
the adsorbable species varies with distance along the
column.

Micropore diffusion Diffusion within the small micro-
pores of the adsorbent which are of a size comparable
with the molecular diameter of the sorbate. Under these
conditions the diffusing molecule never escapes from
the force field of the solid surface and steric hindrance
is important. For zeolites the terms micropore diffusion
and intracrystalline diffusion are synonymous.

Raffinate Product stream containing the less strongly ad-
sorbed species.

Selectivity Difference in the affinity of the adsorbent for
two components. Measured quantitatively by the “sep-
aration factor,” g.v.

Separation factor Defined according to Eq. (5) in anal-
ogy with relative volatility; provides a quantitative
measure of selectivity.

Zeolite Microporous crystalline aluminosilicate. In this
article the term is used in its broad sense to include
microporous crystalline silica and aluminophosphates
as well as true zeolites.

ADSORPTION is the adhesion or retention of a thin layer
of molecules of a gas or liquid mixture brought into con-
tact with a solid surface resulting from the force field at the
surface. Because the surface may exhibit different affini-
ties for the various components of a fluid, the composition
of the adsorbed layer generally differs from that of the bulk
fluid. This phenomenon offers a straightforward means of
purification (removal of undesirable components from a
fluid mixture) as well as a potentially useful method of
bulk separation (separation of a mixture into two or more
streams of enhanced value).

. FORCES OF ADSORPTION

Adsorption is conveniently considered as either “physical
adsorption” or “chemisorption,” depending on the nature
and strength of the surface forces. Chemisorption can be
considered as the formation of a chemical bond between
the sorbate and the solid surface. Such interactions are
strong, highly specific, and often not easily reversible.

Adsorption (Chemical Engineering)

Chemisorption systems are sometimes used for remov-
ing trace concentrations of contaminants, but the diffi-
culty of regeneration makes such systems unsuitable for
most process applications so most adsorption processes
depend on physical adsorption. The forces of physical ad-
sorption are weaker than the forces of chemisorption so
the heats of physical adsorption are lower and the adsor-
bent is more easily regenerated. Several different types of
force are involved. For nonpolar systems the major con-
tribution is generally from dispersion—repulsion (van der
Waals) forces, which are a fundamental property of all
matter. When the surface is polar, depending on the na-
ture of the sorbate molecule, there may also be important
contributions from polarization, dipole, and quadrupole
interactions. Selective adsorption of a polar species such
as water or a quadrupolar species such as CO, from a mix-
ture with other nonpolar species can therefore be accom-
plished by using a polar adsorbent. Indeed, adjustment
of surface polarity is one of the main ways of tailoring
adsorbent selectivity.

The strength of the van der Waals interaction is directly
related to the polarizability of the sorbate which depends,
in turn, on the molecular weight. The affinity sequence for
nonpolar sorbates therefore generally correlates approxi-
mately with the sequence of molecular weights.

Water is a small and highly polar molecule. It is there-
fore adsorbed strongly on a polar surface, and such ad-
sorbents are therefore commonly called “hydrophilic.” By
contrast, water is adsorbed only weakly on a nonpolar sur-
face so such adsorbents are called “hydrophobic.” How-
ever, this is something of a misnomer since water is not
actually repelled by a nonpolar surface.

Il. GENERAL APPLICATIONS

A wide range of adsorption processes have been devel-
oped, and such processes are in common industrial use,
particularly in the petroleum and petrochemical industries.

The traditional application of adsorption in the process
industries has been as a means of removing trace impu-
rities from gas or liquid streams. Examples include the
removal of H,S from hydrocarbon streams before pro-
cessing, the drying and removal of CO, from natural gas,
and the removal of organic compounds from waste wa-
ter. In these examples the adsorbed component has little
value and is generally not recovered. Such processes are
generally referred to as purification processes, as distinct
from bulk separations, in which a mixture is separated
into two (or more) streams, each enriched in a valuable
component, which is recovered. The application of ad-
sorption to bulk separations is a more recent development
that was stimulated to a significant extent by the rapid
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escalation of energy prices during the 1970s. The tradi-
tional method of bulk separation is distillation, and al-
though distillation has the advantages of wide applicabil-
ity and proven technology, it suffers from the disadvantage
of very poor energy efficiency, particularly when the dif-
ference in volatility of the components to be separated is
small. With increasing energy costs the balance of eco-
nomic advantage for such separations has shifted toward
alternative technologies, such as adsorption, that gener-
ally involve a higher capital outlay but offer the advantage
of greater energy efficiency and therefore lower operating
costs. Examples of large-scale bulk separation processes
that are commonly accomplished by adsorption include
the separation of xylene isomers (liquid phase), the sepa-
ration of linear and branched paraffins (gas phase or lig-
uid phase), and the separation of olefins from paraffins
(gas phase or liquid phase). Similar adsorption separation
processes have also been developed for a number of im-
portant carbohydrate separations (e.g., fructose—glucose)
that cannot easily be accomplished by more traditional
methods.

The primary requirement for an economic adsorption
separation process is an adsorbent with sufficient selec-
tivity, capacity, and life. Adsorption selectivity may de-
pend either on a difference in adsorption equilibrium or,
less commonly, on a difference in kinetics. Kinetic selec-
tivity is generally possible only with microporous adsor-
bents such as zeolites or carbon molecular sieves. One
can consider processes such as the separation of linear
from branched hydrocarbons on a 5A zeolite sieve to be
an extreme example of a kinetic separation. The critical
molecular diameter of a branched or cyclic hydrocarbon
is too large to allow penetration of the 5A zeolite crystal,
whereas the linear species are just small enough to en-
ter. The ratio of intracrystalline diffusivities is therefore
effectively infinite, and a very clean separation is possible.

lll. MICROPOROUS ADSORBENTS

Since adsorption is essentially a surface phenomenon, a
practical adsorbent must have a high specific surface area,
which means small diameter pores. Conventional adsor-
bents such as porous alumina, silica gel, and activated
carbon have relatively wide pore size distributions, span-
ning the entire range from a few angstroms to perhaps
1 um. For convenience the pores are sometimes divided
into three classes:

Micropores: <20 A diameter
Mesopores: 20-500 A diameter
Macropores: >500 A diameter
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A diameter of 20 A represents approximately the limit-
ing pore size that can be measured by mercury intrusion.
In pores smaller than this, transport becomes increasingly
affected by molecule—pore wall interactions, and conven-
tional theories based on molecular and Knudsen diffusion
break down. The classification is somewhat arbitrary, how-
ever, since the point at which such effects become impor-
tant also depends on the size of the diffusing molecule.
Adsorption equilibrium in microporous adsorbents also
depends to some extent on the pore size as well as on the
nature of the surface, so control of the pore size distribu-
tion is important in the manufacture of an adsorbent for a
particular separation.

Activated carbon is by far the most widely used ad-
sorbent. It is available in a wide range of different forms
that differ mainly in pore size and pore size distribution.
The carbon surface is essentially nonpolar although some
polarity can be imparted by surface oxidation or other
pre-treatments. It is widely used for removal of low con-
centrations of organics, either from aqueous streams (for
example, decolorization of sugar or water treatment) or
from vapor streams (for example, in range hoods and other
pollution-control devices). Crystalline silica adsorbents
such as silicalite are also organophilic but are substantially
more expensive than activated carbon so their application
is generally limited to situations where, for some reason,
the use of carbon is not appropriate.

In “molecular sieve” adsorbents, such as zeolites and
carbon molecular sieves, the micropore size distribution
is extremely narrow, thus allowing the possibility of ki-
netic separations based on differences in molecular size.
However, this feature is utilized in only a few commer-
cial adsorption separation processes, and in the majority
of such processes the separation depends on differences
in the adsorption equilibrium rather than on the kinetics,
even though a “molecular sieve” adsorbent may be used.

The Al-rich (cationic) zeolites have highly polar inter-
nal surfaces. The polarity increases with increasing cation
charge and decreasing cation size. However, the relation-
ship between the nature of the cation and the surface prop-
erties is complex because the differences in cation location
(sites) must also be considered.

The commercially available zeolite adsorbents consist
of small microporous zeolite crystals, aggregated with the
aid of a clay binder. The pore size distribution thus has a
well-defined bimodal character, with the diameter of the
intracrystalline micropores being determined by the crys-
tal structure and the macropore size being determined by
the crystal diameter and the method of pelletization. As
originally defined, the term zeolite was restricted to alu-
minosilicate structures, which can be regarded as assem-
blages of SiO; and AlO, tetrahedra. However, essentially
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TABLE |l Some Important Applications of Zeolite Adsorbents
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Effective
Cationic Formula of typical channel .
Framework form unit cell ‘Window diameter (A) Application
A Na Naj2[(AlO7)12(Si02)12] 8-Ring (obstructed) 3.8 Desiccant: CO; removal from natural gas
Ca CasNay [(A107)12(Si02)12] 8-Ring (free) 4.4 Linear paraffin separation; air separation
K K12[(A102)12(Si07)12] 8-Ring (obstructed) 29 Drying of cracked gas containing CoHg, etc.
X Li(LSX) Ligg[(A102)96(Si02)96] 12-Ring 8.4 PSA oxygen production
Na Nagg[(AlO2)86(Si02)106] 12-Ring 8.4 Pressure swing H purification
Ca CagoNag[(A107)36(Si02)106] 12-Ring 8.0 Removal of mercaptans from natural gas
Sr, Ba? Srp1Bays [(AlO2)56(Si02)106] 12-Ring 8.0 Xylene separation
Y K Ks6[(A102)56(Si02)136] 12-Ring 8.0 Xylene separation
Ca Capg[(AlO7)56(Si02)136] 12-Ring 8.0 Fructose—glucose separation
Mordenite Ag Ags[(AlO7)3(Si02)40] 12-Ring 7.0 I, and Kr removal from nuclear off-gases
H Hs[(AlO2)8(Si02)40]
Silicalite — (Si07)96 10-Ring 6.0 Removal of organic compounds from water
ZSM-5 Na Na3[(AlO7)3(Si03)93] 10-Ring 6.0 Xylene separation
¢ Also K-BaX.

pure silica analogs of many zeolite structures, as well
as topologically similar AIPO; structures (AIPOy sieves),
have now been prepared, and for practical purposes it is
therefore convenient to consider such materials zeolites
even though they do not fall within the traditional defi-
nition of a zeolite. Examples of some practically impor-
tant zeolite adsorbents are given in Table I, together with
the nominal micropore diameters, as determined from the
crystal structures.

Carbon molecular sieves are produced by controlled
pyrolysis and subsequent oxidation of coal, anthracite,
or organic polymer materials. They differ from zeolites
in that the micropores are not determined by the crystal
structure and there is therefore always some distribution
of micropore size. However, by careful control of the man-
ufacturing process the micropore size distribution can be
kept surprisingly narrow, so that efficient size-selective
adsorption separations are possible with such adsorbents.
Carbon molecular sieves also have a well-defined bi-
modal (macropore—micropore) size distribution, so there
are many similarities between the adsorption kinetic be-
havior of zeolitic and carbon molecular sieve systems.

IV. ADSORPTION EQUILIBRIUM

A. Thermodynamics of Adsorption

At sufficiently low concentrations on a homogeneous sur-
face the equilibrium isotherm for physical adsorption will
always approach linearity (Henry’s law). The limiting
slope of the isotherm [lim,_,¢(dq/dp)1] is referred to as
the Henry constant K'. It is evident that the Henry con-

stant is simply a thermodynamic equilibrium constant, and
the temperature dependence therefore follows the familiar
vant Hoff equation,

K/ — K(/)efAHg/RT (1)

where —A H) is the limiting heat of adsorption at low
coverage, R the gas constant, and 7" absolute temperature.
Since adsorption is generally exothermic, the Henry con-
stant decreases with temperature. A corresponding dimen-
sionless Henry constant K can be defined in terms of fluid-
phase concentration ¢ [K =lim,_,¢(dq/dc)r], where g
is the sorbate concentration in adsorbed phase, rather
than partial pressure, and since for an ideal vapor phase
¢=p/RT, the two constants are related by K = RTK'.
Henry’s law corresponds physically to the situation where
the adsorbed layer is so dilute that there is neither compe-
tition for adsorption sites nor sorbate—sorbate interaction.
At higher concentration levels both of these effects be-
come important.

The equilibrium isotherms for microporous adsorbents
are generally of type I form in Brunauer’s classification
(Fig. 1). Such isotherms are commonly represented by the
Langmuir model,

©
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FIGURE 1 Brunauer’s classification of equilibrium isotherms. P,
sorbate pressure; P, saturation vapor pressure.
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q/qs = bp/(1 + bp) 2

where ¢y is the saturation capacity and b an equilibrium
constant that is directly related to the Henry constant
(K’ = bgs). To a first approximation g is independent of
temperature, so the temperature dependence of b is the
same as that of the Henry constant [Eq. (1)]. The Langmuir
model was originally derived for localized chemisorption
on an ideal surface with no interaction between adsorbed
molecules, but with certain approximations the same form
of equation can be derived for mobile physical adsorption
at moderate coverage. Although this model provides a
quantitatively accurate description of the isotherms for
only a few systems, the expression shows the correct
asymptotic behavior at both high and low concentrations
and therefore provides a useful qualitative or semiquanti-
tative representation for many systems. A variety of more
sophisticated model isotherms have been developed to
take account of such factors as energetic heterogeneity
and sorbate—sorbate interactions, but none of these has
proved universally applicable. From the perspective
of the overall modeling and design of adsorption systems,
the more sophisticated models offer little advantage over
the simple Langmuir model since any increase in accuracy
is generally more than offset by the additional complexity
of the model and the need for more empirical parameters.
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When the equilibrium constant b is large (highly favor-
able adsorption) the Langmuir isotherm approaches irre-
versible or rectangular form,
p>0. ¢" =g 3)
where g* represents the equilibrium constant ratio in the
adsorbed phase. This provides the basis for a very use-
ful limiting case, which is widely used in the analysis of
adsorption column dynamics since the solutions for a rect-
angular isotherm are generally relatively simple and they
provide a reasonably reliable prediction of the behaviour
that can be expected for a real system when the isotherm
is highly favorable.

According to the Langmuir model the heat of adsorp-
tion should be independent of adsorbed-phase concentra-
tion, but in practice the heat of adsorption generally varies
quite significantly. For nonpolar sorbates an increase in
the heat of sorption with coverage is generally observed,
and this is commonly attributed to sorbate—sorbate inter-
action. For polar sorbates on polar adsorbents, the heat of
sorption generally decreases with coverage, reflecting the
dominance of energetic heterogeneity and the decreasing
contribution of electrostatic contributions to the energy of
adsorption at higher coverage (Fig. 2).

In homologous series such as the n-paraffins heats of
adsorption increase regularly with carbon number (Fig. 3).

p=0, ¢*=0;
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FIGURE 2 Variation of isosteric heat of sorption —A Hy with coverage ¢ showing the difference in trends between
polar and nonpolar sorbates. (Reprinted from Ruthven, D. M. (1976). Sep. Purif. Methods 5 (2), 184, copyright Marcel

Dekker, Inc., New York.)
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FIGURE 3 Variation of limiting heat of sorption (— A Hp) with chain
length n for homologous series of linear paraffins.

For more complex molecules a reasonable estimate of the
heat of sorption can sometimes be made by considering
“group contributions.” Such an approach works best for
nonpolar sorbates on nonpolar surfaces but is subject to
considerable error for polar systems in which the electro-
static energies of adsorption are large.

B. Adsorption of Mixtures

The Langmuir equation can be easily extended to multi-
component adsorption, for example, for a binary mixture
of components 1 and 2:

ﬂ bicy

g1 14+bici + by
4

e bycy
g2 14+bici + by

Thermodynamic consistency requires that gs; be equal to
gs2, but it is common practice to ignore this requirement,
thereby introducing an additional parameter. This is legit-
imate if the equations are to be used purely as an empirical
correlation, but it should be recognized that since thermo-
dynamic consistency is violated such expressions are not
valid over the entire composition range.

For an equilibrium-based separation process a conve-
nient measure of the intrinsic selectivity of the adsorbent is
the separation factor «,, defined by analogy with relative
volatility as:

ap = (X1/Y1)/(X2/Y) &)

where X and Y are the mole fraction in the adsorbed
and fluid phases, respectively. For a system that obeys
the binary Langmuir isotherm [Eq. (4)] it is evident that
a1z (=b1 /b,) is independent of concentration. An approx-
imate estimate of the separation factor can therefore be
derived from the ratio of the Henry’s law constants. A con-
stant separation factor simplifies considerably the problem
of modeling the adsorption process, and the Langmuir
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model is therefore very useful for developing an initial
understanding of the system dynamics and for prelimi-
nary design. However, the inherent limitations of such a
model should be clearly recognized.

Although the multicomponent Langmuir equations ac-
count qualitatively for competitive adsorption of the mix-
ture components, few real systems conform quantitatively
to this simple model. For example, in real systems the
separation factor is generally concentration dependent,
and azeotrope formation (o = 1.0) and selectivity rever-
sal (o varying from less than 1.0 to more than 1.0 over the
composition range) are relatively common. Such behavior
may limit the product purity attainable in a particular ad-
sorption separation. It is sometimes possible to avoid such
problems by introducing an additional component into the
system which will modify the equilibrium behavior and
eliminate the selectivity reversal.

The problem of predicting multicomponent adsorption
equilibria from single-component isotherm data has at-
tracted considerable attention, and several more sophisti-
cated approaches have been developed, including the ideal
adsorbed solution theory and the vacancy solution theory.
These theories provide useful quantitative correlations for
a number of binary and ternary systems, although avail-
able experimental data are somewhat limited. A simpler
but purely empirical approach is to use a modified form
of isotherm expression based on Langmuir-Freundlich or
“loading ratio correlation” equations:

g _ bipy'
gs  1+bipl" +byphy

(6)
9 _ bypy’

gs  1+bipl" +bypy

From the perspective of the design engineer, the advantage
of this approach is that the expressions for the adsorbed-
phase concentrations are simple and explicit. However,
the expressions do not reduce to Henry’s law in the low-
concentration limit, which is a thermodynamic require-
ment for physical adsorption. They therefore suffer from
the disadvantage of any purely empirical equations, and
they do not provide a reliable basis for extrapolation out-
side the range of experimental study.

V. ADSORPTION KINETICS

Physical adsorption at a surface is extremely rapid, and the
kinetics of physical adsorption are invariably controlled
by mass or heat transfer rather than by the intrinsic rate of
the surface process. Biporous adsorbents such as pelleted
zeolites or carbon molecular sieves offer three distinct re-
sistances to mass transfer: the external resistance of the
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Microporous
Crystals

Intercrystalline
Macropores

External
Fluid Film

Idealized
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(uniform spherical
crystallites)

FIGURE 4 Schematic diagram of a biporous adsorbent pellet
showing the three resistances to mass transfer (external fluid film,
macropore diffusion, and micropore diffusion). R, pellet radius; rc
crystal radius.

fluid film, the diffusional resistance associated with trans-
port through the macropores, and the intracrystalline or
micropore diffusional resistance (Fig. 4). Depending on
the particular system and the conditions, any one of these
resistances may be rate controlling, or the rate may be de-
termined by the combined effects of more than one mass
transfer resistance.

A. Micropore Diffusion

It is convenient to correlate transport data in terms of a
diffusivity defined according to Fick’s first equation,

0
J= —D(c)a—z ()

where J is flux, D diffusivity, ¢ fluid-phase concentration,
and z the distance. The true driving force for any transport
process is, however, the gradient of the chemical potential
rather than the concentration gradient, so one can write,
more generally,
J = —Bca—u (8)
0z
where B is mobility and u the chemical potential. By con-
sidering equilibrium with an ideal vapor phase, it may be
shown that the Fickian diffusivity (D) and the thermody-
namic mobility (B) are related by:
dlna dnp
D = BRT = Dy
dlnc dInc
where c is the absorbed phase concentration, p the par-
tial pressure, and the limiting diffusivity Do = BRT'. It is
evident that for an ideal system (activity proportional to
concentration) Eq. (9) reduces to the Fickian formulation
with D = Dy. However, for a nonideal system the factor

9
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dIn p/d Inc may be very different from unity. Such con-
siderations apply equally to diffusion in liquids or gases
as well as to diffusion in an adsorbed phase. However,
for gaseous systems the deviations from ideality are gen-
erally small, and even for liquid systems the deviations
from Henry’s law are often modest over substantial ranges
of concentration. By contrast, for an adsorbed phase the
relationship between activity and concentration (the equi-
librium isotherm) is almost always highly nonlinear.

The factor d In p/d In g approaches unity in the Henry’s
law region and infinity in the saturation region of the
isotherm, so a strong concentration dependence of the
Fickian diffusivity (D increasing with g) is to be expected.
For example, for a Langmuir system,

dinp 1 _ D— Dy
ding 1—gq/q,’ 1—q/q;

In principle the mobility B and therefore the cor-
rected diffusivity Dy are also concentration-dependent,
so Eq. (12) does not necessarily predict quantitatively
the concentration dependence of D even for a system
where the isotherm obeys the Langmuir equation. Nev-
ertheless, the concentration dependence of B is generally
modest compared with that of the thermodynamic factor,
s0 amonatonic increase in diffusivity with adsorbed-phase
concentration is commonly observed (Fig. 5). Clearly in
any attempt to relate transport properties to the physical
properties of the system it is important to examine the cor-
rected, diffusivity Dy (or the mobility B) rather than the
Fickian diffusivity, which is in fact a product of kinetic
and thermodynamic factors.

Micropore diffusion differs in several important re-
spects from diffusion in macropores or in bulk fluids since
the diffusing molecule never escapes from the force field
of the solid. Under these conditions repulsive interactions
are important, and relatively large differences in diffusiv-
ity may therefore occur between different stereoisomers,
reflecting differences in molecular shape. Furthermore,
small changes in pore diameter can affect the diffusivity
by orders of magnitude, and on this basis a suitable adsor-
bent may sometimes be tailored to provide a high kinetic
selectivity between similar molecules. The most important
practical example is the separation of oxygen and nitrogen
on a carbon molecular sieve.

Micropore diffusion is an activated process, and the
temperature dependence can generally be correlated ac-
cording to an Eyring equation,

(10)

Dy = D,e E/RT an

where D, is a pre-exponential factor and E the diffusional
activation energy. The diffusional activation energy is a
useful property which for a given sorbate—sorbent system
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FIGURE 5 Variation of (a) intracrystalline diffusivity and (b) cor-
rected diffusivity Dy [Eq. (12)] with sorbate concentration g for
n-heptane in Linde 5A zeolite crystals. O, 409 K; A,V 439 K
(adsorbent, desorbent, respectively); x, 462 K; +, 491 K. (Repro-
duced by permission of the National Research Council of Canada
from Ruthven, D. M., and Doetsch, I. H. (1974). Can. J. Chem. 52,
2722))

is commonly more constant than the actual value of the
diffusivity. For zeolite adsorbents the variation of diffu-
sional activation energy with molecular size and shape
has been examined in considerable detail.

Many practical adsorption processes involve multicom-
ponent systems, so the problem of micropore diffusion in a
mixed adsorbed phase is both practically and theoretically
important. Major progress in understanding the interaction
effects has been achieved by Krishna and his coworkers
through the application of the Stefan-Maxwell approach.
The diverse patterns of concentration dependence of dif-
fusivity that have been observed for many systems can,
in most cases, be understood on this basis. The reader
is referred, for details, to the review articles cited in the
bibliography.
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B. Macropore Diffusion

Diffusion in macropores occurs mainly by the combined
effects of bulk molecular diffusion (as in the free fluid) and
Knudsen flow, with generally smaller contributions from
other mechanisms such as surface diffusion and Poiseuille
flow. Knudsen flow, which has the characteristics of a
diffusive process, occurs because molecules striking the
pore wall are instantaneously adsorbed and re-emitted in
a random direction. The relative importance of bulk and
Knudsen diffusion depends on the relative frequency of
molecule-molecule and molecule-wall collisions, which
in turn depends on the ratio of the mean free path to pore
diameter. Thus Knudsen flow becomes dominant in small
pores at low pressures, while in larger pores and at higher
pressures diffusion occurs mainly by the molecular mech-
anism. Since the mechanism of diffusion may well be dif-
ferent at different pressures, one must be cautious about
extrapolating from experimental diffusivity data, obtained
at low pressures, to the high pressures commonly em-
ployed in industrial processes.

The combined effects of Knudsen, Dk, and molecular
(fluid-phase) diffusion Dy, are commonly estimated from
the expression:

1 1 1 1
DP_T(Dm+DK) ( )
where 7 is an empirical factor, characteristic of the ad-
sorbent, that corrects for the effects of pore direction and
nonuniform pore diameter. Modeling the pore structure
as a three-dimensional assemblage of uniform, randomly
oriented cylinders suggests a value of T =3, and experi-
mental values are typically within the range 2—4.

Since the transport processes within macropores are
fairly well understood, it is generally possible to make
a reasonable a priori estimate of the effective macropore
diffusivity, at least within a factor of ~2.

C. External Mass Transfer Resistance

External mass transfer rates are generally correlated in
terms of a linear driving force expressions,

dq /0t = kea(c — ¢*) (13)

where ¢ is time, k¢ the external mass coefficient, and ¢* the
equilibrium value of c. Mass transfer rates in packed beds
have been measured extensively, and the subject has gen-
erated considerable controversy in the literature. However,
the matter has now been settled due largely to the diligent
work of Wakao and collaborators. It appears that in many
of the earlier measurements the effects of axial mixing
were underestimated, leading to erroneously low apparent
values for the film coefficient k;. By taking proper account
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of axial dispersion Wakao was able to correlate many of
the data from different laboratories for both gas and liquid
systems in accordance with the following correlation for
the Sherwood number:

_ 2keR,

Sh =2.0+ 1.1Sc!?Re!/? (14)

m

where Sc is the Schmidt number and Re the Reynolds
number (based on particle diameter). However, it should
be recognized that if this correlation is used to estimate
the film coefficient it is essential also to use a realistic
value for the axial dispersion coefficient. Otherwise, the
combined effects of external mass transfer resistance and
axial mixing will be underestimated.

D. Overall Mass Transfer Resistance

It has been well established that the kinetics of a diffusion-
controlled process can be approximately represented by a
linearized rate expression of the form:

g /0t = k(g™ — q) 5)

where the effective rate constant k is related to the diffu-
sional time constant by k ~ 15D /r? (r being the particle
radius), and g is the value of ¢ averaged over a parti-
cle. This approximation, due originally to Glueck, is at its
best for linear equilibrium systems and long adsorption
columns, and it is at its worst when the isotherm is rectan-
gular and for very short columns or single particles. When
several resistances to mass transfer are significant (as in
Fig. 4), the overall rate constant is given approximately
by the reciprocal addition rule:

1 Ry R; rf
—_— = + (16)
kK 3k 15¢,D,  15KD.

where g, is the macroporosity of the adsorbent particle and
D, the intracrystalline (micropore) diffusivity. These ap-
proximations are especially useful in the modeling of ad-
sorption column dynamics for more complex nonisother-
mal and multicomponent systems, since the replacement
of a diffusion equation by a simple linearized rate expres-
sion leads to a general reduction in mathematical complex-
ity and a corresponding reduction in the computer time
requirement. The rigorous solution of diffusion equation
models is generally not practically feasible except for the
simplest systems.

E. Measurement of Intraparticle Diffusivities

The customary way of measuring intraparticle macropore
diffusivities is the Wicke—Kallenbach method, which de-
pends on measuring the flux through a pellet under steady-
state conditions when the two faces are maintained at
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known concentrations. The same method has also been
adapted to the measurement of micropore diffusion in
large crystals of certain zeolites.

Alternatively one can in principle derive both micro-
pore and macropore diffusivities from measurements of
the transient uptake rate for a particle (or assemblage of
crystals) subjected to a step change in ambient sorbate
pressure or concentration. The main problem with this ap-
proach is that the overall uptake rate may be controlled by
several different processes, including both heat and extra-
particle mass transfer as well as intraparticle or intracrys-
talline diffusion. The intrusion of such rate processes is
not always obvious from a cursory examination of the ex-
perimental data, and the literature of the subject is replete
with incorrect diffusivities (usually erroneously low val-
ues) obtained as a result of intrusion of such extraneous
effects. Nevertheless, provided that intraparticle diffusion
is sufficiently slow, the method offers a useful practical
alternative to the Wicke—Kallen bach method.

Chromatographic methods offer a useful alternative to
conventional batch uptake rate measurements. The advan-
tage of these methods is that heat transfer effects can be
greatly reduced and in most cases eliminated by the use
of a high carrier flow rate and a low sorbate concentra-
tion. The main disadvantage is that the broadening of the
response peak results from the combined effects of ax-
ial dispersion and mass transfer resistance. It is therefore
necessary either to eliminate or to allow for axial disper-
sion in the column, and this is often more difficult than it
may at first sight appear. Nevertheless, the method is quick
and straightforward and requires no special equipment. It
is therefore especially useful for preliminary adsorbent-
screening studies when a rapid means of obtaining ap-
proximate kinetic and equilibrium data is required.

In the zero length column (ZLC) method, which can be
regarded as a derivative of the traditional chromatographic
method, a small sample of adsorbent is pre-equilibrated
with the sorbate under well-defined conditions and then
purged, at a constant flow rate, with an inert (nonadsorb-
ing) gas (usually He), monitoring continuously the com-
position of the effluent stream. From analysis of the ZLC
desorption curve both the adsorption equilibrium constant
and the internal diffusivity can be obtained. The method
retains the advantages of the traditional chromatographic
method while eliminating the need to account for axial
dispersion.

A more sophisticated method which has found wide ap-
plication in the study of intracrystalline diffusion in zeo-
lites is the nuclear magnetic resonance (NMR) pulsed field
gradient self-diffusion method. The method, which is lim-
ited to hydrocarbons and other sorbates with a sufficient
density of unpaired nuclear spins, depends on measuring
directly the mean square distance traveled by molecules,
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tagged according to the phase of their nuclear spins, during
a known time interval of a few milliseconds. The quan-
tity measured is thus the self-diffusivity Ds rather than
the transport diffusivity, since under the conditions of the
experiment there is no concentration gradient. The two
quantities are related, however, by a well-defined rela-
tionship, which in the Henry’s law region reduces simply
to Dy = Dy = lim._,q D.

VI. ADSORPTION COLUMN DYNAMICS

In most adsorption processes the adsorbent is contacted
with fluid in a packed bed. The analysis and rational de-
sign of such processes therefore require an understanding
of the dynamic behavior of such systems. What is required
is a mathematical model which will allow the effluent
concentration to be predicted for any defined change in
feed concentration, but two simple situations are of special
interest:

1. The response of a column, initially at equilibrium
with the feed stream, to a step change in the
concentration of an adsorbable species in the feed.
This is referred to as the breakthrough curve (for a
concentration increase) or the desorption curve (for a
concentration decrease). The simplest case is a clean
bed exposed to a finite steady feed concentration at
time zero (or the corresponding desorption step), but
changes between two finite concentrations can also be
considered in the same way. The breakthrough curve
clearly gives directly the breakthrough time (i.e., the
time at which the effluent concentration reaches the
maximum allowable level in a purification process)
and hence the dynamic capacity of the bed.

2. The response of a column to a pulse injection of
sorbate into an inert (nonadsorbing) carrier. This is
referred to as the chromatographic response. Such
measurements provide a convenient way of
determining kinetic and equilibrium data.

For a linear system essentially the same information
can be deduced from either a pulse or step response mea-
surement. (Since the pulse is the time derivative of the step
function, the response to the pulse will be the derivative of
the step response.) Both methods are widely used, and the
choice is therefore dictated by experimental convenience
rather than by fundamental theoretical considerations.

The broad features of the dynamic response are deter-
mined by the form of the equilibrium isotherm. The be-
havior may be significantly modified by kinetic effects,
but the general pattern of the system response remains
the same even when resistance to mass transfer is impor-
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FIGURE 6 (a) Equilibriumisotherms and (b) dimensionless equi-
librium diagram showing distinction between favorable, unfa-
vorable, and linear systems. (Reprinted with permission from
Ruthven, D. M. (1984). “Principles of Adsorption and Adsorption
Processes,” copyright John Wiley & Sons, New York.)

tant. This means that a useful qualitative understanding
can be achieved simply from equilibrium theory, and this
approach has proved especially valuable for multicompo-
nent systems where a more precise analysis including both
kinetic and equilibrium effects is difficult.

Equilibrium isotherms can be classified as favorable or
unfavorable according to the shape of the X-Y diagram
(Fig. 6). It is evident that if an isotherm is favorable for
adsorption, and that is the most common situation (cor-
responding to a type I isotherm of Brunauer’s classifica-
tion), it will be unfavorable for desorption. The rate at
which a disturbance propagates through the column is de-
termined by the slope of the equilibrium isotherm and,
for a favorable isotherm, is higher at higher concentra-
tions. This leads to “self-sharpening” of the concentration
profile and, in a column of sufficient length, to “constant-
pattern” behavior (Fig. 7). In the initial region of the col-
umn the concentration profile broadens as it progresses
through the column, but after some distance a coherent dy-
namic situation is achieved in which the tendency for the
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FIGURE 7 Schematic diagram showing (a) approach to
constant-pattern behavior for a system with favorable equilib-
rium and (b) approach to proportionate-pattern limit for a system
with unfavorable isotherm. Key: ¢/co, ——; g/qo,———; ¢*/Co, ——
(Reprinted with permission from Ruthven, D. M. (1984). “Prin-
ciples of Adsorption and Adsorption Processes,” copyright John
Wiley & Sons, New York.)

concentration front to broaden due to the effects of mass
transfer resistance and axial dispersion is exactly balanced
by the self-sharpening effect arising from the variation of
the characteristic velocity and concentration. Once this
state is reached the concentration profile propagates with-
out further change in shape. This is the basis of the LUB
(Iength of unused bed) method of adsorber design, which
is considered in greater detail [see Eq. (25)].

In the case of an unfavorable isotherm (or equally for
desorption with a favorable isotherm) a different type of
behavior is observed. The concentration front or mass
transfer zone, as it is sometimes called, broadens con-
tinuously as it progresses through the column, and in a
sufficiently long column the spread of the profile becomes
directly proportional to column length (proportionate pat-
tern behavior). The difference between these two limiting
types of behavior can be understood in terms of the rel-
ative positions of the gas, solid, and equilibrium profiles
for favorable and unfavorable isotherms (Fig. 7).

A. Mathematical Modeling

The pattern of flow through a packed adsorbent bed can
generally be described by the axial dispersed plug flow
model. To predict the dynamic response of the column
therefore requires the simultaneous solution, subject to
the appropriate initial and boundary conditions, of the
differential mass balance equations for an element of the
column,
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D 82c,- 4 d ( )+ BC,' i 1—c¢ Bq, 0 (17)
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(Dy is the axial dispersion coefficient, z distance, v the
interstitial fluid velocity, and ¢ the voidage of the adsorbent
bed) together with the adsorption rate expression for each
component, which can be written in the general form:

94,

at
It should be understood that this rate expression may in
fact represent a set of diffusion and mass transfer equations
with their associated boundary conditions, rather than a
simple explicit expression. In addition one may write a
differential heat balance for a column element, which has
the same general form as Eq. (17), and a heat balance for
heat transfer between particle and fluid. In a nonisothermal
system the heat and mass balance equations are therefore
coupled through the temperature dependence of the rate
of adsorption and the adsorption equilibrium, as expressed
in Eq. (18).

Solving this set of equations is a difficult task, and some
simplification is therefore generally needed. Some of the
simplified systems for which more or less rigorous solu-
tions have been obtained are summarized below.

For a system with n components (including nonad-
sorbable inert species) there are n — 1 differential mass
balance equations of type (17) and n — 1 rate equations
[Eqg. (18)]. The solution to this set of equations is a set
of n — 1 concentration fronts or mass transfer zones sepa-
rated by plateau regions and with each mass transfer zone
propagating through the column at its characteristic veloc-
ity as determined by the equilibrium relationship. In addi-
tion, if the system is nonisothermal, there will be the dif-
ferential column heat balance and the particle heat balance
equations, which are coupled to the adsorption rate equa-
tion through the temperature dependence of the rate and
equilibrium constants. The solution for a nonisothermal
system will therefore contain an additional mass transfer
zone traveling with the characteristic velocity of the tem-
perature front, which is determined by the heat capacities
of adsorbent and fluid and the heat of adsorption. A non-
isothermal or adiabatic system with n components will
therefore have n transitions or mass transfer zones and
as such can be considered formally similar to an (n + 1)-
component isothermal system.

The number of transitions or mass transfer zones pro-
vides a direct measure of the system complexity and there-
fore of the ease or difficulty with which the behavior can
be modeled mathematically. It is therefore convenient to
classify adsorption systems in the manner indicated in Sec-
tion V.B. It is generally possible to develop full dynamic
models only for the simpler classes of systems, involving
one, two, or at the most three transitions.

:f(éi’QSv~'-;ci’cj"";T) (18)
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B. Classification According to Number
of Transitions

1. Single-Transition Systems

a. One adsorbable component plus inert carrier,
isothermal operation.

i. Trace concentrations. 1f the concentration of ad-
sorbable species is small, variation in flow rate through
the column may be neglected. Equation (17) reduces to:

3%c  wvdc dc 1—¢\ag
+—+ — =

=0 19
+ g at (19

Y922 oz | ar
If the equilibrium is linear, exact analytical solutions for
the column response can be obtained even when the rate
expression is quite complex. In most of the published so-
lutions, axial dispersion is also neglected, but this simplifi-
cation is not essential and a number of solutions including
both axial dispersion and more than one diffusional re-
sistance to mass transfer have been obtained. Analytical
solutions can also be obtained for an irreversible isotherm
with negligible axial dispersion, but the case of an irre-
versible isotherm with significant axial dispersion has not
yet been solved analytically.

For nonlinear systems the solution of the governing
equations must generally be obtained numerically, but
such solutions can be obtained without undue difficulty
for any desired rate expression with or without axial dis-
persion. The case of a Langmuir system with linear driving
force rate expression and negligible axial dispersion is a
special case that is amenable to analytical solution by an
elegant nonlinear transformation.

ii. Nontrace concentration. If the concentration of the
adsorbable species is large it is necessary to account for the
variations in flow rate through the adsorbent bed. This in-
troduces an additional equation, making the solution more
difficult. Numerical solutions can still be obtained, but
few if any analytical solutions have been found for such
systems.

b. Two adsorbable components (no carrier),
isothermal operation. This is a special case since, in
the absence of a carrier, the rate equations for the two ad-
sorbable species are coupled through the continuity equa-
tion so that a single mass transfer zone is still obtained.
The case of tracer exchange is a particularly simple ex-
ample of this type of system since the adsorption process
then involves equimolar exchange and the solutions, even
for a large concentration step, are formally the same as for
a linear trace component system.

2. Two-Transition Systems

Such systems can be of any of the following types: (1)
isothermal, two adsorbable components plus inert carrier;
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(2) isothermal, three adsorbable components, no carrier;
(3) adiabatic, one adsorbable component plus inert carrier;
(4) adiabatic, two adsorbable components, no carrier.

The only case for which analytical solutions have been
obtained is (3) when the equilibrium isotherm is of rectan-
gular form. For such systems the mass balance equation
is not coupled to the heat balance, and the solution for
the concentration profile is the same as for an isothermal
system. There is thus only one concentration front, the sec-
ond transition being a pure temperature transition with no
change in concentration. Solutions for the other cases can
be obtained numerically, provided that a simple linearized
rate expression is used.

3. Multiple-Transition Systems

Only a few full dynamic solutions for systems with more
than two transitions have been derived, and for multicom-
ponent adiabatic systems equilibrium theory offers the
only practical approach.

C. Chromatography

Measurement of the mean retention time and dispersion
of a concentration perturbation passing through a packed
adsorption column provides a useful method of determin-
ing kinetic and equilibrium parameters. The carrier should
be inert, and the magnitude of the concentration change
must be kept small to ensure linearity of the system.

The principle of the method may be illustrated by con-
sidering the response to the injection of a perfect pulse of
sorbate at the column inlet at time zero. The mean retention
time ¢ is given by the first moment of the response peak
and is related to the dimensionless Henry constant by:

X
_ ctdt L 1 -
O e
Jo cdt v &
where L is column length. Dispersion of the response
peak, which arises from the combined effects of axial dis-

persion and finite mass transfer resistance, is conveniently
measured by the second moment o2 of the response:

s Jy et —D)*adt
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For a dispersed plug flow system with K large (K > 1)
it can be shown that:

o2 . DL+ e v) 1 22)
22 WL 1—e)\LJkK

where k is the overall mass transfer coefficient defined
according to Eq. (15).

The relationship with the familiar van Deemter equation
giving the HETP (height equivalent to a theoretical plate)
as a function of gas velocity,
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2
HETP = "t—ZL - % + A2 + Ay (23)
can be easily derived by substituting the approximate
relationship Dy ~0.7Dyp, +vR, in Eq. (22), whence
it follows that coefficient A; ~1.4Dy,, A, =2R,, and
A3=2¢/(1 —e)kK.

In the low-velocity region the axial dispersion coeffi-
cient Dy is approximately independent of gas velocity and
Eq. (22) can be rearranged to give:

oL Dg e 1
= — 24
+<1—8>kK 24)

212 v 12

from which it is evident that a plot of (¢2L/27%v) ver-
sus 1/v? should be linear with slope Dp and intercept
e/(1 — &)k K. This provides a simple means of separating
the effects of axial dispersion and mass transfer resistance.
The shape of the response peak is rather insensitive to the
nature of the mass transfer resistance, however, so even
by more sophisticated methods of analysis it is generally
not possible to establish the relative importance of the in-
dividual mass transfer resistances except by varying the
adsorbent particle size and/or crystal size.

Vil. CYCLIC BATCH
ADSORPTION PROCESSES

The general mode of operation of a cyclic batch adsorp-
tion process is illustrated in Fig. 8. In its simplest form
such a process employs two adsorbent beds, each of which
is alternately saturated and regenerated. During the satu-
ration or adsorption cycle, adsorption is continued until
the mass transfer zone has almost reached the bed outlet.
At this point the beds are switched so that the spent bed
is replaced by a freshly regenerated bed, while the more
strongly absorbed species is removed from the spent bed in
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FIGURE 8 Schematic diagram showing the two basic modes of
operating an adsorption separation process: (a) cyclic batch two-
bed system; (b) continuous countercurrent system with adsorbent
recirculation. Concentration profiles through the adsorbent bed
are indicated. Component A is more strongly adsorbed than B.
(Reprinted with permission from Ruthven, D. M. (1984). “Prin-
ciples of Adsorption and Adsorption Processes,” copyright John
Wiley & Sons, New York.)

the regeneration desorption step. Some examples of such
processes are given in Table II.

Processes of this type can be further classified according
to the method used to regenerate the spent bed: thermal
swing, pressure swing, purge gas stripping, or displace-
ment desorption. In a thermal swing process desorption is
accomplished by raising the temperature of the bed, either

TABLE Il Examples of Cyclic Adsorption Separation Processes

Liquid or Regeneration
Process gas phase?® Adsorbent Selectivity method
Drying of gas streams G 13X, 4A, or 3A molecular Equilibrium Thermal swing or
sieve pressure swing
Drying of solvents L 4A sieve Equilibrium Thermal swing
Solvent recovery G Activated carbon Equilibrium Steam stripping
H; recovery G Molecular sieve Equilibrium Pressure swing
Air separation G Carbon molecular sieve Kinetic Pressure swing
Zeolite Equilibrium
Linear paraffins separation G 5A molecular sieve Shape-selective Displacement or
sieving vacuum desorption
Wastewater purification L Activated carbon Equilibrium Steam stripping

¢ Liquid; G, gas.
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by heaters within the bed or, more commonly, by purging
with a hot purge gas. At higher temperatures the adsorp-
tion equilibrium constant is reduced so that even quite
strongly adsorbed species can be removed with a compar-
atively small purge gas volume. In a pressure swing pro-
cess desorption is achieved simply by reducing the total
pressure, while purge gas stripping depends on reducing
the partial pressure by dilution with an inert purge gas.
This generally requires a rather large purge volume, so
such a process would normally be used only in special
circumstances.

Displacement desorption is similar to purge gas strip-
ping, except that an adsorbable species is used to dis-
place the adsorbed component from the bed. The dis-
placing component should be adsorbed somewhat less
strongly than the preferentially adsorbed species so that
the adsorption—desorption equilibrium can be shifted by
varying the concentration of the desorbent. Such processes
run more or less isothermally and offer a useful alter-
native to thermal swing processes for strongly adsorbed
species when thermal swing would require temperatures
high enough to cause cracking, coking, or rapid aging of
the adsorbent. Steam stripping, which is widely used in
solvent recovery systems, can be considered a combina-
tion of displacement desorption and thermal swing. The
advantages and disadvantages of these methods of regen-
eration are summarized in Table III.

In general desorption is not carried to completion during
the regeneration step, so the bed in fact operates between
two partially loaded states. At the end of the desorption
cycle the residue of the more strongly adsorbed species is
concentrated near the bed outlet. If the same flow direction
were maintained during adsorption this would cause con-
tamination of the raffinate product at the beginning of
the next adsorption step. This problem can be avoided
by reversing the flow direction. An additional advantage
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of reverse-flow regeneration is that the volume of purge
required to regenerate the bed is reduced, so this mode of
operation is almost always adopted.

Contact between the fluid phase and the solid adsor-
bent is generally accomplished in a packed adsorbent bed.
A packed bed is simple and relatively inexpensive and
it has good mass transfer characteristics. However, from
the standpoint of pressure drop, and therefore power con-
sumption, it is relatively inefficient. Such considerations
become important when the throughput is large and the
“value added” in the process is small. Examples include
volatile organic compound (VOC) removal processes and
desiccant cooling systems. For such systems a “parallel
passage” contactor in which the adsorbent is in the form
of a honeycomb, an array of parallel sheets, or a mono-
lith, although more expensive in capital cost, proves to be
a more economic option. Such adsorbers are commonly
configured in the form of a slowly rotating wheel which
allows the adsorbent to be exposed alternately to the feed
streams and the regenerant or purge as it rotates. The re-
generation section is often heated to yield the analog of a
traditional thermal swing process.

A. Thermal Swing Processes

Cyclic thermal swing processes are widely used for pu-
rification operations such as drying or removal of CO,
from natural gas. Design of a cyclic adsorption process re-
quires knowledge of the dynamic capacity of the bed or the
breakthrough curve. If mass transfer resistance and/or ax-
ial dispersion are significant, the dynamic capacity, which
is determined by the extent to which the mass transfer
front is broadened during passage through the column,
may be much smaller than the static capacity determined
from the equilibrium isotherm. If kinetic and equilibrium
data are available and the system is sufficiently simple to

TABLE Il Factors Governing Choice of Regeneration Method

Method Advantages

Disadvantages

Thermal swing

Pressure swing

efficient use of adsorbent

Displacement
desorption

of adsorbent

Good for strongly adsorbed species,
since small change in T gives large
change in ¢*; desorbate can be
recovered at high concentration;
applicable to both gases and liquids

Good where weakly adsorbed species is
required in high purity; rapid cycling,

Good for strongly held species; avoids
risk of cracking reactions during
regeneration; avoids thermal aging

Thermal aging of adsorbent; heat loss
means inefficiency in energy usage;
unsuitable for rapid cycling, so
adsorbent cannot be used with
maximum efficiency; in liquid systems,
high latent heat of interstitial liquid
must be added

Very low pressure may be required;
mechanical energy more expensive than
heat; desorbate recovered at low purity

Product separation and recovery needed
(choice of desorbent is crucial)
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allow detailed mathematical modeling along the lines indi-
cated in the previous sections, one can in principle predict
the dynamic capacity for any defined feed and regenera-
tion conditions. An a priori design of the bed is therefore
feasible. Such an approach has been adopted only rather
infrequently, however, probably because the capability of
solving the governing equations for the more complex
systems typical of industrial operations has been achieved
only recently. A more common approach is to base the de-
sign on experimental measurements of dynamic capacity
using the LUB concept. A breakthrough curve is measured
using the same adsorbent under the same hydrodynamic
conditions but in a laboratory-scale column. The LUB,
which is essentially a measure of the width of the mass
transfer zone, is given by

LUB=(1-g' /gL =(1—{/DL  (25)

where g is the adsorbed-phase concentration in equilib-
rium with the feed, ¢’ the break time, and 7 the mean in-
tention time. These quantities can be calculated directly
by integration from an experimental breakthrough curve
(Fig. 9),

= /0((1 —c/co)dt
0

(striped area in Fig. 9)

’

t
t = / (c —c/cp)dt
0
(hatched area in Fig. 9)

where ¢ is the feed concentration of sorbate. The effective
capacity of a column length L will be the equilibrium ca-
pacity of a column of length L', where L’ = L — LUB, and
on this basis the size of a column required for a given duty
can be readily estimated. It is important that the experi-
mental LUB be measured under conditions that are pre-
cisely analogous to the large-scale process. For example,
if the small laboratory column operates isothermally while
the full-scale unit is adiabatic, the LUB may be seriously
underestimated, leading to an inadequate design. Further-
more, the method is valid only for a constant-pattern sys-
tem (adsorption with a favorable isotherm) and provides

¢k =

! t

t

FIGURE 9 Sketch of a typical breakthrough curve showing rela-
tionship between break time t' and mean retention time f.
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no information on the regeneration conditions needed. In
practice, in most two-bed purification processes the de-
sorption step in fact controls the cycle, either directly or
through the heat balance. Initial design of the regeneration
cycle is commonly based on the assumption that during
desorption the column approaches equilibrium. However,
at the low concentrations prevailing during the later steps
of desorption, kinetic effects may be important, so a more
detailed analysis is desirable.

Another factor that is particularly important in the re-
generation of molecular sieve driers is the rate at which
the temperature is raised during regeneration. If this is too
rapid relative to the rate of moisture removal, one may get
rapid desorption of moisture from the initial section of the
bed, which is in contact with the hot desorbent gas, fol-
lowed by condensation of liquid water in the cooler regions
some distance from the inlet, with serious consequences
for adsorbent life.

To avoid the possibility of fluidizing the bed the system
is normally operated in the downflow mode with upflow
desorption since the gas velocity during desorption is nor-
mally lower than that during adsorption. The maximum
upflow velocity is normally limited to 80% of the mini-
mum fluidization velocity, while velocities as high as 1.8
times minimum fluidization can be tolerated in downflow.

B. Pressure Swing Processes

The general features of a simple two-bed pressure swing
adsorption (PSA) system are shown in Fig. 10, and de-
tails of two simple cycles are shown in Fig. 11. One of
the important features of such processes is that the less
strongly adsorbed species (the raffinate product) can be
recovered at high purity but at relatively low fractional
recovery, while the more strongly adsorbed species (the
extract product) is always recovered in impure form dur-
ing the blowdown and purge steps. This type of process, is
therefore especially suitable for gaseous separations when
the feed is inexpensive and the less strongly adsorbed
species is the required product. All three major indus-
trial applications of PSA (air drying, air separation, and
hydrogen purification) fulfill these requirements.

PSA systems are well suited to rapid cycling, making it
possible to obtain relatively large througput with relatively
small adsorbent beds. However, the energy efficiency of
such processes is not high, and since mechanical energy
is generally more expensive than heat, PSA systems are
generally not economic for large-scale operations. Their
advantage lies in their compactness and simplicity, mak-
ing them ideal for applicatins such as the production of
medical oxygen in the home or in hospitals in remote ar-
eas. However, with recent improvements in process effi-
ciency PSA processes are economically competitive with
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FIGURE 10 Schematic diagram of a simple two-bed pressure
swing adsorption system.

cryogenic distillation for oxygen production rates up to
about 250 tons/day.

Two types of PSA air-separation processes are in com-
mon use. When oxygen is the required product a nitrogen-
selective zeolite adsorbent is used in order to produce
oxygen as the (pure) raffinate product. Earlier processes
generally used 5SA or NaX zeolites operating between
about 3 and 1 atm on a modified Skarstrom cycle (see Fig.
11a). However, most modern processes use LiX (highly
exchanged low silica X), which has a much higher selectiv-
ity and capacity for nitrogen. The higher affinity for nitro-
gen makes it necessary to resort to vacuum desorption—
sometimes called a vacuum swing cycle (VSA). A typical
process operates with feed at about 1.2 atm and desorption
at 0.3 atm. In large-scale units, a radial flow configuration
is sometimes used in order to reduce pressure drop and
thus reduce the power cost.
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For nitrogen production, a carbon molecular sieve ad-
sorbent is generally used. The equilibrium isotherms for
oxygen and nitrogen on carbon molecular sieves are al-
most identical, but the micropore diffusivity of oxygen
is much higher (Do, /Dn, ~ 30). A kinetic separation is
therefore possible, yielding nitrogen as the raffinate prod-
uct. The process could be carried out in a Skarstrom cycle,
but the cycle shown in Fig. 11(b) provides a more attractive
alternative. This system is self-purging because the purge
gas is provided by the residential nitrogen which desorbs
during the “desorption” step. Although high-purity nitro-
gen can be obtained in this way, it is generally more eco-
nomic to produce a nitrogen product of ~99% purity and
remove the remaining oxygen by hydrogen addition and
catalytic oxidation.

In the zeolite-based PSA process the argon is separated
with the oxygen. For medical applications the presence of
a small amount of argon is of little consequence, but it is
a significant disadvantage for welding since the presence
of even a small amount of argon leads to a significant
reduction of flame temperature and cutting speed. In the
carbon sieve process the argon and nitrogen are separated
together as the raffinate product.

Although the simple two-bed PSA cycle is widely used
in small-scale units, to achieve economic operations on
a larger scale it is necessary to improve the energy effi-
ciency of the process. This can be accomplished by using
multiple-bed systems in which blowdown and repressur-
ization take place in several stages in such a way that the
high-pressure enriched gas at the end of the adsorption
step in column 1 is used to pressurize partially column 2
and so on.

C. Displacement Desorption

One of the earliest and most successful processes for
the separation of linear and branchedchain paraffins
is the Exxon Ensorb process, shown schematically in
Fig. 12. The process uses a SA molecular sieve adsorbent,
which admits the straight-chain paraffins but excludes the
branched and cyclic isomers, with ammonia as the desor-
bent. The process operates isothermally at 550 to 600°F
and essentially at atmospheric pressure with a cycle time
that varies from about 12 to 30 min depending on the con-
dition of the sieve and the linear-paraffin content of the
feed. Other oil companies have similar processes. These
differ mainly in the choice of desorbent, but ammonia is a
particularly good choice since its high dipole moment al-
lows it to compete with the much higher molecular weight
paraffins while because of its low molecular weight and
high volatility it is easily separated from the hydrocarbon
products by flash distillation.
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Vill. CHROMATOGRAPHIC PROCESSES

Itis well known to the analytical chemist that efficient sep-
aration of even rather similar compounds can be achieved
in a chromatographic column. The possibility of scaling
up such a process to preparative scale is inherently attrac-
tive, and many drugs, perfumes, and other compounds of
high value are in fact separated in this way. However, such
processes have generally been found unsuitable for the
large-scale bulk separations typical of the petrochemical
industry, and their practical usefulness is limited to sys-
tems with maximum throughputs of perhaps 1-2 tons/day.
The main difficulty is that in large-diameter beds the HETP
increases dramatically as a consequence of small nonuni-
formities in the packing, thus reducing the separation ef-
ficiency. Such effects can be minimized by very care-
ful packing of the column but, even so, such processes
are generally confined to high-value products and modest
throughputs.

Production-scale chromatographs are generally oper-
ated under conditions somewhat different from those em-
ployed in analytical chromatography since the objective
is to maximize throughput rather than resolution. As a
result the column is generally operated at minimum res-
olution and under overload conditions. Feed pulses are
injected successively so that the resolution between suc-
cessive pulses is about the same as the resolution between
the components of each pulse. Theoretical considerations
suggest that for optimal design one should run six columns
in parallel with feed switched in sequence to each column
in such a way that the feed is injected into each column
for one-sixth of the time with pure carrier flowing for five-
sixths of the time.

Adsorption (Chemical Engineering)

IX. CONTINUOUS COUNTERCURRENT
PROCESSES

The possibility of operating an adsorption separation as
a continuous countercurrent process (Fig. 8), rather than
in the cyclic batch mode, is theoretically attractive be-
cause countercurrent contact maximizes the driving force
for mass transfer, thus providing more efficient utiliza-
tion of the adsorbent than is possible in either cyclic
batch or chromatographic systems. The main difficulty
is that for countercurrent contact it is necessary either to
circulate the adsorbent or, by appropriate design of the
fluid flow system, to simulate adsorbent circulation. This
makes the design of a countercurrent system more com-
plex and reduces operational flexibility. For relatively easy
separations (high separation factor, adequate mass trans-
fer rates) the balance of economic advantage generally
lies with a cyclic batch system, but for difficult separa-
tions in which selectivity is low or mass transfer slow
the advantage of a continuous countercurrent system in
reducing the required inventory of adsorbent must even-
tually outweigh the disadvantages of the more complex
engineering.

A. Simulated Countercurrent Systems

Much of the benefit of countercurrent operation, with-
out the problems associated with circulation of the ad-
sorbent, can be achieved by using a multiple-column
fixed-bed system with an appropriate sequence of col-
umn switching, designed to simulate a counterflow sys-
tem. The general scheme is illustrated in Fig. 13.
Such systems are widely used in wastewater treatment,
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FIGURE 13 Schematic diagram showing the sequence of column interchange in a periodic countercurrent separation

process.
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FIGURE 14 Schematic diagram of Sorbex simulated countercurrent adsorption separation system. AC, adsorbent
chamber; RV, rotary valve; EC, extraction column; RC, raffinate column. (Reprinted with permission of UOP Inc.)
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TABLE IV Commercial Sorbex Processes?

Adsorption (Chemical Engineering)

Name Feed Extract Raffinate Process details

Parex Mixed Cg aromatics 98-99% PX OX, MX, EB K-BaY + toluene as
Sr-BaX + PDEB or
K-BaX + PDEB

Ebex Mixed Cg aromatics 0OX, MX, PX 99% EB NaY or Sr—KX + toluene

Molex n-Alkanes, branched alkanes, n-Paraffins Branched and cyclic 5A Sieve + light paraffin

and cycloalkanes isomers desorbent
Olex Olefins + paraffins Olefins Mixed paraffins Probably CaX or SrX
Sarex Corn syrup Fructose Other sugars Aqueous system CaY

¢ Abbreviations: OX, o-xylene; MX, m-xylene; PX, p-xylene; EB, ethylbenzene; PDEB, p-diethylbenzene.

where, as a result of the very low concentrations of
the contaminants, the LUB is large, so that very large
beds would be needed for a conventional cyclic batch
process.

B. The Sorbex Process

A more sophisticated development of the same general
principle is the Sorbex process, developed by UOP, which
is illustrated in Fig. 14. In this system a single fixed ad-
sorbent bed is divided into a number of discrete sections,
and the feed, desorbent, raffinate, and extract lines are
switched through the bed by a rotary valve. The process
operates essentially isothermally with regeneration of the
adsorbent by displacement desorption. There are four dis-
tinct zones in the bed, with changes in liquid flow rate
between zones. Each zone consists of several sections
(Fig. 14).

The operation is most easily understood by reference
to the equivalent true countercurrent system (Fig. 15).
If we consider a feed containing two species A and B,
with A the more strongly adsorbed, and a desorbent C,
then in order to obtain separation the net flow directions
in each section must be as indicated. With the equilib-
rium isotherms and the feed composition and flow rate
specified, this requirement in effect fixes all flow rates
throughout the system as well as the adsorbent recircu-
lation rate or switch time. From simple theoretical con-
siderations it can be easily shown that the affinity of the
adsorbent for the desorbent should be intermediate be-
tween that for the strongly and weakly adsorbed feed
compounds (i.e., xac > 1.0, apc < 1.0). The heights of the
individualized bed sections are then determined by the re-
quirement that each section contain sufficient “theoretical
plates” to achieve the required purity of raffinate and ex-
tract products. For a linear system the analysis is straight-
forward since simple expressions for the concentration
profile are available in terms of the kinetic and equilibrium

parameters. The analysis for a nonlinear system is more
complicated and requires numerical simulation of the
system.

Detailed reviews of the modeling and optimization of
such processes have been given by Ruthven and Ching
(1989) and by Morbidelli et al. (1989, 1995) (see refer-
ences given in the bibliography).

Large-scale Sorbex processes have been developed for
a variety of different bulk separations; a brief summary is
given in Table IV. In recent years, the same principle has
been applied also to a wide range of chiral separations and
other “difficult” separations that are important in the phar-
maceutical industry. Several novel system configurations
have been developed. In one system, a carousel of 12 small
columns rotates between two stationary circular headers,
which act as the switch valve, thus effectively incorporat-
ing the adsorption and the flow switching functions within
a single unit.

SEE ALSO THE FOLLOWING ARTICLES

o ABSORPTION (CHEMICAL ENGINEERING) e CHEMICAL
THERMODYNAMICS e CHROMATOGRAPHY e DISTILL-
ATION e KINETICS (CHEMISTRY) e PETROLEUM REFIN-
ING e SOLVENT EXTRACTION e ZEOLITES, SYNTHESIS
AND PROPERTIES
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GLOSSARY

Brownian motion Thermal agitation of particles result-
ing from collision of particles with gas molecules.
Coagulation Process of collision and sticking of particles
resulting in agglomeration, an increase in effective par-
ticle size, and areduction in concentration of suspended

particles.

Diffusion Random migration of particles in a favored di-
rection resulting from Brownian motion or turbulent
eddy motion of the suspending gas.

Impaction Collision of particles on an obstacle as a result
of the action of inertial and viscous forces acting on the
particle.

Interception Collision of particles with an obstacle re-
sulting from aerosol flow and the finite size of
particles.

Light extinction Loss of light from a pathway from scat-
tering and absorption of light by particles and gas
molecules.

Nucleation Process of formation of new particles from a
supersaturated vapor or a chemical reactive gas.

Phoretic forces Forces on suspended particles result-
ing from differential molecular collisions on the par-

Aerosols

ticle surface or differential, incident electromagnetic
radiation.

Size distribution Distribution of particle concentration
with particle size.

AEROSOLS, aerocolloids, or acrodispersed systems are
collections of tiny particles suspended in gases. They in-
clude clouds of suspended matter ranging from haze and
smoke to dusts and mists, fogs, or sprays. The science
and technology of aerosols matured rapidly in the twen-
tieth century as a result of the increasing interest in their
chemistry and physics.

Aerosols vary widely in properties depending on the
nature of the suspended particles, their concentration in
the gas, their size and shape, and the spatial homogeneity
of dispersion. The term is generally restricted to clouds of
particles that do not readily settle out by gravity, creating
a stable suspension for an extended period of time. They
exist in nature as part of planetary atmospheres. Aerosols
have extensive involvement in technology, ranging from
agricultural sprays to combustion, the production of com-
posite materials and microprocessor technology. They are
of concern because of their contribution to hazards in the
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workplace and air pollution. They are sometimes haz-
ardous as explosive mixtures.

Both liquid and solid material can be suspended in a gas
by a variety of mechanisms. Aerosols produced under lab-
oratory conditions or by specific generating devices may
have very uniform properties that can be investigated rel-
atively easily by physical and chemical instrumentation.
Natural aerosols found in the atmosphere are mixtures
of materials from many sources that are highly heteroge-
neous in composition and physical properties. Their char-
acterization has required the application of a variety of
measurement techniques and has been a major activity in
modern aerosol science.

. PHENOMENOLOGICAL ASPECTS

A. Classification
1. Dusts

Dusts are clouds of solid particles brought about by me-
chanical disintegration of material, which is suspended by
mixing in a gas. Examples include clouds of particles from
the breakup of solids in crushing, grinding, or explosive
disintegration and the disaggregation of powders by air
blasts. Dust clouds are often dramatic in form as storms
rising from the earth’s surface and traveling hundreds of
miles. Generally, dusts are quite heterogeneous in com-
position and have poor colloidal stability with respect to
gravitational settling because they are generally made up
of large particles. Yet, the lower range of their particle size
distribution may typically be submicroscopic.

2. Smokes

In contrast to dusts, smokes cover a wide variety of aerial
dispersions dominated by residual material from burning,
other chemical reactions, or condensation of supersatu-
rated vapors. Such clouds generally consist of smaller
particles than dusts and are composed of material of low
volatility in relatively high concentrations. Because of the
small size of the particles, smokes are more stable to grav-
itational settling than dusts and may remain suspended for
an extended period of time. Examples include particulate
plumes from combustion processes, chemical reactions
between reaction gases such as ammonia and hydrogen
chloride or ozone and hydrocarbon vapors, oxidation in
a metallic arc, and the photochemical decomposition of
materials such as iron carbonyl. An important measure
of smoke is particle size; the distribution in size is con-
strained to be smaller than 10 micrometers (xm) in diam-
eter to less than a tenth of a um. Smokes normally have
high concentrations, often exceeding 10* particles/cm?.
In the atmosphere, smoke from chimneys obscuring vis-
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ibility is a common sight. In most modern cities, smoke
plumes have largely been eliminated with pollution.

When smoke formation accompanies traces of noxious
vapors, it may be called a fume—for example, a metallic
oxide developing with sulfur in a melting or smelting pro-
cess. The term fume is also used in a more general way to
describe a particle cloud resulting from mixing and chem-
ical reactions of vapors diffusing from the surface of a
pool of liquid.

3. Mists

Suspensions of liquid droplets by atomization or vapor
condensation are called mists. These aerial suspensions
often consist of particles larger than 1 ;#m in diameter, and
relatively low concentrations are involved. With evapora-
tion of the droplets or particle formation by condensation
of a vapor, higher concentrations of very small particles in
the submicrometer size range may be observed. In general,
mists refer principally to large-particle suspensions such
that historically particle size is the principal property dis-
tinguishing mists from smokes. If the mist has sufficiently
high particle concentration to obscure visibility, it may be
called fog. Hazes in the atmosphere usually contain rel-
atively high concentrations of very small particles with
absorbed liquid water. The name smog (smoke combined
with fog) refers to a particulate cloud normally observed
over urban areas, where pollutants mix with haze and react
chemically to contribute condensed material to the partic-
ulate mixture.

4. Colloidal Stability

The term aerosol has been associated with F. G. Don-
nan in connection with his work on smokes during World
War 1. An aerosol is regarded as an analogy to a liquid
colloidal suspension, sometimes called a hydrosol. These
suspensions are relatively stable, with very low gravita-
tional settling speeds and slow rates of coagulation. The
stability to gravitational settling is the principal criterion
for defining an aerosol.

Low settling rate in itself is not adequate for defining
an aerosol. Additional criteria have emerged. For example,
the thermal agitation or Brownian motion of particles is
an important characteristic of aerosol particles. Brownian
motion becomes a factor for particle behavior of particles
less than 0.5 um in diameter. Brownian motion essentially
provides the theoretical linkage between the idealized be-
havior of molecules and small particles. The mechanical
theory of large molecules and spheres in gases applies
well to the behavior of very small particles in the submi-
croscopic size range. This characterization is central to the
evolution of a large segment of particle science and tech-
nology. Indeed, it forms the basis for explaining features of
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cloud behavior, particle sampling, the description of their
depositional behavior, and their removal from industrial
gas streams.

B. Natural Phenomena

Aerosols are readily observed in nature. The atmospheres
of planets of the solar system are rich in suspended par-
ticulate matter, as in interplanetary and interstellar space.
The wealth of visual experience in observing the plan-
ets depends on gases and particles concentrated in their
atmospheres. The variety of color and opacity of atmo-
spheres is a direct result of light absorption and scat-
tering from particles as well as their suspending gases.
Individual particle clouds are frequently identifiable in
planetary atmospheres. They show the broad features of
atmospheric motion as giant swirls, veils, streaks, and
puffs. The best known planetary aerosols are those of the
earth. The earth’s atmosphere is rich in suspended parti-
cles. Their presence has been observed and reported in the
literature for centuries. Yet only since the early 1960s has
scientific instrumentation become available to character-
ize atmospheric aerosols in great detail.

Airborne particles in the earth’s atmosphere probably
were recognized first in relation to sea spray drift or dra-
matic events associated with volcanic eruptions and forest
or brush fires. However, the haze associated with sea spray
and blowing soil or pollen dusts also contributes large
quantities of particulate material to the atmosphere. Only
in recent years has the significance of the contribution to
the earth’s air burden of extraterrestrial dust and the in situ
production of particles by atmospheric chemical reactions
become known. The latter is of particular interest in that
the oxidation products of sulfurous and nitrogenous gases
and certain hydrocarbon vapors are prolific producers of
small particles. Thus, the “breathing” of traces of gases
from natural biological chemistry in soils such as hydro-
gen sulfide or ammonia, and pinene or similar vapors from
vegetation, actually contributes substantially to the atmo-
spheric aerosol content. The direct transfer of particles
to the air is often called primary emissions. The mate-
rials produced from atmospheric chemical processes are
termed secondary contributions.

Added to the natural aerosol-forming processes are the
emissions from human activities. With the industrializa-
tion and urbanization of increasingly large geographic ar-
eas, substantial quantities of particulate matter are emitted.
The expansion of agriculture has also enhanced the sus-
pension of dust either directly by cultivation or indirectly
by deforestation and temporary overproduction, resulting
in soil erosion. Pollutant gases, including sulfur dioxide,
nitrogen oxides, and certain reactive volatile organic com-
pound (VOC) vapors, also represent substantial potential
for particle production in the air.
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The estimated rate of particle injection into the air,
which characterizes the global aerosol burden, is given in
Table I. This table represents a compilation from investi-
gators who have tried to estimate the relative contributions
to the atmospheric aerosol. From this survey, the natural
contributions far exceed emissions from human activities
on a global basis, but locally this is undoubtedly reversed,
especially in parts of North America and Europe. From the
table, the “best estimate” suggests that about 13% origi-
nate with human activity, while the remainder is assigned
to natural sources. The importance of particles from at-
mospheric chemical reactions of gases is also shown from
data in the table. More than 13% of the estimated particle
burden comes from the secondary processes. Noting that
the rates are dominated by large particles in soil dust and
sea salt, the secondary fraction is much more important
if these sources are not considered. In addition, it readily
can be seen that the secondary material should be domi-
nated by particulate sulfur, present as sulfate, and perhaps
organic carbon on the basis of these estimates. Indeed,
sulfate is a universal constituent of atmospheric particle
populations as is carbon.

The enormous quantities of particles injected into the
earth’s atmosphere are mixed and aged by processes in the
air to create a very diverse and complicated mixture. The
mix varies greatly with geographic region and with alti-
tude, but also has some remarkably common physical and
chemical features. The presence of suspended particles in
the earth’s atmosphere provides for a variety of natural
phenomena and represents an important part of aerosol
science. Particulate matter in the air exerts an influence on
the transfer of electromagnetic radiation through the atmo-
sphere. This manifests itself in changes in visibility and
coloration as a result of light scattering and absorption. A
wealth of sky color, shadow, and haziness, which provides
avaried and often beautiful setting both for natural objects
and for architecture, is a direct result of the influence of
suspended particles interacting with visible light.

Changes in the transfer of radiation in different layers
of the atmosphere are the crux of the atmospheric en-
ergy storage process. Aerosol particles also play a role in
distributing solar energy throughout the atmosphere and
consequently in affecting climate. A distinctly different
function of aerosol particles in the atmosphere involves
the formation of clouds of condensed water. Suspended
particles basically provide the nuclei for the condensa-
tion of moisture and for the nucleation of ice crystals in
supercooled clouds. Thus, in a sense, aerosols provide a
skeleton through which are derived, with water vapor, rain
clouds and precipitation. The opportunity then presents it-
self for both weather and climate modification by injection
of particulate matter into the air.

The interaction between aerosol particles and clouds
recently has led to an important theory about the
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TABLE | Recent Estimates of Rate (Tg/yr) at which Aerosol Particles of Radius
Less than about 20-30 m Are Produced in, or Emitted into, the Atmosphere?

Source “Best” estimate Range
Natural particles
Soil and rock debris 1500 60-2000
Forest fires and slash burning debris 50 50-1500
Sea salt 1300 1000-10,000
Volcanic debris 33 15-90
Gas-to-particle conversion in the atmosphere
Sulfate from sulfur gases 102 130-300
Ammonium salts from ammonia — 80-270
Nitrate from nitrogen oxides 22 22-300
Organic carbon from plant VOC exhalation 55 55-1000
Subtotal 3062 1410-15,500
Anthropogenic particles
Particles from direct emissions (combustion, industry, etc.) 120 10-120
Gas-to-particle conversion in the atmosphere
Sulfate from sulfur dioxide 140 130-200
Nitrate from nitrogen oxides 36 30-36
Organic carbon from VOC emissions 90 15-90
Subtotal 386 185-446
Total 3450 1600-15,900
Extraterrestrial dusts 10 0.1-50

¢ Composite of post-1971 estimates. [Adapted from Wolf and Hidy (1999). J. Geophys. Res.

102, 11-113-11-121.]

surprising depletion of ozone in the high atmosphere, the
stratosphere. In 1985, English scientists reported a broad
region of springtime reduction in stratospheric ozone con-
centration over Antarctica at an altitude range between 10
and 20 km. This widespread depletion of the stratospheric
ozone layer has been named the “ozone hole” in the pop-
ular media. The observations were inconsistent with ex-
pectations of the gas-phase photochemistry of chlorine,
which appears to originate mostly from manmade halo-
carbons, such as freon refrigerants, rising from the earth’s
surface. In the 1990s, scientists postulated that the po-
lar stratospheric clouds made up of sulfuric acid, nitric
acid, and water at very cold temperatures, combined with
sunlight, provided a medium for the ozone-depleting re-
actions. Photochemical reactions of chlorine compounds
on the ice—aerosol particle surfaces provide for produc-
tion of cholorine atoms, which in turn interfere with the
photochemical ozone cycle in the stratosphere to create
the depletion phenomenon.

C. Particle Technology

Aerosol science has found its way into a wide variety
of technological applications. Perhaps best known is the
use of spray generation principles for manufacturing dis-

persable consumer products such as personal deodorants,
household sprays and cleaners, and pesticides. The use
of aerosol technology is widespread in agriculture for the
dispersal of pesticides. There is an extensive application
in the field of fine-particle production and the use of these
particles for material surface coatings, reinforcement and
strengthening of composites, and production of microelec-
tronic chips and components. An obvious application also
enters into the engineering of fuel combustion systems.
The concise scientific definition of an aerosol refers
specifically to a colloidal state of material suspended in a
gas. However, the term has acquired an additional meaning
in common household usage. In the commercial packaging
field, the term aerosol now is synonymous with pressur-
ized products that are released in a dispersed form from
a can or a bottle. The discharge ranges from coarse fogs
and mists to finely divided liquid or powder dispersions.
Although the list of products that can be dispersed by
the aerosol method is extensive, they have common char-
acteristics. The materials are packaged under pressure and
are released by pressing a simple valve. They contain an
active ingredient and a propellant that provides the force
for expelling and breaking up the product. In many cases,
the carrier or solvent for the active ingredient is included
in the suspension to make a useful product formulation.
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The use of devices to disperse quantities of pesticides
for agricultural or public health applications has been
widespread over the world. Their application ranges from
individual household and domestic activity to very large-
scale, systematic treatment as an integral part of agricul-
tural practice.

In general, the control of pests or disease involves the
distribution of a small amount of pesticide over a very large
surface area. This may include surfaces of buildings, vege-
tation, or soil. The dispersal of pesticides is accomplished
by suspending material in a liquid, usually water, and then
spraying or by dusting with a finely divided powder. A
variety of sprayers are available for dispersing pesticides;
techniques have been developed for different applications,
involving ground-based or aircraft operations.

Some optimum droplet size range is recognized as the
most effective for each pesticide and for each formulation
used for a specific control problem. Maximum effective
control of a target organism with minimum use of toxic
materials and minimum adverse impact on the surround-
ing ecosystem is the objective. This simple statement cov-
ers a highly complex physical and biological phenomenon
that occurs during and after an area application of pesti-
cides. Research toward this objective has been conducted
for many years. The earliest work with Paris green and
toxic botanicals progressed through petrochemical prod-
ucts, culminating in the extensive use of the synthetic pes-
ticides, organochlorines, as well as organophosphorus and
carbamate materials.

In some applications of aerosol technology, the capabil-
ity of generating aerosols with large volumes of suspended
material has been developed. Some situations dictate un-
controlled smoke dispersal, as in military applications.
However, others can involve at least a degree of control
of particle diameter and the integrity of chemical com-
position of the aerial suspension. Another application of
control requirements for sprays and mists is in the area of
medical research and therapy. For example, aerosols have
been used for therapeutic treatment of respiratory disease.
Here, the medication must be dispersed with a controlled
particle size and volume for a long period of time under
conditions when any chemical change in the suspended
material is negligible. Requirements for the study of the
influence of air contaminants on respiratory disease led to
the engineering of large exposure chambers with carefully
controlled air properties. The controlled environment and
clinical conditions can be applied equally well to clean
room environments. The latter is an important adjunct
to particle control technology in modern industry, where
manufacturing requires very sterile conditions.

The dispersal of material by spraying or by dusting of
solid particles plays an important role in combustion tech-
nology. Large industrial boilers or furnaces employ oil fuel
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or pulverized coal injection to provide an inlet stream for
efficient combusion. Diesel engines, turbines, and certain
kinds of rocket engines use fuel spray injection. The pro-
cess of combustion concerns the steps of transport of fuel
and oxidizer to the reaction or flame zone. Because of its
technological importance, considerable research has been
done on the burning of finely divided particles.

The main design objectives for combustion devices us-
ing finely divided fuels are the following:

1. A high combustion intensity
2. A high combustion efficiency so that as little
unreacted fuel leaves the combustion chamber as
possible
. A stable flame
4. The minimum deposition of soot or solid on the
combustion chamber walls
5. The maximum rate of heat transfer from the flame to a
heat sink or exchanger

IV}

The most common method of firing liquid fuels is to
atomize the liquid before combustion. The fuel is intro-
duced into the combustion chamber in the form of a spray
of droplets, which has a controlled size and a velocity dis-
tribution. The main purpose of atomization is to increase
the surface area of the liquid in order to intensify vaporiza-
tion, to obtain good distribution of the fuel in the chamber,
and to ensure easier access of the oxidant to the vapor. In-
jection of powdered fuels follows similar principles.

After atomization, combustion takes place through a
series of processes, the most important of which include
the following:

1. Mixing of the fuel particles with air and hot
combustion products, a process usually occurring
under turbulent conditions

2. Transfer of heat to the particles by convection from
the preheated oxidant and recycled combustion gases
and by radiation from the flame and the chamber walls

3. Evaporation of particles; often accompanied by
cracking of vapor

4. Mixing of the vapor with air and combustion gases to
form an inflammable mixture

5. Ignition of the gaseous mixture (depending on the
mixing conditions, an ignition may occur at the
oxygen-rich boundaries of eddies containing many
vaporizing particles or may occur as a microscale
process surrounding an individual particle)

6. Formation of soot, with residual fuels

7. Combustion of soot, a relatively slow process

In practice, these processes often occur simultaneously,
resulting in an extremely complex aerosol system. Owing
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to this complexity, research has been centered on those
areas considered to be the most important for practical
applications.

A combustion aerosol differs from a premixed, com-
bustible gaseous system in that it is not uniform in com-
position. The fuel is present in the form of discrete parti-
cles, which may have a range of sizes and may move in
different directions with different velocities than the main
stream of gas. This lack of uniformity in the unburned
mixture results in irregularities in the propagation of the
flame through the spray and, thus, the combustion zone is
geometrically poorly defined.

The process of particle combustion can be illustrated by
the simplest case, that of a one-dimensional laminar flame
moving at low velocity. The flame can be considered to
be essentially a flowing reaction system in which the time
scale of the usual reaction rate expression is replaced by
a distance scale. As the unburned particle approaches the
flame front, it first passes through a region of preheating,
during which some vaporization occurs. As the flame zone
is reached, the temperature rapidly rises and the particle
burns. The flame zone can thus be considered a localized
reaction zone sandwiched between a cold mixture of fuel
and oxidant on one side and hot burned gases on the other;
if the gas flow through the flame is one-dimensional, the
flame front is planar. The nature of the burned products
depends on the properties of the spray in its unburned
state. If the particles are large, combustion may not be
complete in the main reaction zone and unburned fuel
penetrates well into the burned gas reaction. If the particles
are small, a state of affairs exists that approximates very
closely the combustion of premixed gaseous flame. Here,
the particles are vaporized in the preheat zone, and reaction
after that is between the reactants in their gaseous state.
The other factors that determine the time to reach complete
combustion (that is, the length of the combustion zone) are
the volatility of the liquid fuel, the ratio of fuel to oxidant in
the unburned mixture, and the uniformity of the mixture.

In most practical systems such as a furnace or a rocket
engine, the combustion process is much more complicated
due to two important factors. First, to a large extent the
mixing of the fuel and oxidant takes place in the combus-
tion chamber and thus the mechanics of the mixing pro-
cess plays an important role. Second, the flow patterns are
complicated by turbulence or recirculation and frequently
cannot be represented by simplified theories.

A fair number of dusts are capable of sustaining flames;
the number exceeds more than 100. However, the one of
principal technological importance is coal dust. The last
quarter of the twentieth century saw a major resurgence of
coal as a stable energy source in many nations. Because
of the large capital investment in coal-fired systems, the
pressures of air pollution emission control, and interest in
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coal-based synthetic fuels, research on coal combustion
has surged ahead. As with fuel sprays, a modern descrip-
tion of the particle burning process is complicated by the
interactions of diffusion and chemical kinetics.

The process of particle combustion depends on the
physical and chemical nature of the solid as it heats and
burns. Coal is a complex material of volatile and non-
volatile components which becomes increasingly porous
during volatilization of low-boiling constituents in burn-
ing. The crucial practical questions for boiler design con-
cern whether pulverized fuel combustion is controlled by
oxidizer diffusion or by chemical kinetics.

An important by-product of the combustion of liquid
or vapors is soot particles. Carbonaceous particle produc-
tion is also a serious limitation in the use of diesel engine
technology for transportation, because of air pollution.
Howeyver, the limitation is of “benefit” in another indus-
try. The production of carbon black is a major industry,
with widespread use of the product for binders and dyes.

The use of fine powders for industrial applications has
become an increasingly important factor in aerosol tech-
nology. Finely divided powders now are used for the rein-
forcement of materials, surface coatings, and laminated,
polycomponent materials.

One of the more interesting applications of aerosol
particle technology is in the rapidly expanding field of
microelectronics. The production of electronically active
surface films on substrates by the deposition of semi-
conductor particles is a rapidly advancing technology.
A potentially important extension of this technology is
the production of nanoparticles in the 0.01-um diame-
ter range. Surface films imbedding these particles can
have unique microelectronic properties that offer opportu-
nities for making molecular-level semiconductor “quan-
tum” dots or wires imbedded in other semiconductors, or
“quantum well pyramids” that have special luminescence
or optical properties of practical interest.

D. Environmental Influence

Aerosols have an adverse effect on human health and cre-
ate hazards to public safety. Particle suspensions are in-
volved in catalyzing respiratory disease in the workplace
and home or through pollution of ambient air. In the United
States, other environmental disturbances, including poten-
tial effects on biota, accelerated material deterioration, and
visibility degradation, are attributed to pollution aerosols.
Particle suspensions also can affect safety because of their
potential for inflammability and explosion. Dust explo-
sions have occurred in a variety of industrial situations in-
cluding grain storage and manufacturing areas where par-
ticle suspensions are produced. The hazards of toxic dust
and fume release are well documented in the work-place,
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and considerable effort must be exercised sometimes to
prevent worker exposure to them.

Public concern for the hazards of particle suspensions in
the indoor and outdoor environment has produced regula-
tions limiting particle concentrations and exposure levels.
In the workplace, dust hazards are constrained by total
mass concentration as well as concentration of specific
toxic chemicals. In the ambient air, protection is stipulated
in terms of total mass concentration of suspended parti-
cles and certain chemical species, namely, lead and sulfate.
Recently, measures of exposure have begun to distinguish
between fine particles less than 2.5 um and coarse parti-
cles between 2.5 and 10 wm. This separation relates to the
ability of particles to penetrate the human respiratory sys-
tem, and to different sources of fine and coarse particles.

One of the most common airborne suspensions known
to affect the respiratory system adversely is tobacco
smoke. The chemicals in tobacco smoke include a num-
ber of carcinogens, including nicotine and some of its
derivatives, as well as poisonous gases including carbon
monoxide and nitrogen dioxide.

Il. PHYSICAL AND CHEMICAL
PROPERTIES

The gases in which particles are suspended retain their nor-
mal physical and chemical properties, taking into account
exchange processes with the particles. The suspended par-
ticles have properties that correspond to condensed mate-
rial. These include their surface, volume, mass, mass den-
sity, surface energy, freezing point (if liquid), heat of va-
porization or sublimation, solubility, heat of adsorption for
gases, vapor pressure, viscosity or elastic properties, ther-
mal conductivity, diffusivity of components, magnetic and
electric properties, dielectric constant index of refraction,
chemical reactivity, radioactivity, and momentum and en-
ergy properties.

A. Critical Physical Properties

Perhaps the properties most critical physically to aerosol
particles are those related to size and distribution of size
in a cloud.

It is generally assumed that the substances making up
the aerosol particle possess the same characteristics as the
substance in macroscopic amounts, which is termed the
bulk state. Then the various physical properties of the par-
ticle, such as those mentioned above, are either known
or easily determined by standard techniques. These tech-
niques generally do not involve direct measurements on
aerosol particles. The assumption of bulk state behavior,
however, may not be justified generally for small aerosol
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particles. The physical properties of small particles of a
given substance can be quite different from the corre-
sponding properties of the same substance in the bulk state.

Deviations in behavior of small aerosol particles from
the bulk state are widely recognized for many physical
properties such as vapor pressure, freezing point, and crys-
tal structure. Yet there has been a lack of a systematic clas-
sification of these deviations. Also, although deviations
are expected to occur for small particles, there have been
few experimental measurements of such deviations owing
partly to the difficulties of making such measurements.

We classify a deviation from the bulk properties of the
properties of small aerosols as either extrinsic or intrinsic.
Extrinsic deviations are associated with characteristics of
particles that are not inherent but are caused by external
agents such as the mode of formation of the particle or the
absence of phase-transition nuclei in the particles. Thus,
extrinsic deviations are associated more with a lack of
control in the particle generation process than with any
fundamental cause. Intrinsic deviations may occur in sev-
eral ways. One type of intrinsic deviation is associated
with the radius of curvature of small particles. For ex-
ample, it is well known that a liquid droplet with a given
radius has a higher vapor pressure than that found with an-
other droplet of the same composition but of larger radius.
For sufficiently small particles, another type of intrinsic
deviation may occur. Here, the intermolecular energy of
interaction of molecules making up a very small particle
is altered by the fact that a given molecule does not inter-
act with an extremely large number of other molecules,
but instead can interact only with a limited number within
the particle. Furthermore, if the aerosol particle is still
smaller, almost molecular size of order <0.01 wm, in the
“nanoparticle” range, molecular fluctuations will be so
large that it is probably no longer meaningful to speak of
the physical properties of a particle of such small size in the
usual macroscopic sense. Examples of “near-molecular”
behavior in nano-particle formed ceramics is super plastic
behavior. Band gap energy levels in semiconductors are
also increased by quantum effects.

One type of extrinsic deviation is found in the lowering
of the freezing point or the raising of the boiling point
for small liquid droplets from that for the bulk state. Such
effects are usually attributed to the absence of phase transi-
tion nuclei. The absence of such nuclei stems from the fact
that the bulk material from which the aerosol particles are
formed probably contains only minute traces of foreign
material (nuclei) per unit volume, so that there is only a
very small probability that any small aerosol particle will
contain even one nucleus. This circumstance results in the
situation that nearly all aerosol particles formed by va-
por condensation and subsequent cooling well below the
melting point of the parent material are likely to be in a
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metastable liquid state. For example, sodium chloride has
been observed to exist as a relatively stable subcooled lig-
uid at room temperature, hundreds of degrees below the
melting point of crystalline sodium chloride.

Another example of an extrinsic deviation was found
by examining absorption spectra from freshly formed
aerosols composed of iron carbonyl, 30-200 A in size.
Among the spectra were some corresponding to excited
states of carbon monoxide, as well as bands that were pos-
sibly associated with a molecular oxygen transition. The
oxygen excitation had energy levels of 7-9 eV, suggest-
ing that the excitation was not due to chemical reactions
or incident photons only. It is possible that the spectral
absorption was also related to gas molecules adsorbed on
the iron surface or to large surface energy of the small
particles. When the small particles coagulate or surface
crystallites are relocated, a large amount of energy may
be released and transferred to gas molecules adsorbed on
the particle surface. In this way, certain high excitation
levels may be populated in a manner differing from that
predicted by thermal equilibrium.

Other types of extrinsic deviation are found in the spe-
cial properties imparted to small particles by the manner
of their preparation. For example, production of small par-
ticles by grinding in a mill alters the heat of adsorption of
gases by the particles. In general, the method of particle
production may introduce defects or microscopic impuri-
ties that differ from what is found in the parent material.
Often extrinsic and intrinsic deviations occur in the same
physical property, as in the example of supercooling of
sodium chloride cited above. This fact makes the study of
intrinsic deviations very difficult.

Intrinsic deviations are perhaps most widely known
through the effect of the radius of curvature of small par-
ticles on many physical properties such as vapor pressure,
freezing point, surface tension, heat of evaporation, and
others. Intrinsic deviations not directly associated with the
radius of curvature have been observed by X-ray crystal-
lographic studies of very small crystallites with radii less
than 0.01 pum. In these studies, the lattice spacings ob-
served in the small crystallites differed significantly from
the lattice spacings observed for the bulk state of the parent
material. The effect of such alterations on various physi-
cal properties has not been studied. In general, one expects
that for particles of radius less than ~0.01 pm, intrinsic
deviations of this sort must occur; however, it has been
obviously very difficult to observe such deviations ex-
perimentally. Only recently has substantial progress been
made in characterizing unique properties associated with
the nanoparticle regime.

Another type of intrinsic property is derived from the
theory of light scattering in particles. The phenomenon
of Raman and fluorescent scattering from molecules sus-
pended in small dielectric particles exemplifies such prop-
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erties. Scattered light is affected by the morphology and
optical properties of the particle and the distribution of
optically active molecules within it. The light scattered
and its angular distribution are quite different from those
found when the molecules are distributed within the same
material in bulk.

1. Cohesive and Adhesive Forces

Particles in dusts or powders tend to stick together remark-
ably well. The suspension of powders depends critically
on the agglomeration characteristics. Once suspended, the
capability of particles to agglomerate after collision also
depends on the attractive forces of interaction after con-
tact. It is difficult to break up aggregates of particles to
produce clouds of nonagglomerated material. The capac-
ity of particles to stick together indiscriminately is the re-
sult of weak attractive forces between molecules as well as
bipolar electrostatic forces. These forces have been named
cohesive and adhesive, depending on the heterogeneity of
material at the boundary between particles. The distinc-
tion between cohesion and adhesion in the literature on
fine powders is somewhat fuzzy, but we shall adopt the
following conventions, which are consistent with classical
definitions in physics. Cohesion is the tendency for parts
of a body of like composition to hold together. This im-
plies that cohesive forces arise between like molecules in a
solid or between small particles of the same composition.
Adhesion, on the other hand, refers to attraction across the
boundary or interface between two dissimilar materials.
Thus, adhesive forces are likely to be the most common
attractive forces in all but artificially generated aerosols.

B. Particle Size Distribution

In practice, aerosols in nature and in technology cover a
broader size range than called for by their rigorous scien-
tific definition. Normally, the range of interest is less than
100 um in diameter, extending to molecular dimensions.
A summary of particle dispersoids, methods of measure-
ment, gas cleaning equipment, and mechanical parame-
ters is given in Fig. 1. A striking and important feature
of aerosols is illustrated in the figure. Particles range over
five orders of magnitude in size. By analogy, this roughly
corresponds to a domain from sand grains to tall build-
ings in a city. Thus, the microscopic world of fine-particle
suspensions should be as diverse and rich as our everyday
macroscopic environment. This range poses major chal-
lenges to the scientist for developing theory, for measure-
ment, and for mechanical production and removal.

The theory of particle clouds proceeds from consid-
eration of the dynamics of the particle size distribution
function or its integral moments. This distribution can take
two forms. The first is a discrete function in which particle
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sizes can only be multiples of a singular species. As an ex-
ample, consider the coagulation of a cloud of particles ini-
tially of a unit size. Then, after a time, all subsequent par-
ticles will be kth aggregates of the single particle, where
k=1,2,3,...represents the number of unit particles per
aggregate. Physically, the discrete size distribution is ap-
pealing since it describes well the nature of the particu-
late cloud. The second function, continuous distribution,
is usually a more useful concept in practice. This func-
tion is defined in terms of the differential dN, equal to the
number of particles per unit volume of gas at a given point
in space (r) at time ¢ in the particle volume range, ¢ and
¥+ dv. The distribution function then is

dN =n@®,r,1)d¥y

Although this form accounts for the distribution of par-
ticles of arbitrary shape, the theory is well developed for
spheres. In this case, one can also define the distribution
function in terms of the particle radius (or diameter),

dN = ng(R,r,t)dR

where dN is the concentration of particles in size range
R and R +dR, ny is the distribution function in terms of
radius, and ¢ is time. The radius may be geometric, or it
may be used as an aerodynamic or other physical equiv-
alent. An aerodynamic radius is defined in terms of geo-
metric size and particle density, which govern the motion
of the particle. Other physical parameters are the optical
equivalent radius, which depends on the light-scattering
cross section of the particle.

The volume and radius distribution functions are not
equal, but can be related by the equation:

ng = 27 R*n

The moments of the size distribution function are useful
parameters. These have the form:

[e ]
M(r,t) = / nrR*dR
0
The zeroth moment (a = 0),
M() = / nR dR=N
0

represents the total number concentration of particles at a
given point and time. The first moment normalized by the
zeroth moment gives a number average particle radius:

_ o0 o0
Ml/MozR:/ nRRdR// nr dR
0 0

The third moment is proportional to the total volume con-
centration of particles, or

4 4 0 3
V=-aMz=-m nrR”dR
3 3 Jo
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where V is the volume fraction of particles in cubic cen-
timeters of material from cubic centimeters of gas. If the
particle density is uniform, the average particle volume is
-V 4 M
= —=-7—
N 3 M,
The volume mean radius is 3M, /4w M.

In general, particle distributions are broad in size—
concentration range so that they often are displayed on
a logarithmic scale. For example, data are frequently
reported as logngr versus log R. Another display is
dV /dlog R versus log R. The area under the distribution
curve plotted in this way is proportional to the mass con-
centration of (constant density) particles over a given size
range, independent of size.

The shape of the size distribution function for aerosol
particles is often broad enough that distinct parts of the
function make dominant contributions to various mo-
ments. This concept is useful for certain kinds of practi-
cal approximations. In the case of atomospheric aerosols;
the number distribution is heavily influenced by the ra-
dius range of 0.005-0.1 pm, but the surface area and vol-
ume fraction, respectively, are dominated by the range
0.1-1.0 um and larger. The shape of the size distribution
is often fit to a logarithmic-normal form. Other common
forms are exponential or power law decrease with increas-
ing size.

The cumulative number distribution curve is another
useful means of displaying particle data. This function is
defined as:

R
N(R,r,t)= / nr(R,r,t)dR
0

It corresponds to the number of particles less than or equal
to the radius R. Since ng =dN(R)/dR the distribution
function can be calculated in principle by differentiating
the cumulative function.

C. Chemical Properties

The chemical properties of particles are assumed to corre-
spond to thermodynamic relationships for pure and mul-
ticomponent materials. Surface properties may be influ-
enced by microscopic distortions or by molecular layers.
Chemical composition as a function of size is a crucial
concept, as noted above. Formally the chemical composi-
tion can be written in terms of a generalized distribution
function. For this case, dN is now the number of particles
per unit volume of gas containing molar quantities of each
chemical species in the range between 7i; and 7i; + d7t;,
withi =1, 2, ..., k, where k is the total number of chem-
ical species. Assume that the chemical composition is dis-
tributed continuously in each size range. The full size—
composition probability density function is
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Here, 71;, the number of moles of a given species, has been
eliminated from the function g by the relation, & = X;ii;¥;,
where ¥; is the partial molar volume of species i and r is
a position vector. Since the integral of d N over all & and
fl,’ is N .

/vb---/./g(\b,flz--'flk,l‘,l‘)d\bdflz'-'dﬁk=1
i

Furthermore, the size distribution function can be retrieved
by integration over all chemical species.

n(wb,l‘l‘):N/ / g(\b,ﬁz-~-(ﬁk,l',t)dﬁ2~--dflk
123 g

The generalized distribution functions offer a useful
means of organizing the theory of aerosol characteriza-
tion for chemically different species. To date, however,
the data have not been sufficiently comprehensive to war-
rant application of such formalism.

lll. KINETIC THEORY OF AEROSOLS

Historically a large segment of work in aerosol science
has focused on the motion of particles in fluid medium and
on the associated heat and mass transfer to that particle.
Recent theory has recognized that significant differences
exist in momentum, heat, and mass transfer depending
on the continuum nature of the suspending medium. This
is normally characterized by the ratio of the mean free
path of the gas and the particle radius. This ratio is some-
times called the Knudsen number (Kn). For very small
Kn, particles behave as if they are suspended in a contin-
uum medium. For very large Kn, the suspending medium
is highly rarified and the particles respond to individual
collisions of the suspending gas molecules.

Particle Mechanics: The Gas Kinetic Model

Idealization of particle behavior in a gas medium involves
a straightforward application of fluid dynamics.
Mechanical constraints on aerosol particle dynamics
can be defined by certain basic parameters. Model parti-
cles are treated as smooth, inert, rigid spheres in near ther-
modynamic equilibrium with their surroundings. The par-
ticle concentration is very much less than the gas molecule
concentration. The idealization requires that the ratio of
the size (radius) of gas molecules (Ry) to that of particles
i, Rg/R;, be less than 1 and the mass ratio, mg/m; < 1.
Application of Boltzmann’s dynamic equations for aerosol
behavior requires further that the length ratios Ry /As < 1
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and R,/L, <1, where A, is the mean free path of the
gas and L, a typical length scale of the system, such as a
spherical collector diameter or a pipe diameter. The theory
can be extended to incorporate electrical effects, as well
as a coagulation or sticking capacity and gas-condensed
phase interactions.

Virtually all of the mechanical theory of particles
emerges from a simplification called the single-particle
regime. In this situation, particles are assumed to interact
only “instantaneously” in collision; otherwise, they can
be assumed to behave as a body moving in a medium of
infinite extent.

In general, the exchange of momentum between a gas
and a particle involves the interaction of heat and mass
transfer processes to the particle. Thus, the forces acting on
a particle in a multicomponent gas containing molecular
gradients (nonuniform) may be linked with their gradients
as well as velocity gradients in the suspending medium.
The assumption that Kn approaches zero greatly simpli-
fies the calculation of particle motion in a nonuniform
gas. Under such circumstances, momentum transfer, re-
sulting in particle motion, is influenced only by aerody-
namic forces associated with surface friction and pressure
gradients. In such circumstances, particle motion can be
estimated to a good approximation by the classical the-
ory of a viscous fluid medium where Kn is zero. Heat
and mass transfer can be considered separately in terms
of convective diffusion processes in a low Reynolds num-
ber regime (Re < 1). In cases where noncontinuum effects
must be considered (Kn > 0), the coupling between par-
ticle motion and thermal or molecular gradients as in gas
nonuniformities becomes important, and socalled phoretic
forces play a role in particle motion, but heat and mass
transfer again can be treated somewhat independently.
Phoretic forces are associated with temperature, and gas
component concentration gradients, or electromagnetic
forces.

It is common practice to treat particle motion as the
basic dynamic scale for transport processes. This is readily
illustrated for particles in steady rectilinear motion.

A. Motion of Particles
1. Stokes’ Law and Momentum Transfer

When a spherical particle exists in a stagnant, suspending
gas, its velocity can be predicted from viscous fluid the-
ory for the transfer of momentum to the particle. Perhaps
no other result has had such wide application to aerosol
mechanics as Stokes’ (1851) theory for the motion of a
solid particle in a stagnant medium. The model estimates
that the drag force 9 acting on the sphere is
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TABLEIl Characteristic Transport Properties of Aerosol Par-
ticles of Unit Density in Air at 1 atm and 20°C*

Mean
Particle thermal Mean
radius Mobility Diffusivity speed ), free path

(cm) B (s/g) D, (cm?/s) (cm/s) Ap (cm)
I1x1073  294x10° 1.19x1075 496x1073 6.11x107°
5%107%  5.96x10° 241x107% 1.41x1072 434x107°
1x107%  3.17x10° 1.28x 1077 0.157 2.07 x 1076
51070 6.71x10° 2.71x 1077 0.444 1.54 x 10=°
1x107° 538x107 2.17x107° 4.97 1.12x 107
5107 1.64x10%  6.63x107° 14.9 1.20 x 107°
Ix107% 326x10° 1.32x107* 157 2.14 x 107
5%1077  1.26%x 100  509x10~* 443 2.91x107°
1x1077 3.08x 10" 1.25x 1072 4970 6.39 x 107°

¢ cgs units.

D =6mpgRU,

where Uy, is the gas velocity far from the particle and jiq
the gas viscosity.

The particle mobility B is defined as B = Uy, /9. Gen-
erally, the particle velocity is given in terms of the prod-
uct of the mobility and a force F acting externally on
the particle, such as a force generated by an electrical
field. Under such conditions, the particle motion is called
“quasi-stationary.” That is, the fluid particle interactions
are slow enough that the particle behaves as if it were in
steady motion even if it is accelerated by external forces.
Mobility is an important basic particle parameter; its vari-
ation with particle size is shown in Table II along with
other important parameters described later.

The analogy for transport processes is readily inter-
preted from Stokes’ theory if we consider the generaliza-
tion that “forces” or fluxes of a property are proportional
to a diffusion coefficient, the surface area of the body, and
a gradient in property being transported. In the case of mo-
mentum, the transfer rate is related to the frictional and
pressure forces on the body. The diffusion coefficient in
this case is the kinematic viscosity of the gas (Vg = g/ g,
where p, is the gas density). The momentum gradient is
peUso/R.

If the particles fall through a viscous medium by the in-
fluence of gravity, the drag force balances the gravitational
force, or:

$(op — Pe)gT R® = 67 g Ry

where g is the gravitational force per unit mass. Since
Pp > pg, the settling velocity is

2R2:0pg
qs = ———

g
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Thus, the fall velocity is proportional to the cross-sectional
area of the particle, and the ratio of its density and the gas
viscosity (for values, see Fig. 1). If the particle Reynolds
number approaches or exceeds unity, Stokes’ theory must
be modified.

In terms of the drag coefficient Cp, the drag force is
written:

29

Cp=——
P pem R2US,

The results of experimental measurements for spheres in
a fluid indicate that the drag coefficient can be expressed
as:

12 23
Cp = —(1 4+ 0.251Re”")
Re

where the multiplier of the term outside the parentheses is
the drag coefficient for Stokes’ flow. The Reynolds number
Re=UxR/vs.

If Kn is not assumed to be zero, then the Stokes drag
force on the particle also must be corrected for a slippage of
gas at the particle surface. Experiments of Robert Millikan
and others showed that the Stokes drag force could be
corrected in a straightforward way. Using the theory of
motion in a rarified gas, the mobility takes the form:

B = A/6m R

Here, the numerator is called the Stokes—Cunningham fac-
tor. The coefficient A is

A = 1+ 1.257Kn + 0.400Kn exp(—1.10Kn 1)

based on experiments. Thus, the mobility increases with
increasing Kn, reflecting the increasing influence of a rar-
ified gas molecular transfer regime.

2. Phoretic Forces

Particles can experience external influences induced
by forces other than electrical or gravitational fields.
Differences in gas temperature or vapor concentration
can induce particle motion. Electromagnetic radiation also
can produce movement. Such phoretic processes were ob-
served experimentally by the late nineteenth century. For
example, in his experiments on particles, Tyndall in 1870
described the clearing of dust from air surrounding hot
surfaces. This clearance mechanism is associated with the
thermal gradient established in the gas. Particles move in
the gradient under the influence of differential molecular
bombardment on their surfaces, giving rise to the ther-
mophoretic force. This mechanism has been used in prac-
tice to design thermal precipitators for particles. Although
this phenomenon was observed and identified as being
proportional thermal gradients, no quantification of the
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phenomenon was made until the 1920s. Einstein in 1924
discussed a theory for the phenomenon; others measured
the thickness of the dust-free space in relation to other pa-
rameters. Much later, in the 1960s, the theory was refined
and extended. The theoretical relation for the thermal or
thermophoretic force F; on a spherical particle is

F. = —KR*(ky/0g)AT /AR

where kg is the thermal conductivity of the gas, U, the
mean thermal velocity of the gas molecules AT/AR
the temperature gradient at the particle surface, and K
a factor depending on Kn and other particle parameters
[K ~(32/15)exp(—aR/a,), where o~ unity but is a
function of momentum and thermal accommodation of
molecules on the particle surface].

Similar expressions can be derived for other phoretic
forces reflecting different effects of gas nonuniformities.

3. Heat and Mass Transfer

Particles suspended in a nonuniform gas may be subject
to absorption or loss of heat or material by diffusional
transport. If the particle is suspended without motion in
a stagnant gas, heat or mass transfer to or from the body
can be estimated from heat conduction or diffusion theory.
One finds that the net rate of transfer of heat to the particle
surface in a gas is

¢u =47 RD1(Tso — T)

where oo and s refer to free stream and surface conditions
and Dr is the thermal diffusivity ky/p;Cp (Cp is the spe-
cific heat of the particle). For mass transfer of species A
through B to the sphere,

¢m = 4w RDaAB(Pace — PAS)

where Dagp is the binary molecular diffusivity for the two
gases and pa and pas are the mass concentrations of
species A far from the sphere and at the sphere surface.
This relation is basically that attributed in 1890 to Robert
Maxwell. His equation applied to the steady-state evapo-
ration from or condensation of vapor component A in gas
B on a sphere. Maxwell’s equation is analogous to Stokes’
law.

The applicability of Maxwell’s equation is limited in
describing particle growth or depletion by mass transfer.
Strictly speaking, mass transfer to a small droplet cannot
be a steady process because the radius changes, causing a
change in the transfer rate. However, when the difference
between vapor concentration far from the droplet and at
the droplet surface is small, the transport rate given by
Maxwell’s equation holds at any instant. That is, the dif-
fusional transport process proceeds as a quasi-stationary
process.
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When the particle is moving relative to the suspending
fluid, transport of heat or matter is enhanced by convective
diffusional processes. Under conditions where the particle
exists in a rarified medium (Kn >> 0), the heat and mass
tranfer relations are modified to account for surface ac-
commodation or sticking of colliding molecules and the
slippage of gas around the particle.

4. Accelerated Motion

When particles are accelerated in a gas, their motion is
governed by the balance between inertial, viscous, and
external forces. An important characteristic scale is the
time for an accelerated particle to achieve steady motion.
To find this parameter, the deceleration of a particle by
friction in a stationary gas is considered. In the absence of
external forces, the velocity of a particle (g) traveling in
the x direction is calculated by:

(dq/d[) + AU =0
or
q = qoexp(—dr)

if the initial velocity is gy and & = 9ug/2ppR2A. The
distance traveled by the particle is, in time ¢,

t
x = / gdt’ =A™ go[1 — exp(—sd1)]
0

The significance of o is then clear; it is a constant that is
the reciprocal of the relaxation time for stopping a particle
in a stagnant fluid. Similarly, on can show that 1/s{ repre-
sents the time for a particle falling in a gravitational field
to achieve its terminal speed. Note that the terminal speed
qs = g&dil. As t/d — oo, the distance over which the
particle penetrates, or the stopping distance L, is qo&dfl.

5. Curvilinear Particle Motion

When particles change their direction of movement, as for
example around bluff bodies such as cylinders or bends
in tubing, inertial forces tend to modify their flow paths
relative to the suspending gas. Particles may depart from
the path of gas molecules (streamlines) and collide with
the larger body (Fig. 2). This is the principle underlying
inertial particle collectors.

The trajectory of a particle moving in a gas can be esti-
mated by integrating the equation of motion for a particle
over a time period given by increments of the ratio of the
radial distance traveled divided by the particle velocity,
that is, r/q. Interpreting the equation of motion, of course,
requires knowledge of the flow field of the suspending gas;
one can assume that the particle velocity equals the fluid
velocity at some distance r far from the collecting body.
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(a)

(b)

FIGURE 2 Particle motion in aerosol flow around obstacles (dashed line). (a) Flow around a cylinder of radius a; (b)
flow around a flat plate inclined at an angle to the aerosol flow.

The particle motion along curvilinear pathways and the
subsequent deposition rate on nearby bodies are calcu-
lated from dimensionless particle force equations. A key
parameter that derives from these equations is the Stokes
number,

2
StkEU—OOZMZE, Kn — O.
Aa Ouga a
Stk is the ratio of the stopping distance L and a, the radius
of the obstacle.

For “point” particles governed by Stokes’ law, the
Stokes number is the only criterion other than geometry
that determines similitude for the shape of the particle tra-
jectories. To ensure hydrodynamic similarity, in general,
the collector Reynolds number also must be preserved, as
well as the ratio / = R/a, called the interception param-
eter. Then, the collection efficiency of particles hitting an
obstacle such as a cylinder has the form:

number of particles collected

~ number of particles in a cross-sectional area equal
to the obstacle areafacing the aerosol flow

f(Stk, Re, 1)

Here, the interception parameter effectively accounts for a
small additional increase in number of particles in a cross-
sectional area equal to the obstacle area facing the gas
flow, which modifies the collection efficiency to account
for the finite size of the particles. The inertial collection
of particles is called impaction.

6. Diffusion Processes

So far we have concentrated on the behavior of particles in
translational motion. If the particles are sufficiently small,
they will experience an agitation from random molecu-
lar bombardment in the gas, which will create a thermal
motion analogous to the surrounding gas molecules. The
agitation and migration of small colloidal particles has
been known since the work of Robert Brown in the early
nineteenth century. This thermal motion is likened to the
diffusion of gas molecules in a nonuniform gas. The ap-
plicability of Fick’s equations for the diffusion of particles
in a fluid has been accepted widely after the work of Ein-
stein and others in the early 1900s. The rate of diffusion
depends on the gradient in particle concentration and the
particle diffusivity. The latter is a basic parameter directly
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analogous to a molecular diffusivity. Using the theory of
Brownian motion, Einstein derived the relationship for
particle diffusivity:

Dy = kT/sim, = BkT

Here, k is Boltzmann’s constant and m,, particle mass. In
analogy to a simple kinetic theory of gases, the defini-
tion of a mean free path for particles is A, = DP&Q_I. The
average thermal speed of particle is

) 8kT \'/? T
Up = ﬂ—n'lp and Dp = gl)p)\.p

Some characteristic values of these aerosol transport prop-
erties of particles in air are listed in Table II and Fig. 1.

7. Diffusion in Flowing Media

When aerosols are in a flow configuration, diffusion by
Brownian motion can take place, causing deposition to
surfaces, independent of inertial forces. The rate of depo-
sition depends on the flow rate, the particle diffusivity, the
gradient in particle concentration, and the geometry of the
collecting obstacle. The diffusion processes are the key to
the effectiveness of gas filters, as we shall see later.

A particle agitation analogous to Brownian motion is
induced by turbulence in an aerosol. Turbulence is a form
of eddying fluid motion often observed in atomospheric
clouds or swirling cigarette smoke. The agitation caused
by turbulence creates a concentration gradient and an ap-
parent diffusion rate of particles that is much larger than
that experienced in thermal motion. The characteristics of
turbulent diffusion of particles is described by theory for
random motion analogous to that for Brownian motion.

When particles experience a mean curvilinear motion
and also have Brownian agitation, they are deposited on
obstacles by both mechanisms. For very small particles of
radii less than 0.1 um, Brownian motion dominates par-
ticle collection on surfaces. For larger particles, inertial
forces dominate. An example of the difference in collec-
tion efficiency for spherical collectors of different size is
shown in Fig. 3 for different particle diameters and aerosol
flow velocity.

For surfaces oriented perpendicular to an external force,
additional deposition takes place by motion induced by
this force field. Examples include gravitational and elec-
trical fields.

B. Behavior of Particle Clouds

Particle clouds are active kinetic systems. If condensable
vapors are present, new particles will be formed or ex-
isting particles will grow or shrink, depending on the
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FIGURE 3 Particle collection efficiencies for spheres of different
diameter and different particle diameters and aerosol flow velocity
(Ux). Particle diameters are given by the values at the upper right
of each curve. The diffusion regime is at the left and the inertial
impaction regime is at the right.

conditions of vapor supersaturation. Furthermore, the par-
ticles will collide with one another. The process of colli-
sion and sticking is called coagulation. These two types
of processes give rise to continuously changing size dis-
tributions. The size distributions are also influenced by
the deposition of particles on surfaces through diffusion,
fallout, or inertial impaction. The dynamic character of
aerosol clouds is crucial to their behavior and stability.

1. Nucleation and Growth

The production and growth of particles in the presence of
condensable vapors is a major dynamic process. A consid-
erable body of literature has accumulated on the subject,
beginning with the thermodynamics of phase transition
and continuing with the kinetic theory of molecular clus-
ter behavior.

The process of phase changes to form clouds of parti-
cles can be induced such that supersaturation is achieved
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by (1) an adiabatic expansion of a gas, (2) the mixing of
a warm, moist gas with a cool gas stream, or (3) chemical
reactions producing condensable species. In the absence
of particles in a condensable vapor, particles are formed
by homogeneous nucleation on molecular clusters in a
supersaturated vapor. When vapor supersaturation takes
place in a multicomponent system, mixed particles may
form from heteromolecular nucleation. When particles ex-
ist in a supersaturated vapor mixture, they act as nuclei
for condensation. Perhaps the best known of these pro-
cesses is the formation of clouds in the earth’s atmosphere
by water condensation on dust or water-soluble aerosol
particles.

The theory of nucleation begins with the consideration
of vapor-liquid equilibrium. The vapor pressure pg over a
flat liquid surface at equilibrium is given by the Clapeyon
equation,

dln pg Hy

dT — RT?
where H is the molar heat of vaporization and R the gas
constant. At saturation, the vapor pressure py is its equi-
librium value at the temperature of the liquid beneath the

vapor. Condensation may take place when the vapor is
supersaturated or when the supersaturation ratio

S=p/po>1

The vapor pressure over a pure liquid droplet at equi-
librium pg depends on its radius of curvature. The Kelvin
equation gives this relationship as:

( Ds ) 20¢y
Inf — ) =
Po RkT

Thus, a supersaturation ratio greater than unity is ex-
pected for small droplets at equilibrium with a condens-
able vapor. The logarithm of this ratio is proportional to
the product of the particle surface free energy o times the
molecular volume of the liquid (2y,) and inversely propor-
tional to the particle radius R.

The rate of formation of new particles by nucleation is
given in terms of a theory for the production of clusters of
molecules (embryos) in a supersaturated vapor. The pro-
duction of embryos follows from considering a population
of molecules and agglomerates of molecules in a homoge-
neous vapor. There is an energy barrier to producing large
agglomerates that depends on the free energy of formation
of a cluster containing a given number of molecules. As
the supersaturation of a vapor is increased, the free energy
of formation passes through a maximum value such that
a critical level is attained. Beyond the critical value, em-
bryos of critical size are generated that are stable and grow.
The “steady” rate of production of embryos of critical size
represents the expected production of new particles. The
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production rate of embryos in a homogeneous supersatu-
rated vapor is

I = Cexp(AG*/kT)

where AG™ is the free energy of formation of critical-sized
embryos that do not evaporate and C is a rate factor. Ac-
cording to the theory as presented in 1935 by Becker and
Doring, AG* = — 1663y, /3(kT)? In* S. The rate factor
is

_ 2’[’0(”A'L'm)2/3 oy 12
T QumakT)'V2\ kT

where 115 is moles of condensate A and m 4 is the molecular
mass of condensate A.

The heteromolecular production of particles in a vapor
mixture is estimated from a model similar to the homoge-
neous case above. However, the production rate depends
on the energy of formation of mixed embryos, the compo-
sition of which depends on the thermodynamic properties
of the mixture.

If particles (or ions) are already present in a supersat-
urated vapor, nucleation will take place preferentially on
these particles at supersaturations far smaller than for the
homogeneous vapor. In this case, nucleation takes place
heterogeneously on the existing nuclei at a rate depen-
dent on the free energy of a condensate cap forming on or
around the nucleus. Heterogeneous nuclei always occur in
the earth’s atmosphere. They are crucial to the formation
of water clouds and to the formation of ice particles in
supercooled clouds.

2. Growth Laws

The droplet current / calculated by nucleation models
represents a limit of initial new phase production. The
initiation of condensed phase takes place rapidly once a
critical supersaturation is achieved in a vapor. The phase
change occurs in seconds or less, normally limited only
by vapor diffusion to the surface. In many circumstances,
we are concerned with the evolution of the particle size
distribution well after the formation of new particles or the
addition of new condensate to nuclei. When the growth or
evaporation of particles is limited by vapor diffusion or
molecular transport, the growth law is expressed in terms
of vapor flux equation, given by Maxwell’s theory, or
Jo1) = ndy _ n4m DasR*¥m(poo — ps)
ot kT

Other growth processes are also derived from theory.
They include those associated with chemical reactions to
form condensed species taking place either at the parti-
cle surface or within the particle volume. The growth by
surface reactions or a vapor diffusion-limited process is
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proportional to the particle surface area or radius squared
for spheres. Volume reactions are controlled by particle
volume or are proportional to the radius cubed for spheres.

3. Collision and Coagulation

Once particles are present in a volume of gas, they collide
and agglomerate by different processes. The coagulation
process leads to substantial changes in particle size dis-
tribution with time. Coagulation may be induced by any
mechanism that involves a relative velocity between par-
ticles. Such processes include Brownian motion, shearing
flow of fluid, turbulent motion, and differential particle
motion associated with external force fields. The theory
of particle collisions is quite complicated even if each of
these mechanisms is isolated and treated separately.

The rate of coagulation is considered to be dominated
by a binary process involving collisions between two par-
ticles. The rate is given by bn;n j, where n; is the number of
particles of ith size and b a collision parameter. For colli-
sion between i- and j-sized particles during Brownian mo-
tion, the physicist M. Smoluchowski derived the relation:

b =4n(D; + D;)(R; + R))

- 3u—<7 * W)“f )
i J

from Einstein’s diffusion theory. This formula essentially
comes from the fact that b is proportional to the sum
of Brownian diffusion rate of the two particles. Analo-
gous forms for b have been derived for other collision
mechanisms.

To be derived rigorously, Smoluchowski’s models must
be corrected for gas slippage around the particles. This
adds correction terms in Kn that accelerate the coagulation
rate over the original estimates. Particles in a gas are often
naturally charged. Bipolar charging increases the expected
coagulation rate, while unipolar charging suppresses the
rate. Fluid motion relative to the particles and the diffential
action of external forces induce relative motion between
particles. This motion also increases the coagulation rate
of particles.

IV. PRODUCTION OF AEROSOLS

A large amount of effort has gone into the investigation
and development of aerosol generation devices. Over the
years, a wide variety of methods for the production of
aerosols has emerged; these methods depend on the tech-
nological requirements of the aerosol. For many scientific
applications they include (1) control of the particle size
distribution, (2) stability of operational performance for
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key periods of time, and (3) control of volumetric output.
The generation devices themselves have also been investi-
gated extensively to verify the physicochemical processes
in particle formation.

The generation of aerosol requires the production of a
colloidal suspension in one of four ways: (1) by condens-
ing out small particles from a supersaturated vapor (the
supersaturation may come from either physical or chem-
ical transformation); (2) by direct chemical reaction in a
medium such as a flame or a plasma; (3) by disrupting
or breaking up bulk material, including laser ablation; or
(4) by dispersing fine powders into a gas. In each of these
broad groupings, a wide variety of ingenious devices have
been designed, some of which employ hybrids of two or
more of these groups.

A. Nucleation and Condensation Processes

The means for the production of particles during con-
densation is well represented by the generator introduced
by V. K. LaMer in the 1940s. This device was specif-
ically built to produce a laboratory aerosol with con-
trolled physical properties, using a low-volatility liquid
such as glycerine or dioctyl phthalate. The device gen-
erated particles from a vapor supersaturated by mixing a
warm, moist vapor with a cooler gas. Later, a wide va-
riety of refinements of the LaMer concept emerged, in-
cluding a series reported by Milton Kerker in the 1970s.
Many generators using the condensation process have ap-
peared; some of these achieve vapor supersaturation by
adiabatic expansion in the vapor, others by the mixing
process. Aerosols have also been formed from condensa-
tion of a supersaturated vapor produced by chemical reac-
tion. Some examples include reactions in combustion pro-
cesses, photochemical processes, and through discharges
between volatile electrodes. An example of a hybrid of
condensation and breakup or vaporization is an exploding
metal wire technique.

Another process involves molecular aggregation by
means of direct chemical reactions akin to polymeriza-
tion. The best known example of this is the process of
carbon particles in a premixed acetylene—oxygen flame.
Evidently particle formation in this case does not involve
condensation from a supersaturated vapor, but proceeds
directly through the pyrolysis of the acetylene, forming
in the process unstable polyacetylenes as intermediates in
the flame.

Molecular aggregation to produce very small particles
can be achieved through synthesis of particles in plasmas
as well as ablation of bulk material using lasers. Plasma
synthesis offers opportunities for high volume through-
put for a wide range of refractory materials and can pro-
duce high-density particles with rapid quenching of the
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plasma. Laser ablation applications can provide non- (ther-
modynamic) equilibrium vaporization controlling the ma-
terial stoichiometry, as well as control of particle crys-
talline structure through temperature and concentration
management.

B. Comminution Processes

The disintegration of coarse bulk material into colloids
is accomplished by three main types of devices. The first
is the air blast or aerodynamic atomizer, in which com-
pressed gas is ejected at high speed into a liquid stream
emerging from a nozzle. This type of breakup is found, for
example, in paint spray guns, venturi atomizers, and other
practical sprayers. A second class of atomizer depends on
centrifugal action wherein a liquid is fed into the center of
a spinning disk, cone, or top and is centrifuged to the outer
edge. Provided that the flow rate of liquid into the spin-
ning device is well controlled, sprays produced in this way
are rather uniform in size, in contrast to those produced by
other methods of atomization. A third type of atomizer has
a hydraulic design in which a liquid is pumped through a
nozzle and, upon its exit from the orifice, breaks up into
droplets. Disintegration here depends largely on the phys-
ical properties of the liquid and the ejection dynamics at
the nozzle orifice rather than on the intense mixing be-
tween the liquid and the surrounding gas. Perhaps most
well known of these devices is the swirl chamber atomizer,
which has been used in agricultural equipment, oil-fired
furnaces, internal combustion engines, and gas turbines. In
addition to these three main classifications, special meth-
ods are available including the electrostatic atomizer and
the acoustic atomizer. The former makes use of a liquid
breakup by the action of electrostatic forces, while the lat-
ter applies high-intensity sonic or ultrasonic vibrations to
disrupt a liquid.

The generation of dust clouds by the dispersal of fine
powders is a straightfoward method, in principle. All such
generators depend on blowing apart a bed of finely divided
material by aerodynamic forces or by a combination of air
flow and acoustic or electrostatic vibrations. The size of
particulate suspensions produced in this way is limited by
the minimum size of material ground up by mechanical or
other means and the nature of cohesive and adhesive forces
acting between particles in agglomerates. Generally, dust
clouds produced by powder dispersal are not less than a
few micrometers in radius.

Aerosols composed of solid particles or nonvolatile lig-
uids with sizes much less than those attainable by atom-
ization of pure liquids or by dispersal of powders may be
produced by atomizing salt solutions. Breakup of suspen-
sions of a volatile carrier liquid, in which solid particles, an
immiscible liquid, or a nonvolatile solute are suspended,
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yields very small particles after evaporation of the volatile
liquid.

V. MEASUREMENT PRINCIPLES

The measurement of the physical and chemical proper-
ties of particle suspensions has been a central theme of
aerosol science since its beginnings. The variety of de-
vices and methods adopted for such purposes represents a
diverse collection of instrumentation designed for specific
applications. The reason for this diversity is that no sin-
gle technique or group of techniques provides a means of
characterizing properties over the extremely wide range
of particle size, shape, and chemical composition found
in nature or in the laboratory. The devices range from sim-
ple instruments for the measurement of light transmission,
to porous filters for the collection of material in order to
determine mass concentration, to sophisticated sensors or
collectors for the characterization of particle size distribu-
tion and chemistry.

To characterize adequately the dynamic properties of a
chemically reactive aerosol, a very large amount of infor-
mation is required. However, aerosol properties generally
are determined in only a limited way because of limitations
of available techniques. With air pollution monitoring and
the driving force of progress in the development of theory,
heavy emphasis has been placed on the size distribution
and its moments, as well as the chemical composition of
particles and the suspending gas.

The measurement of particles or particle collections
is achieved by one of two approaches: (1) in situ, or
quasi-in situ, continuous observation or (2) collection on
a medium and subsequent laboratory investigation of the
accumulated particulate material. No single method pro-
vides a self-consistent, complete physical picture of a
particle suspension. For example, the first approach ba-
sically assumes that the particles can be treated as inert
spheres during the measurement process. The second as-
sumes the accumulation of material on a medium or sub-
strate without modification of the particles. This is known
to be a less than satisfactory assumption for particles re-
acting with the suspensing gas, but no better techniques
have been developed.

If one focuses on the particle size distribution func-
tion as a central framework for describing aerosols, one
can conveniently classify the measurement instruments
according to the properties of the size distribution func-
tion. Organization of instrumentation gives perspective
on the ideal requirements as contrasted with the practi-
cal limits imposed by current technology. An idealized
hierarchy was suggested by S. K. Friedlander in 1977. As
an ideal, the modern aerosol analyzer gives a continuous
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resolution in particle size with chemical composition. The
ideal instrument operated at full capacity would measure
and read out directly the particle distribution as a function
of size and chemical properties. Only recently have ana-
lyzers employing mass spectroscopy bigun to realize this
potential. In practice, a variety of instruments are avail-
able that report size distribution functions or integral aver-
age properties of the distribution function. These include
the single particle counter, which measures particles over
discrete size ranges using differences in light-scattering
properties with particle size, and devices such as the elec-
trical mobility analyzer, which measures particles in size
groups by counting charged particles in a given size range
over a discrete time interval. This instrument depends on
the fact that particles realize a unique equilibrium charge
as a function of size. Finally, a series of devices integrates
the distribution function and gives information about cer-
tain moments of the size distribution. These include: (1)
idealized total particle counters such as a nuclei counter
that relies on the nucleation of supersaturated vapor to
produce droplets visible in a light beam, (2) a particle
collector such as an impactor that segregates the sam-
ple by size over certain discrete size and time intervals
through inertial forces, and (3) a total mass—chemical an-
alyzer such as a filter placed in an aerosol stream and later
submitted to the laboratory for gravimetry and chemical
assay.

Once collected, particles can be sized by a variety of
means. Optical and electron microscopy are probably best
known and are quite reliable. Yet they involve tedious
scanning of many samples to obtain sufficient counts to
provide meaningful particle statistics. Microscopic tech-
niques are suitable for solid particles and for nonvolatile
liquids. Volatility creates a significant uncertainty unless
the particles are trapped in a substrate that reveals a “sig-
nal” of the impacted particle.

Microscopy remains the principal standard method of
particle sizing and of shape and morphological classifi-
cation. Though often tedious and time consuming in its
application, it remains a standard by which individual par-
ticles can be classified with confidence and most particle
sizing methods are referenced.

Sampling Design

There are many pitfalls in measuring the properties of
aerosols. One of the most critical is sampling of particu-
late matter without disturbing the aerial suspension. There
are some optical devices that make measurements of an
aerosol in situ without disturbance. However, most devices
requires that a small sample be taken from the gas—particle
suspension. Because of inertial forces acting on particles,
it can be deduced readily that siphoning part of the fluid
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as a sample must be done carefully to avoid preferential
withdrawal of particles of different sizes. Particle deposi-
tion on the walls of the sampling tube, as well as possi-
ble reentrainment, must be minimized and accounted for.
Care must also be taken to avoid condensation or chemi-
cal reactions in the sampling duct. Problems of this kind
are especially severe in sampling high-temperature, moist
gases from a stack or moist gases from a chemical reac-
tor. Condensation can be avoided with a probe heated to
the sampled gas temperature if the pressure difference has
been minimized. When pressure differences in the sampler
are large, control of pressure may be important. Chemical
reactions on the wall of the sampling tube are often dif-
ficult to control but can be minimized using tubes lined
with inert coatings such as Teflon.

The ideal condition for sampling is one in which the
gas particle suspension is drawn into the instrument at a
speed nearly equal to that of the external flow. Ideally,
sampling should be done isokinetically, or with the sam-
pler inlet velocity equal to the mainstream velocity. Only
in the isokinetic case will the inertial deposition at the
sampler tip be minimized and preferential size separation
be small during sampling.

A. Inertial and External Forces
1. Electrical Charging and Particle Size

Two charging methods have been adopted to develop
particle measurement devices. These involve diffusion
charging and contact charging. Three characteristics of
ion charging affect the usefulness of a diffusion charg-
ing method for aerosol sizing by electric methods. First,
the relationship between electric mobility and particle size
must be established. This basically provides a means of
calculating the migration velocity of particles under the
influence of an electrical force, which in turn gives the ba-
sis for locating a particle collection in an instrument. The
mobility versus particle diameter curves are single-valued
for bipolar diffusion and unipolar diffusion. This is not the
case for the field charging. Second, the fraction charged
must be known. Particles that do not acquire a charge
during their passage through a charger cannot be influ-
enced by subsequent electric fields and therefore cannot
be measured by electrical migration. The fraction charged,
in combination with aerosol losses, is the principal factor
that limits the lower useful size detection of an instrument.
Third, the discrete nature of electrical charge on a particle
must be accounted for in the instrument output.

In principle, calculation can correct for this effect on a
measured size distribution, but the methods have not been
evaluated yet. If measurements are made using only the
singly charged particles, then the resolution is as good as
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the resolution of the mobility analyzer itself. This requires,
however, that the fraction of aerosol carrying unit charge
be known precisely. Aerosol concentration measurement
using electrical effects requires a method of detecting the
charged aerosol. This is usually done by measurement
of an electrical current on a grounded collector with at-
tachment and charge transfer of a particle. In addition,
electrical sizing methods require a precipitator or classi-
fier by which the particles of different electric mobilities
are separated before detection. Various approaches have
been discussed, including condenser ion counters, denud-
ers, and ion capture devices.

2. Inertial Impaction

In the methods discussed so far, continuous observations
in terms of particle size have been involved, giving de-
tailed information on the particle concentration—size dis-
tribution but limited detail on particle morphology. An
important requirement for aerosol experimentation is the
ability to sample and collect particles with size segrega-
tion. One such method of sampling uses the variation of
inertial impaction with mass (or size). Devices that have
been designed for this purpose are called impactors. They
operate on the idea that a large particle tends to collide
with a surface when particle-laden air is directed to a sur-
face, while small particles follow the gas flowing around
the collector. In a typical device, the air is forced through a
converging nozzle and ejected onto a plate oriented normal
to the gas flow. The gas streamlines bend sharply inside,
while particles with sufficient inertia hit the plate. The ba-
sic design parameters of the impactor are the nozzle throat
diameter or width and the distance from the nozzle exit
plane to the plate.

By operating several impactor stages at different flow
conditions, one can classify the aerosol particles into sev-
eral size ranges from which the size distribution is deter-
mined. These single stages can be operated in a parallel or
in a series arrangement. In the parallel flow arrangement,
each of the stages classifies the airborne particles at dif-
ferent cutoff sizes, so that the difference in the amount of
the deposit on any two stages gives the quantity of parti-
cles in the particular size interval defined by the respective
cutoff sizes of the two stages. In the series arrangement,
also known as the cascade impactor, the aerosol stream
is passed from stage to stage with continually increasing
velocities and decreasing particle cutoff sizes. Thus, each
stage acts as a differential size classifier. Of the two flow
systems, the cascade arrangement is by far the most pop-
ular, as is evident from the large number of commercial
cascade impactors currently available.

In the conventional impactor, the jet is formed in a noz-
zle (internal flow) and then impacts onto a plate. It is also
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possible to pass the impaction plate through the particle-
laden air (external flow). The effectiveness of particle col-
lection in the latter arrangement is comparable to that of
conventional impactors. In operation, these impactors nor-
mally consist of impaction plates (or cylinders) mounted at
the ends of rotating arms. As the arms are rotated through
the air, particles are impacted onto the collection surface.
The size of the particles collected depends on the speed
and width (or diameter) of the impaction surface as well as
the size and density of the particles. These devices can be
used to collect particles larger than 10-20 pm in diameter.
Thus, for the collection of large particles, which may be
difficult to sample efficiently in a conventional impactor,
this type of impactor is a suitable alternative.

3. Centrifugation

The deposition of particles can be achieved by introducing
external forces normal to the flow of an aerosol. This is
basically the principle of size separation devices employ-
ing centrifugal forces acting on the particles. Two types
of particle samplers have emerged in this group. The first
are cyclones, which are passive in nature, inducing spin-
ning air motion and forcing particles to move outward to
a collection surface. The second are centrifuges in which
air is spun mechanically, causing particle migration and
deposition on the outer walls of the device.

Experimental investigations to determine the aerody-
namic equivalent particle size for nonspherical particles
led to the design of centrifugal instruments to resolve in-
dividual submicron particle deposition by the influence of
an external force. The first aerosol particle size spectrome-
ter actually providing a continuous size spectrum in terms
of aerodynamic diameters was built in 1950 by Sawyer
and Walton. Their centrifugal device, called a conifuge,
deposited the particles according to their aerodynamic
diameter in a size range between 0.5 and 30 um on the
outer wall of a rotating conical annular duct.

In reviewing the situation of centrifugal size spectrom-
etry and after assessing the limitations of a semidisper-
sive, cone-shaped, helical-duct, aerosol centrifuge, work-
ers suggested that the performance of the conifuge-type
size spectrometers could be improved by employing ring-
slit aerosol entrances in modified designs featuring slen-
der cones or cylindrical annular ducts. It was anticipated
that ring-slit aerosol inlets would permit increased sam-
pling rates as desired for many practical purposes. The
cylindrical design would have the additional benefit of fa-
cilitating an exact theoretical performance evaluation. An
actual instrument of the latter kind was subsequently built
in 1968 by Berner and Reichelt. They showed that the ex-
perimental deposit patterns did, in fact, follow theoretical
predictions.
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In the following years, a variety of ring-slit centrifuges
of the conifuge concept as well as the first spiral duct
centrifuge were built and tested. A comparison of the per-
formance tests of these devices indicated that from almost
all practical viewpoints the concept of the spinning spiral
duct was superior to the other designs.

The theoretical basis of the cylindrical centrifuge is a
straightforward application of force balance on particles in
the annulus. If the centrifugal force acting on the particle
is constant, the length from the entrance where a particle
of given size is deposited is proportional to the aerosol
flow rate, but inversely proportional to rotation speed and
the square of the particle radius. These relationships are
borne out by deposition experiments using particles of
known radius and density.

4. Diffusion and Filtration

Collection on porous filter media is perhaps the most ef-
ficient means of particle removal. Aerosol filtration is an
effective means of air purification, while at the same time
it has been widely used for sampling airborne material for
mass and chemical composition determination. A wide
variety of filter media is available, ranging from fibrous
mats of relatively inert material to porous membranes.
Fibrous mats and model filter arrays appear microscopi-
cally as stacks of overlaid cylinders, where the cylinders
may be smooth or rough. In contrast, the membrane me-
dia are plastic films with microscopic holes of nearly uni-
form size; nuclepore filters, for example, are produced of
sheets of polyester, and the holes are introduced by neutron
bombardment.

Fibrous filters are the most economical and effective de-
vices for the purification of air from suspended particles.
This purification is achieved with minimal loss of pump-
ing energy associated with flow resistance, compared with
other types of filters. The porosity of such materials is 85—
99%, and fiber diameter varies from 10% to 10~2 pm.

The advantage of membrane filters is that particles do
not become imbedded in the filter medium. Thus, individ-
ual particles are readily identifiable and characterized mi-
croscopically on the filter surfaces. Furthermore, certain
kinds of chemical analysis, such as X-ray fluorescence
analysis, readily can be done in situ with minimal effects
of filter interference on the membrane substrates.

Sampling devices range from simple filter holders to
sequential configurations for automated routine air moni-
toring of many samples in series. Membrane filters can be
obtained in different pore sizes, so that they can be used
in series as particle size fractionators.

The theory of filtration is a direct application of prin-
ciples of Brownian diffusion discussed previously. The
objective of the theory is to provide a framework for cal-
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culating the number of particles of a given size deposited
per unit area or unit filter length, as the sample depends on
flow rate, porosity per hole or filter diameter, temperature,
pressure, presence of condensation or chemically reactive
vapors, electrical fields, and so on. The overall filter col-
lection efficiency, combined with the pressure drop or flow
resistance, is a crucial characterization parameter for the
selection of appropriate filters for air purification.

Particles are deposited from a gas layer adjacent to
the substrate. Deposition takes place by convective dif-
fusion and interception. Thus, the complex pattern of flow
through a filter becomes a key to calculating its efficiency.
In principle, one calculates the flow through a fibrous fil-
ter in terms of a superposition of flow around a cylindrical
array, taking into account the mutual interactions between
fibers using the packing density.

The character of flow through a fibrous mat can be seen
by examining the drag force on a unit fiber length in terms
of pressure drop across the filter.

The superposition of electrostatic forces on particle be-
havior near a filter mat can have appreciable influence on
filtration efficiency. The deposition patterns can take on
significant treeing or branching of agglomerates on indi-
vidual fibers. This aerodynamically distorts the cylindrical
collector surface and branches the surface area, as well as
distorting the electrical field around the collector.

For air-monitoring purposes, gravimetric measures of
total mass concentration from filters, combined with
chemical assessment, generally require a relatively large
amount of sample. Also, as will be seen later, separate
samples free of influence of chemical interactions during
collection are of interest. A device for monitoring appli-
cations was developed in the 1970s that improves on the
high-volume sampler. The device is called dichotomous
sampler. It collects particulate material in two size groups,
between 2 and 5 um diameter and less than 2 um diameter.
Segregation of very large particles (>10 pum) is readily
achieved by design of an inlet shroud, which restricts entry
of particles larger than 10 wm diameter. Separation of the
coarse and finely divided particles is achieved by a method
called virtual impaction. In principle, this method avoids
such difficulties as particle bounce-off, re-entrainment,
and nonuniform deposition. In addition, it provides a sep-
aration of large and small particles such that they cannot
chemically interact with one another after collection on a
substrate. This sophistication in sampling is important for
characterizing chemically unstable particles in air.

Virtual impaction uses the principle of inertial separa-
tion, but the impaction plate is replaced by a zone of rel-
atively stagnant air below the nozzle. The virtual surface
formed by deflecting streamlines gives separation condi-
tions similar to those in conventional impactors. Large
particles travel straight through into the low-flow region,
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while the small particles bend with the high-speed flow as
it moves radially around the receiving tube. Fractions of
different sizes are then deposited on separate filters.

Instead of using the virtual impactor approach, North
American air monitoring programs in the 1980s and later
have adopted “simpler” reference methods that use the
weighing of filters in the laboratory. The filters are ob-
tained from samplers equipped with an inlet device that
provides for a sharp cut-point in particle entry for sam-
ples of particles <10 um diameter or <2.5 um diameter,
which are operated over a fixed time period of 24 hours.
The inlet fractionation is facilitated either by a carefully
designed cyclone or by an impactor. The combination of
the two samplers can give estimates of mass concentration
for fine-particle and coarse-particle concentrations.

Recent advances in continuous mass monitors may re-
place the labor-intensive filter methods for air monitor-
ing. One of the promising devices for continuous moni-
toring is the tapered element oscillating filter measurement
(TEOM). This method measures the change in natural os-
cillation frequency of a suspended filter, which ideally is
proportional to the mass of particles collected. TEOM in-
struments have been deployed in the 1990s at selected sites
in North America and are undergoing extensive intercom-
parison with the gravimetric filter method.

5. Light Extinction and Optical Devices

Small particles scatter and absorb light. This phenomenon
has been used to investigate aerosol behavior extensively
since Tyndall’s work in the nineteenth century. In more
recent years, instruments have been built to take advantage
of light interactions to deduce particle size distributions.
To appreciate how such devices work, we introduce certain
basic principles of light interaction with airborne material.

Basically, the scattering and absorption of light by in-
dividual particles depend on their size and shape, their
index of refraction, as well as the wavelength of incident
light. The total scattering and absorption from a beam of
light by an aerosol cloud corresponds to the summation
of the scattering from all particles of different size and
refractive index. If the particle cloud is dilute enough, the
effects of multiple light scattering can be disregarded, and
the summation of single particles suffices to describe the
interaction.

The light attenuation process can be analyzed by con-
sidering a single particle of arbitrary size and shape ir-
radiated by a planar electromagnetic wave. The effect of
the presence of the particle is to diminish the amplitude
of the plane energy wave. At a distance large compared
with the particle diameter and the wavelength, the scat-
tered energy appears as a spherical wave centered on the
particle and possessing a phase different from the inci-
dent beam. The total energy lost by the plane wave, the
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extinction energy, is equal to the scattered energy in the
spherical wave plus the energy of absorption.

The light intensity is the conventional measure of the
energy of scattered light and, in cgs units, has units of
erg/cm? sec. The intensity of scattered light is proportional
to the intensity of the incident light beam [ and the radial
distance expressed as:

I =1F©®,¢,1)/x

where 6, ¢ are angular coordinates, A the wavelength of
light, and x =277 /A. In general, F (0, ¢, 1) depends on
the wavelength of the incident beam and on the size, shape,
and optical properties of the particle but not on r, the radial
distance from the particle. For spherical particles, there is
no dependence.

The scattering function can be determined from theory
for certain important special cases. The performance of
optical single-particle counters depends on the variation
of the scattering function with angular position.

Rayleigh scattering for x < 1 and the large-particle ex-
tinction law for x >> 1 provide useful limiting relationships
for the efficiency factor. Aerosol light scattering, however,
is often limited by particles whose size is of the same or-
der as the wavelength of light in the optical range from
0.1-1 pm in diameter. In this range, Rayleigh’s theory is
not applicable since different parts of the particle inter-
act with different portions of an incident wave. Yet, such
particles are still too small for the large-particle scattering
theory to be applicable. In such a situation the theory of
Mie is applied. Expressions for the scattering and extinc-
tion are obtained by solving Maxwell’s electromagnetic
theory for the regions inside and outside a homogeneous
sphere with suitable boundary conditions. Mie found that
the efficiency factors are functions of x and the index
of refraction alone. The calculations must be carried out
numerically, and the results have been tabulated for spe-
cific values of the refractive index.

The intensity function in itself is not sufficient to char-
acterize the scattered light. Also needed are the polariza-
tion and phase of the scattered light. For measurement ap-
plications including instrument design, the parameters of
most interest are the intensity function and the scattering
efficiency.

6. Single-Particle Optical Analyzers

Particle sizing by means of light scattering on single parti-
cles was understood by 1900. In the meantime, the subject
has been steadily developed. Since about 1960, optical
particle counters using white light illumination have been
commercially available. After the invention of the laser
principle, several attempts were made to replace the white
light illumination of scattering devices by coherent and
monochromatic laser light illumination.
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To examine the influence of the optical properties and
the shape of a particle on the response of a light-scattering
device, it is helpful to introduce some definitions of equiv-
alency in particle size. Particle-scattering cross section is
related to the geometric radius or diameter by some mea-
sured relation, which depends on a calibration refraction
index and spherical shape of the particles. For a nonspher-
ical particle, a light-scattering diameter is defined that is
related to equivalent spheres, but the particle shape is de-
scribed by an optical shape factor. Thus, an optical counter
measures a light-extinction cross section and not particle
size directly. Unless the counter is calibrated for a given
aerosol particle material, its optical size generally will not
be the same as the geometric size.

The size resolution ideally depends on the monotonic
nature of the response curve. Since the counter response
is strongly dependent on the index of refraction of parti-
cles of a given size, the size discrimination will be quite
variable for an aerosol of heterogeneous composition.

Single-particle optical analyzers are especially useful
for continuous measurement of particles of uniform phys-
ical properties. However, as discussed earlier, uncertain-
ties develop in the measurement of particle clouds that
are heterogeneous in composition because the refractive
index may vary from particle to particle. Thus, in mak-
ing atmospheric aerosol measurements, workers have as-
sumed an “average” refractive index characteristic of the
mixture to estimate a calibration curve or have reported
data in terms of the equivalent particle diameter for a
standard aerosol, such as suspended polystyrene latex
spheres.

7. Light Transmission and Nephelometry

The extinction of a light beam or incident radiation asso-
ciated with a cloud of particles basically involves a mea-
sure of a moment of the particle number—size distribution
roughly proportional to the surface concentration. The ex-
tinction of a light beam is well-developed basis for semi-
quantitative measurement of particles suspended in gases.
Devices for these purposes, including smoke photometers,
have been available commercially for many years. They
may take many forms, one of which is the transmissome-
ter, or opacity instrument.

Transmissometers in simplest form consist of a light
source and a detector located some distance along the axis
of the light beam. Among their applications, these devices
are commonly used at airports to provide data in visual
ranging conditions and are used to measure particle load-
ings in smokestacks. When calibrated for the type of par-
ticles present in this aerosol, a semiquantitative measure
of the particulate emissions can be made, with knowledge
of the volumetric gas flow.
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The attenuation of a light beam is given in terms of
the extinction coefficient, sometimes called the attenu-
ation coefficient or turbidity, and it is a key measure
of the optical behavior of particulate systems. In terms
of the separate contributions for particle scattering and
absorption,

bexl == bsp + bap

if the contribution of gas absorption and scattering is dis-
regarded. Here, the particle scattering coefficient by, and
the absorption coefficient b, are functions of wavelength
of incident radiation. The particle light-scattering coeffi-
cient has been measured by a variety of instruments. One
simple device that was invented many years ago is the
intergrating nephelometer. The absorption coefficient is
difficult to determine but has been obtained through anal-
ysis of transmissometer data or inferred from absorptivity
measured from filter-collected material.

8. Remote Sensing Techniques

The development of the relationships between scattered
light and aerosols has stimulated the use of radiation trans-
fer theory for remote sensing of particles in planetary at-
mospheres. Highly sophisticated experimental and theo-
retical techniques have emerged for the interpretation of
observations of sunlight and artificial light sources in the
earth’s atmosphere. A description of their application de-
pends on further development of the concepts of radiant
energy transfer.

According to one simple concept, remote sensing de-
pends on light attenuation as a function of light path length.
The reduction in the intensity of the light beam passing
through an aerosol is obtained by integrating between any
two points along the beam, L and L,

12 = Ile_T

where the optical thickness 7 = f bext dz is a dimension-
less quantity (z is the path length of light); bex; has been
kept inside the integral sign to show that it can vary in
space with the aerosol particle concentration.

For aerosols in the atmosphere, the light-scattering co-
efficient empirically is found to be proportional to particle
mass concentration in the range of diameter below 10 um.
This relationship is useful for coarse estimates of airborne
particle concentrations.

Remote sensing is achieved by the three groups of tech-
niques listed in Table III: (1) ground-based passive optical
sensors, (2) airborne passive sensors (aircraft, balloon, or
artificial satellite), and (3) active sensor systems, employ-
ing a controlled or manmade light source. The instrumen-
tation designed and built for such purposes is diverse and
ingenious. It has occupied the thoughts of astronomers,
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TABLE Il Remote Sensing Methods for Atmospheric Aerosol Characterization

Method Measurable light Light source
Ground-based, passive
Photometry and radiometry Optical thickness; sky brightness Sun

Polarimetry

Polar nephelometry

Teleradiometry
Airborne, passive

Spectrophotometry

Limb occultation (satellite) radiometry
Active sensing

Transmission/backscatter

Polarization of skylight
Extinction coefficient

Horizon brightness; relative contrast

Albedo; optical thickness
Optical thickness; polarization

Optical thickness

Sun; diffuse sky
Sun; skylight
Reflected and scattered light

Reflected sunlight
Sunlight

Searchlight; LIDAR?

¢ LIDAR denotes light detection and ranging.

spectroscopists, meteorologists, and space engineers for
many years. The publications listed in the bibliography
contain the details of the methodology and the intercom-
parisons between remote sensors of different kinds and
direct aerosol observations.

In general, the methods are difficult to interpret quan-
titatively in terms of aerosol properties because of am-
biguities in the size distribution—concentration—distance
profiles and variations in chemical properties contributing
to the index of refraction. Nevertheless, remote sensing
continues to be important for the surveillance of aerosol
behavior in planetary atmospheres.

B. Methods for Chemical Characterization

After the collection of particles, it is useful to determine
the chemical characteristics of the material. This can be
accomplished in terms of analysis of a whole sample corre-
sponding to the total mass concentration, or it can be done
on a size-fractionated basis. In some cases, individual par-
ticles can also be examined. Chemical characterization is
very important when one is considering a heterogeneous
collection of aerosol particles such as those found in the
ambient air or in the workplace. These include whole sam-
ple microscopic analysis by collected batch, as well as
continuous measurement.

1. Macroscopic Techniques

Macroscopic methods for chemical analysis essentially
take either all of the particulate matter sampled or a sig-
nificant protion of it for bulk analysis. Traditionally, this
has been approached by the application of standard mi-
crochemical techniques of wet chemistry. The unique an-
alytical requirement for aerosol particle samples is the
microgram quantities collected. The analytical methods
adopted must be capable of detecting these quantities in

a matrix of many different, often unknown components.
New methods have been introduced that involve spectro-
scopic examination by a variety of techniques including
X-ray fluorescence, plasma emission spectroscopy, neu-
tron activation analysis, photoelectron spectroscopy, and
mass spectroscopy.

The wet chemical methods are summarized in Table I'V.
Basically this approach centers on the water-soluble ex-
tract obtained from filter substrates, impactor plates, or
other collection surfaces. The extraction process has to
be done with some care to ensure that all of the water-
soluble material is removed. Standard extraction methods
now involve the use of ultrasonic devices to maximize
extraction efficiency. Once the extract is obtained, it can
be subjected to a number of the methods listed in Ta-
ble IV, such that a detailed elemental breakdown by inor-
ganic and (water-soluble) organic carbon is accomplished.

TABLE IV Wet Chemical Methods for Particle Analysis

Particle Method
Cations
Ammonium Indol phenol blue colorimetry,
ion chromatography
Anions
Sulfate Methylthymol blue colorimetry,
ion chromatography
Nitrate Cadmium reduction, ion
chromatography
Chloride Ferric thiocyanate, ion
chromatography
Elements
Pb, Fe, Na, K, Ca, Cr, Atomic absorption spectroscopy,
Ni, As, Mn, Si plasma emission spectroscopy

Carbonaceous material

Extraction and carbon detection;
differential thermal analysis

Solvent-soluble organics
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The methods listed yield the concentrations either of
water-soluble ions measured in terms of certain oxidized
states or of elements. For example, materials appear-
ing as sulfate and nitrate may include lower oxidation
states, but the methods basically do not distinguish among
them. The metal elements found are either oxides or
soluble salts. The actual composition of the material is
indeterminant, but workers have deduced the composi-
tion suspected to be present by a material balance, com-
bined with knowledge of the origins of the particulate
material.

2. Microscopic Techniques

The hope of chemical characterization of individual parti-
cles or even the surface nature of individual particles has
led investigators to apply new microtechniques to aerosol
research early in their development. Early methods em-
ployed the electron microscope for the identification of
particles, which were captured on a reactive substrate. The
collection surface was selected to provide an indicator of
a specific compound. Frank and Lodge in 1967 found that
sulfuric acid particles could be identified from a satellite
ring structure after collection on a silicon surface. Later,
Bigg, in 1974, used specific chemical surface coatings to
bring about colored chemical reactions, which could be
identified microscopically. These methods are generally
semiquantitative in terms of mass concentration but give a
number density estimate and a rough particle size estimate,
especially if they are used for qualitative identification for
some years.

Electron microscopy has been used for some years. The
scanning electron microscope has been used in conjunc-
tion with energy-dispersed X-ray (EDX) for the analysis of
single particles. Microprobe techniques include: (1) AEM
(auger electron microscopy), (2) ESCA (photoelectron
spectroscopy), (3) SIMS (secondary ion microscopy), (4)
EPMA (electron probe micro analysis), (5) MOLE (laser
Raman microprobe analysis), and (f) LAMMA (laser mi-
croprobe mass analysis). AEM, ESCA, and SIMS are
surface-sensitive methods that provide knowledge of sur-
face properties but are difficult to extrapolate to hetero-
geneous materials. EPMA gives information related to
bulk properties with a greater penetration depth; MOLE
may also be useful in this respect. LAMMA has only
recently become available as a research device but will
undoubtedly be used more extensively in fine-particle
characterization.

In general, microprobe analysis methods have been con-
sidered semiquantitative, but EPMA has been promising
for quantitative studies. With further improvement and in-
vestigation, these microprobe techniques will be useful for
the characterization of surface and bulk particle properties.
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3. Continuous Methods

Continuous air monitoring for trace contaminants in am-
bient air has developed extensively since the mid-1960s
as a result of stimulation from new air pollution mea-
surement requirements. Workers expect that similar needs
will develop as certain chemical constituents of partic-
ulate material are identified as factors in human health
effects. Techniques for the continuous chemical charac-
terization of particulate matter are slow in coming be-
cause the amounts of material sampled are small, of-
ten below the detection limits of instrumentation. In all
cases so far, either a precollection method like filtra-
tion or a special detector of high sensitivity has been
required.

Flame photometry has promise for the measurement
of sodium, lead, and potassium. An application to mea-
surement of sodium and alkali metals has been reported.
The continuous measurement of sulfur-containing parti-
cles has received considerable attention. The motivation
for observation of sulfur-containing particles comes from
concern about the potential hazard posed by sulfate in the
atmosphere.

Practical methods also have been reported for semicon-
tinuous measurement of nitrate and carbon in particles
from ambient air. For example, an instrument for nitrate
monitoring uses collection of particles on an impactor sur-
face, followed by flash volatilization and determination
of the nitrate present using a chemiluminescence tech-
nique. Ion chromatographs also have been adopted for
semicontinuous determination of gaseous and particulate
nitrate. Real-time carbon analyzers also are available, one
of which uses differential thermal analysis of impactor-
collected material.

Animportant advance in continuous analyzers uses both
particle size data and single-particle chemical composi-
tion. These instruments employ a method of rapid depres-
surization of the aerosol that produces a particle beam and
irradiation of particles to generate ions that are analyzed
by mass spectroscopy. The single particle analyzers have
been employed in atmospheric research recently but have
not reached the stage where they are used routinely in air
monitoring.

VI. INDUSTRIAL GAS CLEANING

The environmental control of particle suspensions from in-
dustrial practice is an important aspect of aerosol technol-
ogy. Control of industrial aerosols is done both in the work-
place to preserve safe conditions and at the exit exhaust
stack to minimize the pollution of ambient air. In gen-
eral, a variety of regulations govern industrial operations.
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These are outlined in the form of emission limits or air-
borne particle concentration limits.

When the emission limitations for a planned operation
are estimated to be in conformance with air quality regula-
tions, a series of process design interactions may take place
to ensure compliance. To reduce emissions of existing and
new facilities, considerable innovation may be required in
process and system engineering. In general, gas cleaning
and atmospheric emissions can be minimized by reducing
to the greatest degree possible the amount of contaminants
entering exhaust gas streams. Process, operational, and
system control will concentrate contaminants in the small-
est possible air volumes. As an engineering principle, this
is important since the cost of control equipment is based
mainly on the volume of gas that has to be handled and
not on the amount of material to be removed. Also, most
cleaning equipment is more efficient at high concentration,
all else being equal. Emission control with modern, highly
efficient industrial cleaning devices can cost over $2 per
cubic meter per second of installed capacity and entails
high, continuous operational and maintenance expense.
Thus, innovation in the process or system control steps
represents major opportunities for minimizing air cleaning
control costs. Such practice can also be vital to improving
employee safety inside the plant. Emission reductions or
their elimination can be achieved in a variety of ways, in-
cluding substituting products, changing processes, revis-
ing plant layout, or revising internal ventilation systems.

A. Particle Removal Technology

Methods for the removal of particles from industrial
streams rely on the same generic collection techniques
used for sampling and collecting particles for examination
and characterization. These methods include: (1) gravita-
tional settling, (2) centrifugal separation, (3) inertial cap-
ture by wet scrubbing, (4) filtration, and (5) electrostatic
precipitation (see Fig. 1).

In all cases, the efficiency of removal using a control
device is given by the collection efficiency, equal to the
ratio amount collected in the device to the amount in the
inlet gas stream. Another common measure of efficiency is
the penetration, which is 1 minus the collection efficiency.
The decontamination factor is the reciprocal value of the
penetration. Modern gascleaning machinery aims for very
high collection efficiencies exceeding 99%, at least over
a given particle size range.

1. Gravitational Settling

Removal of particles by gravitational fallout is the least
efficient of available techniques. It is primarily used for
very large particles when the settling rate is rapid. Grav-
ity removal is inexpensive and generally involves flowing
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gas through a large plenum chamber, sometimes equipped
with horizontal plates to facilitate deposition. Removal ef-
ficiency depends on the number of shelves, the size of the
chamber, and the air flow rate.

2. Centrifugal Separation

Centrifugal separation or cyclones rely on inertial forces
in curvilinear flow to induce deposition on the walls of
the collector. The collection efficiency of such devices
depends on the air flow at the inlet, the spinning rate, the
collector dimensions, and the particle size. Efficiencies of
90% or greater can be achieved for particles of 10-um
diameter and larger. Cyclones have been designed with
various configurations to achieve high gas rotation rates
for given inlet velocities. Usually rotation is induced in
a helical path such that layers of collected particles can
slide by gravity down the walls to an accumulator.

3. Wet Scrubbing

Inertial collection can also be achieved effectively by tak-
ing advantage of liquid gas contactors through droplet—
particle collision and contact with liquid sheets during
gas passage through a liquid spray. Sprays are added to
cyclones, for example, to improve the collection efficiency
of the latter for small particles. Wet scrubbing also uses
interception and diffusion processes as a supplement to
inertial effects. Wet scrubber collection efficiencies de-
pend on the spray droplet diameter, the particle diameter,
and the flow rates of the aerosol and the liquid spray. Ef-
ficiencies of 99% or greater are achieved in scrubbers for
particles of 1-um diameter or larger.

A variety of designs have been developed to maximize
the relative motion between particles and spray droplets
or the contact between liquid and particles. These include
jet impingement devices, packed or sieved plate towers,
preformed and gas atomized spray towers, and venturi
sprayers.

4. Filtration

Industrial filtration has become increasingly attractive for
gas cleaning with new high-volume flow configurations;
it is possible to achieve very high collection efficiencies
for finely divided particles less than 1 pwm in diameter.
Industrial filters have efficiencies of well over 99% for
particles over a full range of size. The primary design
factors are pressure drop (air pumping expense) and ability
to clean filters.

Filter units are broadly classified into two types: (1)
fabric or cloth bag systems and (2) deep columns packed
with rock or other contactors such as fiber plates or glass
beads or rings. Commerical fiber materials are selected for
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strength per unit mass, high temperature stability, chem-
ical uncertainties, and cost. Fabrics include cotton, wool,
paper, nylon, glass, and asbestos.

The application of external electrical fields can enhance
filtration efficiency beyond a simple system. Bipolar elec-
trostatic charge between the fabric and the particles can
induce migration to the filter surface and particle agglom-
eration in the aerosol.

5. Electrostatic Precipitation

A particle removal method commonly used in industry is
electrostatic precipitation. Industrial interest in this very
efficient scheme can be traced back to 1911 with the inves-
tigation of F. Cottrell. His pioneering studies of sulfuric
acid mist removal from copper smelter effluents led to the
production of the Cottrell precipitator.

Success in the nonferrous metals industry was followed
by the application of precipitators to the collection of
dust from cement kilns. From these beginnings, the use
of precipitators has expanded to include a wide variety of
forms including unique boilers for electric power genera-
tion. The principal uses of precipitators today are in gas-
cleaning applications in which high collection efficiencies
of small particles are required for processes that emit large
gas volumes. Since the separation force in a precipitator
is applied to the particle itself, the energy required for gas
cleaning is less than that for equipment in which energy is
applied to the entire gas stream. This unique characteris-
tic of precipitators results in lower gas pressure drops and
usually lower operating costs than other methods of gas
cleaning.

The precipitation process requires: (1) a method of pro-
viding an electrical charge on a particle, (2) a means of
establishing and maintaining an electrical field, and (3) a
method of removing the particle from the precipitator.

The process of electrically charging a particle involves
the addition of electrons to or removal of electrons from
the material or the attachment of ionized gas molecules to
the particle. Almost all small particles in nature acquire
some charge as a result of naturally occurring radiation,
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triboelectric effects due to transport through a duct, flame
ionization, or other processes. These charges are gener-
ally too small to provide effective precipitation, and in all
industrial precipitators charging is accomplished by the
attachment of electrical charges produced by an electri-
cal corona. A corona discharge producing negative ions is
normally used in precipitators.

Ideally, electrical precipitators generally achieve col-
lection efficiencies of more than 99% for a full range of
particle size. The efficiency depends on the ratio of the
collector surface area particle size and dielectric proper-
ties and the volumetric gas flow rate times the charged
particle migration speed induced by the applied electrical
field.

The removal of electrostatic precipitators can be im-
proved by combining electrical collection with filters ei-
ther with conventional design in series or via integration
of the two technologies. Hybrid systems of this type are
being introduced in some industries where very high effi-
ciencies are needed.

SEE ALSO THE FOLLOWING ARTICLES

o ATMOSPHERIC DIFFUSION MODELING e CLOUD PHYSICS
e COAL STRUCTURE AND REACTIVITY e COMBUSTION
e FIRE DYNAMICS e LIQUID ROCKET PROPELLANTS e
PARTICLE SIZE ANALYSIS @ PLANETARY ATMOSPHERES
e POLLUTION, AIR e POLLUTION, CONTROL e VOLCA-
NOLOGY
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I. Design and Operation
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GLOSSARY

Batch cycle Period of time ruling the manufacturing op-
eration of a single product.

Block cycle Period of time ruling the manufacture of the
various products made in a multiproduct plant; the sum
of the batch cycles of the various products.

Break-even Point of the revenue versus production level
chart where the total product cost equals the total
income.

Fatigue Manifestation of a cumulative process leading to
progressive fracture of a material subjected to cyclic
loading.

Integrator Algorithm used for the numerical solution of
the problem f( :’ Ydx between the limits a and b.

Jacobian Matrix of the partial derivatives of the rates of
the model variables with respect to the variables.

Jacobian banded The Jacobian is banded when the ma-
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trix elements lie in bands parallel to the diagonal and
the other matrix elements are null.

Modeling Procedure underlying the design and use of
models to predict the characteristics of a system.

Optimization Design methodology by which the cost of
making a chemical is minimized by reducing capital
and operating costs.

Reactor Pressure vessel for heating and mixing chemi-
cals and changing their chemical composition.

Scaleup Increase in size of a chemical unit (for example,
a reactor), expecting the large unit to behave like the
small unit.

Scheduling Setting up a production plan for the manu-
facture of one or more chemicals.

Simulation Development and use of computer models for
the study of dynamic systems.

Stiff Refers to a problem defined by a set of ordinary
differential equations. The Jacobian of the set contains
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an element the magnitude of which is much larger than
that of the other elements.

Train Section of a plant, or group of pieces of equip-
ment, which operates relatively independently and in
the same time length.

BATCH PROCESSING is a chemical engineering
methodology for producing chemicals in cycles. In en-
gineering practice, the term often refers to the analysis
of the methodology. Industrial plants are run batchwise
or continuously. There are economical or practical ad-
vantages to each method. The large size of many chem-
ical and petroleum industries precludes the use of batch
processing. The petrochemical, pharmaceutical, and food
industries are batch when production levels make batch
processing economical. Batch processing is suitable for
processes involving multiple grades, variable market de-
mands, or products with a short profitable life, unusual
specifications, or requiring subjective tests, such as taste
in the food industry; for products made at low or moder-
ate rates, such as pharmaceuticals, fine organic chemicals,
or specialty chemicals; when annual requirements can be
manufactured in a few batches; or when production can
be scheduled together with other products in an existing
or in a new plant.

I. DESIGN AND OPERATION

Capital and operating costs are optimized by minimizing
the capital investment of modular sections of a plant, by
reducing the operation cycle of one product, or by making
several products in the same plant to use idle equipment.
The process may be operated for the whole year or dur-
ing an optimum period, having idle equipment thereafter.
The use of idle equipment may be resolved with multiple
production, which is accomplished in multiproduct plants.
The production of specialty chemicals has led to the use
of the same plant for the manufacture of several products.
The idea is an extension of long practice at pharmaceutical
installations. Simultaneous production with the purpose of
sharing equipment and reducing capital costs has led to the
establishment of multipurpose plants. Certain aspects of
design and operation become critical, due to the produc-
tion in cycles. The reactants, products, and equipment are
subjected to drastic changes in operating conditions due to
the working routine of the plant. These changes may pro-
duce significant pressure or thermal stresses or situations
promoting localized corrosion; the cyclic operation may
cause fatigue of the materials. The combined result may
lead to materials failure. These problems are not current
in continuous plants, where the operating conditions are
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selected to maintain smooth response of the materials and
the equipment. The chances for thermal decomposition of
the reagents, products, or certain intermediates and other
safety risks increase significantly, since the startup con-
ditions, where safety is more critical, are produced every
time the operation cycle of the plant is repeated. Thus,
in batch processing, safety is of greater concern than in
continuous processing.

One of the challenges in the development and construc-
tion of new processes is the scaleup of chemical reactors.
Initially, these reactors are batch, since most new processes
are conceived in the laboratory. Development of continu-
ous processes has to face the conversion from batch to con-
tinuous, and the impressive growth from the test tube and
the pilot plant to industrial sizes hundreds of times larger
than the experimental size. Hence, the scaleup to conti-
nuous commercial units is always full of surprises and un-
certainties. In the continuous plant, the chemicals often
behave differently than in the batch reactor. Secondary
reactions, which are unseen in the pilot plant, become
important in commercial scale, causing the undesired ef-
fect of reducing product quality and specifications. These
and other challenges, which are inherent in the develop-
ment of continuous plants, forced designers to return to
the construction and operation of batch processes. Many
uncertainties are eliminated using batch reactors, since a
lack of knowledge can be covered by adjusting operating
conditions until satisfactory results are obtained.

Il. DISCONTINUOUS PROCESSING

The concept of batch production is as old as the history
of humanity. The manufacture of soap, paints, fermented
beverages, drugs, dyes, and metals are examples. The con-
cept of large-scale manufacture, which developed after
the industrial revolution, produced a change to continuous
production. The goal achieved was making larger quanti-
ties of goods at a lower price. The large sizes of chemical,
petroleum, and metallurgical plants could never have been
possible otherwise. Interestingly, batch processing was re-
born in the same facilities of the large continuous plants.
Batches of raw materials and products had to be stored to
meet the trends of the market demand and supply. Opti-
mization of batch storage acquired importance for the cost
of the equipment and the value of the materials held. Con-
tinuity was often disrupted by variability of the quality of
the raw materials due to the need for processing stocks
from different origins in the same plant. The use of cata-
lysts became another cause of discontinuity, since the cat-
alytic beds had to be dumped or regenerated periodically.
Now discontinuous processing is used when continuous
production is not economical because the reactions and



Batch Processing

other processing steps are too slow or the manufacturing
sequence is too complex. Many chemicals, petrochem-
icals, drugs, and vitamins are manufactured batchwise.
The unit operations of continuous processing are prac-
ticed batchwise in batch processing; descriptions of these
can be found in standard references. Some of the advan-
tages of continuous processing are retained. For example,
solid materials can be charged on a batch basis, while
the fluid reactants are added continuously, thus minimiz-
ing conditions for side reactions, or the feed rate can be
scheduled to favor the kinetics of the main reaction and
increase product yield. In modern batch plants manual op-
erations are refined by computer-controlled sequencing,
and specialized criteria for product finishing are applied
from batch to batch. Thus, product quality is more uniform
and not as greatly affected by the differences in the skills
of plant operators. Three types of discontinuous processes
are common: batch, when materials do not enter or leave
the unit during the cycle; semibatch, when one or more but
not all components enter or exit the unit during the cycle;
and semicontinuous, characterized by a processing rate
at which the unit runs continuously, subject to periodic
startups or shutdowns.

lll. BATCH PROCESSING

Batch processing is a form of discontinuous processing
characterized by operation in uniform, repetitive cycles.
The batch cycle time is the time elapsed between succes-
sive batches (Table I). The reaction time is only a fraction
of the total cycle time; additional time must be provided
for charging the raw materials, bringing them to reaction
conditions, allowing the reaction to take place, treating
the reaction mass once the desired conversion is attained,
discharging the products, cleaning the reactor when it is

TABLE | Batch Polymerization Cycles?

Cycle time (hr)
Batch cycle Cycle 1 Cycle 2

Materials charge 0.5 0.5
Preheating 1.0 0.0
Polymerization 8.0 4.0
Stripping unreacted 1.0 0.5
Cooling 1.0 0.0
Discharge 0.5 0.5
Reactor flushing and cleaning 1.0 0.2
Maintenance 0.5 0.5
Inefficiency (time losses) 0.5 0.3
Total cycle time 14.0 6.5

¢ Reactor volume, 3700 gal; load, 5300 1b.
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needed, time losses due to human error or inefficiency, and
other operations that may be required. Table I illustrates
two batch polymerization cycles where the reaction time
is almost 60% of the batch cycle time.

A plant operability analysis helps to establish the correct
cycle time. In certain situations, the batch cycle of the
entire plant is not determined by the units around the main
reactor. Additional time may be needed downstream for
product finishing in equipment that operates in series with
the main reactor. The batch cycle time T is a composite
of three contributions: (1) the sum of the batch residence
times #(i) in the M true batch units of the plant that operate
in series; (2) the sum of the residence times #(j) in the N
semicontinuous trains of the plant that operate in series;
and (3) the sum of the downtimes # (k) in series encountered
in the total batch cycle:

T = SUM t(i) + SUM t(j) + SUM ¢(k) (1)

IV. BATCH PROCESSING PLANTS

A plant is a battery of equipment for the conversion of raw
materials to products. It consists of three main sections:
storage, process equipment, and utilities. Process equip-
ment for batch processing is standardized so it can be
adapted to make different products. The major processing
units of a batch plant are operated on a batch or semibatch
basis. Transfer interunits (pumps) run on a semicontinu-
ous basis. Heat and mass-transfer operations are contin-
uous, but in some instances they are semicontinuous or
batch. Storage is provided to keep the raw materials, to
hold the product and rework streams, and to serve as a
buffer between the batch and the continuous sections of
the plant. It provides for surge vessels, which decouple
the upstream and downstream units and maintain conti-
nuity of operation. It may require a substantial portion of
the plant capital investment. Utilities are the section that
supplies the plant with water, fluids (air or nitrogen) for
instrument operation or to maintain an inert atmosphere,
and energy: steam or Dowtherm for heating, refrigeration,
or electricity for power.

Plant economics depends on procedures that must
be carefully engineered to render the process attractive.
Equipment size is selected to optimize capital investment.
The operating cycle is chosen to reduce equipment idle
time. Cycle scheduling is programmed to minimize op-
erating costs. The plant may run for the whole year, or
activities may be reduced to an optimum operating pe-
riod beyond which the equipment is idle. Depending on
whether one or several products are made in the same
plant, a batch processing plant may be one of the follow-

ing types.
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A. Single-Product Plant

When production volume is sufficient, it is economical to
build one plant for one product. Batch production in a sin-
gle unit may be limited by maximum reactor size. Holdups
of greater than 20,000 gal are handled in separate parallel
reactors. To use common upstream and downstream facil-
ities, the reactors may not be operated simultaneously but
on overlapping schedules. When long reaction times can-
not be avoided, the reaction sections operate batchwise;
however, feeding reactants and recovering products may
be continuous for economic reasons. This practice is typi-
cal of many processes, such as the saponification of natural
fats in intermediate quantities. In the production of ethanol
by fermentation, two reactions (saccharification and fer-
mentation) are operated on a batch basis, while hydrolysis
(conversion of starch to dextrin) and product recovery by
distillation are continuous.

The interaction between the batch and the continuous
parts of the plant is a major concern of plant design and op-
erating procedures. When the production volume reaches
certain levels, continuous operation may be more econom-
ical. More often, batch chemical plants are built to produce
more than one product. The objective is the use of existing
equipment, which becomes idle when market demands are
fulfilled. These plants can be classed in one of two broad
categories: multiproduct and multipurpose. The difference
between the two types is illustrated in Fig. 1.

B. Multiproduct Plant

A given battery of equipment is used to produce only one
product at a time. The same equipment is used for the man-
ufacture of different products by changing operating pro-

Product A
WEEK 1

MULTI-PRODUCT BATCH PLANT

Product C
WEEK 2

WEEK 1
Product C

MULTI-PURPOSE BATCH PLANT

0—{ "——{ H H ‘-——Product A
WEEK 2
—cD—-D—-D—u Product C

FIGURE 1 Multiproduct batch plant (top) and multipurpose batch
plant (bottom).
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TABLE Il Block Cycle of a Multiproduct Plant

Cycles Product Total time (hr)
24 A-1 61
19 A-2 49
110 A-3 280
27 A-4 69
_4 Downtime 32
180 All 4 491

cedure. The products handled are chemically similar, and
product changeovers are relatively simple. Product qual-
ity can be altered; new products or product grades can be
tried, and product capacity can be adjusted to meet mar-
ket demand by scheduling changes rather than by changing
equipment. Several products can be scheduled for produc-
tion in sets of various cycles, one set following the other.
The batch cycle of the plant takes into account the various
products handled by the same plant. Each product has its
own batch cycle. The block cycle is the time needed for the
once-through manufacture of all the products at the annual
production rate. For illustration, consider a multiproduct
plant that makes 100 million pounds per year of four prod-
ucts: 13.5% A-1,10.5% A-2,61.5% A-3, and 14.5% A-4.
The plant makes only one product at a time in batch cy-
cles of ~153 min. The front part handles the reaction on a
batch basis. A second reaction and product recovery take
place continuously in the back end of the plant. Since three
products must be stored while the fourth one is manufac-
tured, bulk storage must be provided for four products and
their raw materials. A typical block cycle for the four prod-
ucts consists of 491 hr distributed in 180 cycles (Table II).
Each product cycle includes reactants loading, batch re-
action, residual reactant stripping, product transfer, and
downtime between batches. Eight hours of downtime and
cleanup are allowed to switch from one product to the
next. The number of product cycles per block cycle is set
from market demands. The size and the capital cost of the
bulk storage needed increase in proportion to the block cy-
cle time. The effective operating time decreases when the
block cycle time is reduced, due to the downtime needed
to switch from one product to the next. Hence, the size and
the capital cost of the process equipment (battery limits)
must increase to make the same annual production rate.
There is an optimum block cycle that must be selected to
minimize capital costs of storage and battery limits. The
optimum is between 3 and 5 weeks; it is not largely de-
pendent on downtime and cleanup between products nor
on the extra capacity of product storage, which may be
needed to ensure enough raw material supply.

C. Multipurpose Plant

A battery of process equipment is used in various arrange-
ments to manufacture more than one product at one time.



Batch Processing

The goal is to use common equipment in the manufacture
of various products needed by the market via production
planning and scheduling. An individual route may be se-
lected for each batch of product, depending on the avail-
ability of the various pieces of equipment. The products
may have low production requirements or may be at the
beginning of their commercial life. These plants are rare,
since when they are constituted, they are likely to be re-
defined as single-product plants for economic reasons.

D. Batch Process Development

Conception is the most critical step in the development
of a new process. Though still done largely on the basis
of experience and intuition, it may be implemented with
process synthesis. Computerized algorithms may provide
for a large number of possible routes to a product. This
method, combined with the analysis of raw material costs
and DS-51 ASTM tests for process hazardousness, are the
best options to speed up the bench-scale development of
new chemical processes. Thus, one or a reduced number
of routes to the desired product can be identified for pre-
liminary process development.

Specification of a chemical route and processing steps
rarely defines the process completely. The process de-
signer is still free to choose appropriate design variables.
Further difficulties are encountered due to the lack of com-
mercial or engineering data needed for the design.

Preliminary design, assisted by material and energy bal-
ances, contributes to flow-sheet development and to es-
tablishing process operating conditions. Also, it serves
the purpose of equipment sizing and generating a list of
equipment for preliminary process evaluation. The first
capital investment estimate of the process is based on this
study. Then, a pilot plant test of the new process can be
scheduled. Product samples are made for customer anal-
ysis to set product specifications. Physicochemical and
engineering parameters are measured in the pilot plant to
verify preliminary educated guesses of physical properties
and transport parameters which need to be firmed for the
definitive design.

Economic evaluation analyzes the process on the ba-
sis of production costs and the rate of return on capital
investment. If the process is economically attractive, the
construction of a commercial plant is recommended to top
management. A definitive design package is generated for
construction engineering. A definitive mechanical flow di-
agram is included, with all the electrical, instrumentation,
and safety needs of the process. The waste disposal and
utilities sections are completed. The design engineers must
ensure that the process will run safely and it will be en-
vironmentally clean. Several process and plant permits,
without which plant construction cannot proceed, need to
be requested at this time.
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When construction is completed, design, plant opera-
tions, and the construction group proceed to start up the
new plant. Technical service takes over to operate the plant
to the best economic advantage. Any design errors are
overcome with production planning strategies and short-
term production scheduling of the various products that
will be produced in the new plant. The time invested in the
development and construction of the new process is nearly
four years. Throughout all this time, the opportunity for
formal optimization is minor because the new process is
not fully defined. In the course of chemical business, the
next step for the plant is debottlenecking and production
expansion planning.

V. ECONOMICS OF BATCH OPERATIONS

Batch plant economics are similar to those ruling contin-
uous plants: They are set by the revenue collected and the
total cost of running the plant at a certain production rate.
The analysis of the cost of manufacturing one or more
products is often based on the F.O.B. cost of the process
and storage equipment required; the control equipment
needed to run the plant; the cost of additional materi-
als and labor needed to construct the plant; the indirect
costs, including supervision as well as engineering and
construction fees; and additional costs due to freight, in-
surance, and taxes. A list of the process and storage equip-
ment results from a preliminary design of the plant, which
also yields a process flow diagram (Fig. 2). The equip-
ment list is used to make a capital investment estimate of
the plant, which includes the total F.O.B. cost and all the
other expenses of constructing a plant. When real cost data
are missing, one can approximate values using Guthrie’s
standard procedures and extensions for batch plants. This
analysis yields the total capital costs for the process at the
production rate at which the plant can operate. In defini-
tive cost analysis a list of control equipment is produced
with the completion of a definitive design package, which
leads to a mechanical flow diagram. The total book manu-
facturing cost of the product is a composite of four costs:
(1) raw materials and utilities, which are proportional to
production rate; (2) direct production costs, which include
(a) operation labor and overhead (supervision and cleri-
cal work), (b) operating supplies, which are proportional
to operating labor, (c) maintenance and repair, which in-
clude labor and materials (these costs are proportional
to fixed capital costs), and (d) laboratory labor; (3) plant
overhead, proportional to operating plus maintenance and
repair labor; (4) fixed charges, which include depreciation
proportional to total capital costs, as well as local taxes
and insurance proportional to fixed capital costs.

Total product cost is obtained by adding to the book
manufacturing costs the following costs: (1) general
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administration costs and expenses to sell the product, (2)
freight cost of delivering the product to the distributor, and
(3) markup, which must include the recovery of the capital
invested and the interest.

Sales revenue is the total amount collected from selling
the plant production P (pounds/year) at the selling price
of A dollars per pound of product. This presumes that
all the product made can be sold. Product selling price is
determined by market conditions.

A. Break-Even Analysis

Selling price may change depending on the production
level P due to market circumstances. Figure 3 shows a
plot of the sales revenue, which, for illustration, is linear
with P. It also shows the total product cost plotted at var-
ious production levels, which nearly depends on the 0.6
power of P. At high production levels, total production
costs lay below the possible sales revenue; the difference
between the two costs indicates the total profit at that pro-
duction level. At low production levels total production
costs are larger than the possible sales revenue, and plant
operation yields losses. The production level at which total
costs equal the possible revenues is the break-even point.
Plant production and sales must run at higher rates for the
operation to be competitive.

B. Batch Cost Minimization

The production capacity of a process is determined by mar-
ket demands. When the break-even analysis of a process
flow scheme indicates losses at the maximum marketing
level, its production capacity cannot be increased to reduce
product cost. The process design engineer must reduce
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capital investment to a level which will render economical
a process for a single-product plant. One or several trains
of equipment may have to be replaced by less expensive
trains. The new process is expected to be safe and environ-
mentally clean and to meet proper product specifications.
The utilization of standard, used, or idle equipment may
bring an economic solution to the design.

When a single-product scheme cannot be sustained, the
cost of capital investment may be split among several prod-
ucts. A multiproduct or a multipurpose plant may be de-
signed at a minimum capital cost for the yearly production
rates needed. This procedure may lead to a lower product
cost. Raw material and operating costs can be minimized
simultaneously. Also the operation of the multiplant may
be scheduled to attain the minimum operating costs of the
various products handled.

A cost equation may be written to include all the costs,
which are expressed in terms of the capacity of the flow-
scheme components. The selection of equipment sizes that
minimize capital investment is (1) complicated by inter-
relations between pieces of equipment, (2) limited by the
discontinuity in size of standard equipment, (3) fixed by
the availability of idle or used equipment, and (4) restricted
by the higher cost of custom-made equipment. Writing one
equation for a complete plant is a complex task. It is more
likely that it may be done for small sections of the plant
which can be operated as interrelated trains.

The cost equations thus written are discontinuous func-
tions of the size of the units which compose the trains.
A mathematical minimization of any of these equations
may not lead to a practical minimum. It may indicate only
the domain where less-expensive solutions may exist. The
practical alternative is to draw flow schemes which are
equivalent to the process under investigation. The eco-
nomic analysis of these schemes terminates with the se-
lection of one which requires the minimum capital invest-
ment and operating costs.

C. Batch Process Management

In a multiproduct plant, all products follow nearly the same
path through the process. Only one product, or in a com-
plex case afew products, is produced at one time. Although
it is feasible to alternate batches of different products to
reduce idle time of equipment, this is rarely, if ever, done
to minimize operational error and cross-contamination.
Product changeovers are not frequent, especially if exten-
sive cleanout between changeovers is required.

The operating decisions to be made for a multiprod-
uct plant are more complex than for a single-product
plant. The useful production time of making several prod-
ucts is diminished by the time for overlapping product
changeovers. Operation without product overlap results
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in less useful time, since a new product can be started
only when the complete plant is empty and clean. It is
convenient to produce only one product in a given week.
The number of batches produced for each product depend
on the time allocated to the product. In this task, comput-
erization may help to minimize storage of raw materials
and reduce the cost of working capital, while customer
orders are filled on time.

Multipurpose plants are adequate for the simultaneous
manufacture of many products on a small scale. This is
typical of the pharmaceutical or specialty chemicals in-
dustries. A structure housing general-purpose equipment
can be set up and used as required. The trains available
should be sufficient so that a large number of products
can be produced at a time. Their size—small rather than
large—should be adequate for the production volumes
of the products handled. If it is economical, one product
may have more than one production route and procedure.
The various products compete for raw materials, utilities,
manpower, and production facilities. With no interaction
between products, the plant may operate with overlap-
ping or nonoverlapping cycles and product changeovers.
When products interact, the situation becomes extremely
complex.

Production planning studies the amounts of the various
products which should be manufactured in a given plant
when the production requirements are known. This prob-
lem must be considered during the plant design stage.
Scheduling decides in which equipment each product
should be manufactured, when the operation starts, and
when it is expected to finish.

Production planning and scheduling problems arise in
multiproduct plants because the production time avail-
able on each train must be allocated to the manufacture
of a large number of products within certain production
constraints. Short-term industrial scheduling is a com-
plex problem because the day-to-day plant status, cus-
tomer needs, raw materials, and personnel availability are
changing continuously. The demand for computer-aided
scheduling tools is increasing because production sched-
ulers are linked to their sales and service personnel through
computerized reports on customer orders, inventory lev-
els, and plant status. Using such information would reduce
the complexity of the scheduling job, speed up operations,
and produce more economical selections.

Production planning problems result from substantial
changes in market demands, the need to introduce new
processes, and the increasing pressure on existing pro-
duction capacity. On these accounts the operating plan
may require radical changes in the use of equipment. A
computerized algorithm, BATCHMAN is useful in deter-
mining the best equipment configuration for the optimal
product combinations and assigns the available equipment
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to tasks on the basis of achieving the best performance.
That program could be the starting point for a more de-
tailed short-term planning analysis.

VI. OPTIMIZATION

Production costs depend on the cost of the manufacturing
equipment involved. The batch times #(i) determine the
sizes of the batch units; the longer these times, the larger
is the holdup storage needed to keep the stock of reactants
and products used in the next batch. The semicontinuous
times #(j) may be reduced to decrease the total batch cy-
cle, at the expense of increasing the size and the cost of the
semicontinuous units. The reduction of storage and reactor
sizes may result in an economic advantage. Studies of this
sort are completed during the design of the plant to mini-
mize capital investment. Any reduction in the downtimes
t(k) also improves the economics. Though this analysis
may seem simple, it indicates the importance of consid-
ering the specific circumstances ruling batch processes.
Every case is different and may involve additional com-
plexity. For example, production costs could be reduced
by decreasing cycle time if the operation did not result
in additional costs caused by secondary unfavorable reac-
tions. It can be inferred from the above considerations that
in batch processing there are opportunities for the analysis
of alternatives that may well pay back the time and efforts
invested. Some concepts of optimal design may be useful,
recognizing that formal optimization may be too expen-
sive; that is, a generalized expression for batch plant opti-
mization problems may not be applicable to actual cases,
since the cases to be analyzed are too specific.

Vil. SIMULATION

Experience has been the only requirement for running
many processes. However, there is economic incentive
for modeling and simulating industrial processes since,
when technology is understood on some theoretical basis,
it is likely that process operating efficiency and economic
yields will be improved. Modeling of batch processes has
attracted considerable attention because of the need to de-
termine the changes occurring and to follow them with
time. A model consists of a set of mathematical equations
and proper boundary conditions that are capable of simu-
lating a plant or a section of a plant. It can also be used for
process prediction and control. A model must be simple
enough to be understood; it must be suitable for predict-
ing the behavior of the system it intends to simulate; and
it must not be trivial to the extent that its predictions are
grossly inaccurate. The first step in the theoretical anal-
ysis is understanding the physicochemical principles that
rule the transformations taking place. Then the mathe-
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matical description of the process can be formulated. At
this stage, the equations do not constitute a model; they
only interpret the principles in mathematical form. Next,
the important characteristics of the problem are identified,
and the mathematical formulation is simplified, justifying
the approximations with physical arguments. The result-
ing equations constitute a model. Though the description
of large-scale processes is complex, the model postulated
must contain the essence of the process in its simplest
form; it must be expressed by a set of equations whose
solution can be obtained and be useful for process simu-
lation. Complications can be added to simple models as
needed; beginning with a model that is too complex causes
confusion and unnecessary work. The depth of physical
knowledge determines the type of modeling that can be
formulated; two types are common, as described in the
following subsections.

A. Defined Modeling

Defined modeling is applicable to processes where one can
associate sufficient measurable inputs and outputs with
each physical change taking place in the system. In most
cases, the inputs and outputs can be related through a set of
nonlinear ordinary (ODEs) or partial differential (PDEs)
equations. Modeling is the determination of the equations
and boundary conditions that define the system in space
and time. Simulation results from the solution and numer-
ical evaluation of the model. The equations are set by es-
tablishing mass and energy balance and/or applying other
pertinent physical laws. Modeling problems of this type
are common in engineering practice. A typical case is that
of modeling a batch chemical reactor. Then one material
balance equation per component is required in addition to
defining the inventory change of each component and the
energy with time. Two varieties of defined modeling are
common:

1. Transport phenomena modeling. This type of mod-
eling is applicable when the process is well understood
and quantification is possible using physical laws such
as the heat, momentum, or diffusion transport equations
or others. These cases can be analyzed with principles of
transport phenomena and the laws governing the physico-
chemical changes of matter. Transport phenomena models
apply to many cases of heat conduction or mass diffu-
sion or to the flow of fluids under laminar flow conditions.
Equivalent principles can be used for other problems, such
as the mathematical theory of elasticity for the analysis
of mechanical, thermal, or pressure stress and strain in
beams, plates, or solids.

2. Empirical modeling. When the model is too complex
or some defined knowledge is missing, approximations of
theory are used to implement the theoretical arguments.
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This is done in simulating complex reactions such as poly-
merization. The zeroth, first, and second moments of the
molecular weight distribution are used to characterize the
kinetics of the reaction.

B. Stochastic Modeling

Stochastic modeling is used when a measurable output is
available but the inputs or causes are unknown or cannot
be described in a simple fashion. The “black-box™ ap-
proach is used. The model is determined from past input
and output data. An example is the description of incom-
plete mixing in a stirred tank reactor, which is done in
terms of contributions of dead zones and short circuiting.
In these cases, a sequence of output called a time series
is known, but the inputs or causes are numerous and not
known; in addition, they may be unobservable. Though the
causes for the response of the system are unknown, the de-
velopment of a model is important to gain understanding
of the process, which may be used for future planning.

Two modeling methods are current. The first is deter-
mining the parameters of a model of the form:

yik)= fk) +wk), k=1,2,....N (2

where f(k) is a given function and w(k) represents a ran-
dom noise sequence. The objective is to select the param-
eters in such a manner that w(k) is a zero-mean white
noise sequence of minimum possible variance. The com-
mon forms of f (k) are a finite power series in k or a simple
exponential. The second modeling method involves con-
sidering that the time series is a linear transformation of
a zero-mean white noise sequence. In simple cases, this
may be regarded as the output of a linear, time-invariant,
discrete-time system subject to white noise input, and the
object of the modeling is to estimate the parameters of
the transfer function or the difference equation of the sys-
tem. These are recognized as stationary time series mod-
els. When a model of this type is not adequate, it may be
necessary to fit a difference equation model to the nth suc-
cessive differences of the given time series; this is called
a nonstationary time series model.

C. System Modeling

Mathematical modeling of systems for which character-
istic variables are time-dependent only and not space-
dependent is done by ordinary differential equations
(ODEs). The situation is found in a nearly well-mixed
batch reactor. There one may find differences in temper-
ature or concentrations from one site to another due to
imperfect mixing. When space changes are not important
to the model, the process variables can be approximated
by means of lumped parameter models (LPMs). When the
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space change of certain variables is important, the descrip-
tion of these process variables must be in terms of partial
differential equations (PDEs). The changes of these vari-
ables may be interpreted only by distributed parameter
models (DPMs). An illustration is encountered in a system
of large viscosity where the temperature changes along the
direction of heat flow are as important as the time changes
in determining product quality.

Algebraic equations (AEs) describe relations among
variables of the system which are independent of time
or space changes. They represent variables not related by
material energy or momentum balances. They may char-
acterize physicochemical or other type of relationships
between physically independent portions of the system,
as the vapor and liquid spaces of a reaction vessel.

D. Single-Stage Modeling

The model for a single unit or a train of equipment which
is a part of a plant may consist of one or two PDEs, com-
bined with a few ODEs and some AEs. The mathematical
solution of a model having more than two PDEs may be
beyond the budget of many industrial organizations. The
PDE:s stand for a temperature and a concentration or an-
other variable whose variations in space are as important as
their changes in time for the proper characterization of the
system (i.e., for determining product quality). The ODEs
represent the kinetic or dynamic changes of the unit with
time, and the AEs indicate the equilibrium relationships
between the various phases present.

Although the model is only for a single unit, it is by
no means simple. Its solution may be pictured as a plot
which shows the changes of the mean concentrations of the
reactants, some intermediates, and the products with time
during a batch operation. It will also indicate the space
distribution at various times of the temperature and the
particular concentration which characterizes the product
quality.

A single-stage model is the simplest model which can be
proposed to simulate a single unit or one train of equipment
that is part of a plant. The model represents the operation
of units or pieces of equipment which must run for the
same length of time.

E. Multistage Modeling

Since a model of just a single unit of a plant is by itself
complex, modeling of a complete plant, no matter how
simple it is, cannot be achieved unless the plant is split
into sections which are relatively independent from each
other and small enough to be represented by single-stage
models. Thus, plant modeling is converted into a collection
of single-stage models of which several may be handled
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simultaneously, if they happen at the same time, or in series
as the time for them to happen arrives.

VIil. ANALYSIS

The importance of modeling batch processing systems
forces a review of the mathematical analysis needed to set
up and solve the models. The mathematical definition of
physical problems involves: (1) identification, (2) expres-
sion of the problem in mathematical language, (3) finding
a solution, and (4) evaluating the solution. The completion
of these steps in the order established determines whether
a solution can be attained. The problem must be identified
before one spends time setting up equations; these and the
initial and boundary conditions that define the problem
must be well established before a solution is attempted;
then a solution can be obtained and evaluated.

A. Problem Identification

Problem identification is a human engineering problem; it
arises from discussions with individuals working where
the problem exists. The problem solver must listen to
those individuals, use data to identify the problem, set up
amodel that best approximates it, fit the model to the data,
solve it, and compare the solution with the actual situation.
Then, the problem solver must use the results and capital-
ize on any learning from the completed analysis. Problem
identification leads to system definition, which is best ac-
complished by using a basis of thermodynamics. Physical
boundaries are set that separate the system from its sur-
roundings. A system may be isolated, closed, or open. Iso-
lated systems do not exchange energy or matter with their
surroundings. The energy E and the mass m of the sys-
tem remain constant during the process: dE =0;dm =0.
We deal with systems that change with time; hence, any
changes in energy or mass must occur within the system.
Consider a system composed of vapor and liquid; a third
phase (solid), added at a given moment, reacts with the
liquid. The three-phase system is isolated, but there is en-
ergy and mass exchange between the solid, liquid, and
vapor. As the solid dissolves and reacts with the liquid,
it produces heat, which vaporizes some of the liquid, but
no energy or mass is lost outside the three phases. Closed
systems exchange energy, but not matter, with their sur-
roundings. The total mass of the system is constant, as it
is for an isolated system. The change in energy is given
by the law of energy conservation,

dE =8Q +8W 3)

The term dE in Eq. (3) is an exact differential; that is, its
value is independent of the path followed by the system
during the change; it depends only on the initial and final
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states of the system; the terms § Q and §W are inexact
differentials since their values depend on the path followed
by the system during the change. Open systems exchange
both matter and energy with their surroundings. If 1 is
the resultant energy intake during the time dt due to heat
transfer and exchange of matter, the changes of energy
and matter of the system are

dE =8¢y + W and dm/dt #0 @)

1. Constraints

Problem definition requires specification of the initial state
of the system and boundary conditions, which are mathe-
matical constraints describing the physical situation at the
boundaries. These may be thermal energy, momentum,
or other types of restrictions at the geometric boundaries.
The system is determined when one boundary condition
is known for each first partial derivative, two boundary
conditions for each second partial derivative, and so on.
In a plate heated from ambient temperature to 1200°F,
the temperature distribution in the plate is determined by
the heat equation 97 /3t =«a'V>T. The initial condition
is T=60°F at t =0, all over the plate. The boundary
conditions indicate how heat is applied to the plate at
the various edges: y=0, O <x <a, dT/dy=0; y=b,
O<x<a, 0T/0y=0; x=0, O<y<b, 9T /dx=0;
x=a,0<y<b, —k(0T/dx)=h(T — Th). The first three
conditions indicate that the plate is insulated while it is
heated by convection along the fourth edge, x =a, from
an environment at temperature 7.

B. Mathematical Expression

Batch processing problems are described in terms of one
or more differential equations, sometimes combined with
algebraic or integro-differential equations. The equations
indicate changes in the system with time along its geom-
etry. The geometry is defined by means of a standard set
of space coordinates: x, y, z, Cartesian; r, 9, z, cylindrical;
r, 6, @, spherical; or other type. System properties such as
temperature, concentration, and velocity may change in
both time and space. Most real situations are described by
nonlinear equations, which cannot be solved by analytical
means. The popularization of computers and the develop-
ment of numerical integrators, such as GEAR, EPISODE,
DASSL, and others which can handle almost any situa-
tion, has made possible the solution of many problems
defined in terms of ODEs both combined and not com-
bined with algebraic equations. A good number of cases
that are set in terms of PDEs can be handled by trans-
formation of the PDE to sets of simultaneous ODEs. The
limits of the solution are determined by the number of si-
multaneous equations generated, the size of the computer,
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and the computing time that can be spent solving each
case. The formulation of the equations that represent the
physical situation is not highly complex, but it cannot be
reduced to a routine procedure. The equations result from
the application of basic laws of physics to the various
cases. Commonly used for this purpose are the laws of
conservation of mass, energy, and momentum and several
others. The problem is determined by defining the sys-
tem being considered, the boundary conditions affecting
the system, and a balance of mass, energy, or momentum
(MEM), rates expressed by:

I—-0+G=A ®)

where [ is input, O output, G generation, and A accu-
mulation of MEM in the system. In certain situations the
MEM balance may have to be implemented or replaced
by equivalent physical laws. Thus, in a problem of fluid
mechanics, the basic elements of analysis are stresses and
strain rates. A force balance generates the equations of
motion; a mass balance yields the equation of continu-
ity. These balances must be implemented with the rela-
tionship between stresses and strain rates, which must be
established experimentally. When the classical approach
of balancing MEM rates [Eq. (5)] is not possible due to
complexity, the system may have to be redefined in sim-
pler terms, or a time history of the process may have to be
used in its definition.

C. Solution of the Problem

The essence of solving the problem is shown in Fig. 4.
There are two ways in which the basic equations can be
solved: by numerical means and by analytical procedures.
In general, the PDEs or ODE:s that describe actual situa-
tions are nonlinear and must be solved numerically using a
computer. Each PDE is transformed into a set of ODEs by
the method of lines. The ODEs are reduced to the solution
of initial value problems,

dY/dt = f(Y,1),
Y=Y, at t=0 (6)

where f(Y,t) can be any piecewise continuous linear or
nonlinear function that can be integrated numerically in
time ¢. The problem is solved by numerical integration.
Two types of integrators are available for the purpose:
(1) nonstiff integrators, the traditional ones of which use
the Runge—Kutta method and the more efficient of which
use the Adams—Bashforth—-Moulton predictor-corrector
method; and (2) stiff integrators, which are based on
GEAR stiff formulas, implemented by Hindmarsh—Byrne.
They are effective for fast integration of very stiff prob-
lems. Two sets of stiff integrators are available to users at
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a nominal cost: (1) nonbanded Jacobian integrators such
as GEAR and EPISODE, which are designed to handle
sets of equations of the form of Eq. (6), whose Jacobian
consists mostly of nonzero elements all over the matrix;
and (2) banded Jacobian integrators such as GEARB and
EPISODEB, which are suitable for handling sets of equa-
tions of the form of Eq. (6) possessing banded Jacobians,
as in the case of tridiagonal or pentadiagonal matrices or
similar matrices that contain zeros in one or more lines
parallel to the diagonal.

Although the solution of the problem must be accom-
plished by numerical methods, analytical solutions are of
extreme value. Numerical integrators must be tested us-
ing certain known solutions to ensure that the algorithm
is free of programming errors and that the approxima-
tions invoked in the numerical procedure do not generate
unacceptable arithmetic errors. Analytical procedures are
applicable to the solution of linear problems defined in
terms of PDEs. Among these are the method of separation
of variables and the method of Laplace transformations.
The use of these methods may require intervention of a
skilled user who can resolve the complexities arising in
the applications. The difficulties encountered in applying
the first method are in the evaluation of the integration
constants, which require the identification of functions
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orthogonal to the functions being integrated. The prob-
lems found in the use of the second method are in the
inversion of the final transform, which leads to the solu-
tion of the PDE.

D. Evaluation of the Solutions

Numerical evaluation of the solutions to these problems is
not easy. Most analytical solutions to PDEs are expressed
in terms of infinite series. To get numerical answers one
must evaluate series functions, which often are not sharply
convergent; thus, the number of terms to be accounted for
in the summation may be very large, or the accuracy of
the answer may be largely reduced. Alternatively, when
the solution is obtained by numerical methods, the accu-
racy is affected by the approximations made in replacing
partial derivatives by finite difference expressions. Then
special consideration must be given to estimating the trun-
cation, roundoff, and generated errors introduced by such
approximations. Another problem inherent in numerical
solutions is that there is no way of telling whether the
answer obtained is correct. It is customary to solve the
problem independently by a different numerical method
and compare the answers to check for errors due to the
other numerical method. However, the accuracy of the
answers cannot be estimated except by comparison with
analytical solutions of particular cases. Therefore, in eval-
uating the solution, it is important to give consideration to
the following topics: (1) analysis of errors resulting from
numerical approximations, (2) comparison of numerical
solutions to check the correctness of the software, and (3)
solution of analytical approximations to verify the validity
of numerical solutions.

E. How Good is the Model?

A mathematical model of a plant or a section of a plant
can be judged only by comparison with actual plant data.
The model may be considered as good when the simu-
lated variables can predict with some level of confidence
the plant parameters which are important in determining
the cost and quality of the finished product. Failures of the
model are likely to be a result of: (1) oversimplification of
the equations that constitute the model, (2) inadequacy of
the numerical solution of the equations.

The solution to the first problem is limited by the in-
crease in time or the computer capacity available to solve
more complete or more advanced equations. The second
problem is even more difficult to acknowledge. It may be
due to error accumulation through the nonlinear domain.
The numerical solution of a differential equation is based
on the approximation of time and, in the case of PDEs,
space partial derivatives, by finite-difference equivalents.
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Because of the accumulation of these errors, in time or
space, the numerical results which are generated by sim-
ulation may be far from the true solution. This problem
may be recognized by comparing two solutions of the
same problem using 100 times smaller time or space in-
crements, or both, when it is the case. Solutions passing
that test are likely to be correct. But such a test may be too
stringent in a good number of cases since it may require
too much computing time or too much computer memory
to be economical to run.

It is proper to emphasize the fact that there is no math-
ematical way of determining how correct is the numeri-
cal solution of a nonlinear differential equation, just by
looking at what an algorithm predicts for linear forms of
the same problem. Even if a computer program gener-
ates accurate numerical solutions which are in agreement
with analytical solutions of the linear forms of a nonlinear
equation, the solutions in the nonlinear domain may not
be correct.

IX. SAFETY

In batch plants, as in continuous plants, hazardous mate-
rials are stored or handled. The operating conditions of
continuous plants are set to completely avoid fire and ex-
plosions. Risks are taken only in the startup or shutdown
of the plant, when process leaks occur or undesired mate-
rials are released for protection of the equipment. In batch
plants the safety risks are more numerous, since equip-
ment and materials are brought more often in contact with
ambient conditions or are subjected periodically to tran-
sient temperature, pressure, or concentration conditions,
which may constitute safety hazards. Therefore, safety is
much more important in the successful management and
operation of batch plants than in that of continuous pro-
cessing plants. Safety must be a major consideration in
the storage and handling of volatile or chemically unsta-
ble reagents or intermediates. Equipment selection and
design must consider the vapor pressure and the thermal
stability of the reagents and protection of the equipment
against excessive pressure due to process conditions, to
runaway reactions, and to emergency situations arising
in a fire or explosion. Process equipment is designed to
withstand internal pressure or vacuum and must meet the
requirements of Section VIII of the ASME (American So-
ciety of Mechanical Engineers) code. Storage equipment
usually withstands very low internal pressure or vacuum
and is constructed to meet the regulations of the ASME
and the API (American Petroleum Institute) codes for stor-
age vessels. Safety and emergency relief equipment and
design must fulfill the requirements of the NFPA (National
Fire Protection Association) codes and procedures. Safety
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and health protection of the personnel in charge of the plant
must meet OSHA (Occupational Safety and Health Ad-
ministration) regulations. The protection of the environ-
ment against chemical contamination must meet national,
state, and local EPA (Environmental Protection Agency)
regulations. Protection of the capital investment in the
plant and the equipment in the case of fire or hazardous
conditions must meet the codes of the National Board of
Insurance Underwriters. Technical recommendations for
the proper design of an emergency relief system (ERS)
have been compiled by the Design Institute for Emer-
gency Relief Systems (DIERS) of the American Institute
of Chemical Engineers.

Technology leading to the safe design of industrial pro-
cesses is available. ASTM offers a computerized proce-
dure, DS-51 (1974), to test the reactants, intermediates,
and products of a process early in its development. The
program CHETAH rates the components of a process as
hazardous if they are likely to undergo decompositions
which may result in thermal reaction runaways. The rating
is based on the energy release due to probable oxidation of
the atoms in the molecule at higher temperatures. These
situations may result from a process upset, a fire situation,
or by an explosion occurring in the reactor.

Molecules containing O, S, P, N, F, Cl, Br, and I are
chemically unstable and should be suspicious. If any of
the components of a process are rated hazardous, the pro-
cess may be substituted for one which uses no such com-
ponents, or experimental tests for the safe design of the
pilot plant and the commercial process must be scheduled.

The safe design of a process which uses hazardous
chemicals requires testing the reacting mixture to mea-
sure the rate of chemical decomposition during any reac-
tion runaway. When the components decompose in several
stages, the experimental study must be carried out to high
temperatures to ensure the complete decomposition of all
the components of the system. Multistage decomposition
is typical of chemicals containing two or more of the atoms
listed above, such as halogenated compounds which oxi-
dize one halogen atom at one temperature, the second at a
higher temperature, and so forth. Completeness of the de-
composition must be verified via a material balance and
chemical analysis of the products made and the residue
remaining in the decomposition autoclave.

Explosions resulting from process upsets are detona-
tions or deflagrations. Processes complicated with deto-
nations cannot be used commercially since the rates of
pressure rise during the upset are too large (about 100,000
psia/sec) to be relieved by any existing technology. Indus-
trial deflagrations are thermal runaways where the rates
of pressure rise are about 4000 psia/sec or less. They
are due to reactions with combustion-supporting mate-
rials such as oxygen, or any of the other elements cited
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above. These runaways may be relieved safely. Chemical
reactions which degenerate in deflagrations characterized
by pressure-rise rates higher than 4000 psia/sec may not
be relieved safely for lack of suitable industrial technology
and should not be used for industrial purposes.

A bursting disk is used to protect the reaction vessel. It
should be properly rated to ensure that the internal pressure
developed during the upset does not exceed the allowance
made by ASTM Code Section VIII (or any other perti-
nent section) for pressure vessels. The actual disk relief
area used is 25 to 60% larger than indicated by process
requirements (as reported by the disk manufacturer) to ac-
count for incomplete bursting of the disk. An emergency
relief system (ERS) manifold should be used to collect
and convey the effluent material to a train of equipment
where it is recovered or properly destroyed to avoid envi-
ronmental contamination.

The DIERS Institute of the American Institute of Chem-
ical Engineers has developed procedures for the safe ERS
design of processes undergoing thermal runaways caused
by deflagrations. Runaways may be of three types:

1. Vapor systems, where boiling is reached before po-
tential gaseous decomposition. The heat of reaction is re-
moved by vaporization of the solvent present or added on
purpose to keep the system thermally stable.

2. Gassy systems, where a gaseous decomposition oc-
curs in the absence of tempering. The total pressure de-
veloped during the upset is due to the presence of noncon-
densible gases.

3. Hybrid systems, where gaseous decomposition oc-
curs before reaching boiling, but the rate of reaction is
tempered by vapor stripping. The pressure developed in
the system is due to the vapor pressure of the volatile
components and to the partial pressure of noncondensible
gases.

There are two approaches to ERS design. One is system
modeling, which identifies the cause of a pressure rise
from a hazard analysis. It uses approximate models—all-
vapor flow, all-liquid flow, or two-phase flow—to simulate
the pressure increase of the reacting system vs. time and
to determine vent size. The method is complex since it
must identify the stoichiometry, the mechanism, and the
kinetics of the decomposition causing the pressure rise.
Two pressure models are used for vent sizing:

1. Low-pressure models applicable to the protection
of process buildings and storage tanks ruled by the API
codes. RUST’s low-pressure model is usually successful
for vent design of internal or external overpressure.

2. High-pressure models applicable to pressure ves-
sels and chemical reactors subjected to more than 15 psig
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of internal pressure. Two computer programs, SAFIRE
and DEERS, were developed by the Design Institute for
Emergency Relief Systems (now a branch of the Center
for Chemical Process Safety of the American Institute of
Chemical Engineers) to rate the relief area needed for safe
design of high-pressure vessels. The validity of the results
from these two simulation programs depends on the as-
sumptions made for the critical flow of two-phase flow
systems through the exhaust manifold. Unfortunately, the
hydrodynamics, and especially the pressure drop of gas—
liquid—solid systems flowing through a manifold are not
well known. Also, the assignment of liquid and solid phase
entrainments to the vapor phase outflowing the vented ves-
sel may not be realistic.

The simpler and most reliable approach to the use of
the DIERS methodology is the use of FAUSKY’s reactive
system screening tool (RSST). It is an experimental auto-
clave which simulates actual situations that may arise in
industrial systems. The RSST runs as a differential scan-
ning calorimeter that may operate as a vent-sizing unit
where data can readily be obtained and can be applied
to full-scale process conditions. The unit is computerized
and records plots of pressure vs. temperature, temperature
vs. time, pressure vs. time, and the rates of temperature
rise and pressure rise vs. the inverse of temperature. From
these data it determines the potential for runaway reac-
tions and measures the rates of temperature and pressure
increases to allow reliable determinations of the energy
and gas release rates. This information can be combined
with simplified analytical tools to assess reactor vent size
requirements. The cost of setting up a unit of this kind is
close to $15,000.

X. MATERIALS

A. Properties of Materials

Elasticity of solids determines their strain response to
stress. Small elastic changes produce proportional, re-
coverable strains. The coefficient of proportionality is the
modulus of elasticity, which varies with the mode of de-
formation. In axial tension, E is Young’s modulus; for
changes in shape, G is the shear modulus; for changes in
volume, B is the bulk modulus. For isotropic solids, the
three moduli are interrelated by Poisson’s ratio, the ratio
of traverse to longitudinal strain under axial load.

When solids deform almost to the breaking point, they
exhibit brittle behavior; the stress at fracture is several or-
ders of magnitude lower than the computed strength. The
loss is ascribed to the presence of minute cracks proba-
bly formed during solidification. Compressive stress can
induce crack propagation; the magnitude of the stress at
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fracture is almost ten times larger in compression than in
tension. In dealing with large strains, one must distinguish
between conventional stress, which is the axial load di-
vided by the original cross-sectional area, and true stress,
whichis the load divided by the actual cross-sectional area.

A slip or glide of part of one body over the other re-
sults in plastic deformation. At the beginning of plastic
deformation, the stress produces a permanent strain on
the material. The progress of plastic deformation in those
materials exhibiting strain hardening is marked by strain
hardening; each additional increase in deformation re-
quires an additional increment of stress. The axial load
reaches a maximum before the material ceases to strain-
harden. Thereafter, testing conditions become unstable.
The stress corresponding to the maximum is the ultimate,
or tensile, strength, which is intended to prevent failure
by excessive plastic deformation. Strain-hardening (cold-
working) is a cumulative process even if the deformation
is reversed. Recovery and recrystallization of the mate-
rial at almost 0.4 times its absolute melting point removes
strain-hardening.

Thixotropy is the tendency of certain substances to flow
under external stimuli (e.g., mild vibrations). A more gen-
eral property is viscoelasticity, a time-dependent transition
from elastic to viscous behavior, characterized by a relax-
ation time. When the transition is confined to small re-
gions within the bulk of a solid, the substance is said to
creep. A substance which creeps is one that stretches at a
time-dependent rate when subjected to constant stress and
temperature. The approximately constant stretching rates
at intermediate times are used to characterize the creeping
characteristics of the material.

B. Failure of Materials

Materials used in batch processing are subjected to strin-
gent changes of operating conditions during the process-
ing cycle. They fail when (1) they are subjected to stresses
beyond the yield point due to accidental runaway; (2) op-
erating conditions become more demanding than those
set for design, after several plant expansions; (3) unpre-
dictable conditions due to side reactions or lack of heat
dissipation fail to keep intermediates in a thermally sta-
ble state; (4) material properties are not as good as ex-
pected because of fabrication deficiencies or deterioration
by corrosion or embrittlement; (5) sudden changes occur
in operating conditions (pressure and thermal cycling and
shocking of the materials occur several times per day until
the materials fail by fatigue or stress shock).

Failure may be mechanical, due to wear, abrasion and
erosion, britle fracture, surface deterioration, cyclic load-
ing, embrittlement, thermal or pressure shock, or fatigue.
Failure may also be chemical, in essence due to corrosion.
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Embrittlement is a reduction in the strength of met-
als caused by hydrogen and caustic substances, probably
due to reactions that decarburize steel, thus disintegrat-
ing the grain boundaries and promoting the collapse of
the crystalline structure. The embrittling effect of hydro-
gen in steel is reduced by the use of molybdenum and
chromium to the extent illustrated in the Nelson diagram.

Corrosion is a reaction, chemical or electrochemical, of
the material with the environment. Corrosion resistance
often determines the selection of materials for a process.
Alloys used in industrial service may require protection
and are selected on the basis of the environment and design
requirements for each piece of equipment. Corrosion and
past service data available from materials of construction
and equipment manufacturers are valuable to ensure sat-
isfactory results and long life of plant equipment. Design
must have the goal of preventing corrosion in some envi-
ronments. It should consider the materials and their treat-
ments (liners, coatings, and other alternatives) to minimize
trapped moisture, introduction of a new corrosive medium,
crevices, and any factors promoting corrosion. Corrosion-
resistant materials or methods of protection must be se-
lected for each exposure condition and within prescribed
economic limits. Laboratory testing can serve as a guide
in this selection, but exposure under actual conditions is
necessary in many cases.

Most corrosion is electrochemical, originating with the
formation of galvanic cells and the accompanying flow
of electrical current. In a metallic medium two dissimi-
lar electrodes may exist because of differences in energy
levels, probably due to disordered or stressed areas in the
microstructure; differences in composition; or differences
in concentration in the electrolytic environment. The elec-
trode with the higher energy potential becomes the anode
and suffers corrosion; the cathode is protected. Galvanic
corrosion may occur in three different cell types: stress
cells, composition cells, and concentration cells. In each,
corrosion is produced because one half of a galvanic cou-
ple acts as the anode, and the other half, with a lower
electrode potential, as the cathode. Only the anode is cor-
roded, when it is in electrical contact with a cathode.

Corrosion can be prevented or reduced significantly by
three electrical means.

1. Cathodic Protection

The metal is forced to behave as a cathode; thus, it has no
anode areas and does not corrode. This can be achieved
in two ways. The first is to apply a large dc current to the
corroding metal, which lowers the metal activity to below
that of hydrogen; the second is providing for an electrode
that acts as an anode. The anode may be inert material,
such as graphite or scrap iron, which deteriorates and is
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replaced at intervals. To obtain complete protection, the
current density must make the anode potential equal to its
open circuit potential, at which point no net corrosion can
occur. Polarization curves can be used to estimate current
density requirements for cathodic protection.

2. Galvanic Protection

This method uses a more active metal than that in the struc-
ture to be protected, to supply the current needed to stop
corrosion. Metals commonly used to protect iron as sac-
rificial anodes are magnesium, zinc, aluminum, and their
alloys. No current has to be impressed to the system, since
this acts as a galvanic pair that generates a current. The
protected metal becomes the cathode, and hence it is free
of corrosion. Two dissimilar metals in the same environ-
ment can lead to accelerated corrosion of the more active
metal and protection of the less active one. Galvanic pro-
tection is often used in preference to impressed-current
technique when the current requirements are low and the
electrolyte has relatively low resistivity. It offers an advan-
tage when there is no source of electrical power and when
a completely underground system is desired. Probably, it
is the most economical method for short life protection.

3. Anodic Protection

Active metals such as aluminum, titanium, and high-
chromium steels become corrosion resistant under oxidiz-
ing conditions because of a very adherent and impervious
surface oxide film that, although one molecule thick, de-
velops on the surface of the metal. This film is stable in
a neutral medium, but it dissolves in an acid or alkaline
environment. In a few cases, such as certain acid concen-
trations, metals can be kept passive by applying a carefully
controlled potential that favors the formation of the pas-
sive surface film. The ability to keep the desired potential
over the entire structure is very critical in anodic control.
If a higher or lower potential is applied, the metal will
corrode at a higher rate, possibly higher than if it is not
protected at all.

C. Stress and Fatigue

In batch processing, the reagents and hence the equipment
are subjected to cyclic stringent changes in temperature,
pressure, and concentration, due to the kind of physical and
chemical changes involved. Thermal and pressure stresses
arise from the temperature and pressure gradients to which
the materials are subjected, since the internal and external
layers of metal are subjected to entirely different con-
ditions at the same time. Stresses result even when the
gradients are very small, if free expansion or contraction



56

is prevented by constraints, as in a thermocouple or in a
pressure transducer. When the stresses are caused by sud-
den changes in conditions, the process is referred to as
thermal or pressure shock. Stresses caused under shock
conditions are greater than those due to slow temperature
or pressure changes because of the steeper changes that are
generated and the larger rates of application of the stresses.
Many materials are affected by the rate at which the load is
applied. Some of them are embrittled and unable to with-
stand a shock stress that they can absorb when it is slowly
applied. In dealing with these stresses, it is important to
account for plastic flow effects that occur when the yield
point is exceeded and also how the flow may change dur-
ing progressive thermal or pressure cycling of the material.
Computational techniques are being developed to account
for inelastic effects such as creep and plastic flow, which
include cyclic effects in the computational procedure and
in the interpretation of material behavior.

Fatigue is a manifestation of a cumulative process lead-
ing to progressive fracture under cyclic loading. It starts
at cracks of the surface of the material, which propagate
inward. It is due to slip concentrated in isolated slip bands
inside the grains. It has a statistical behavior in the sense
that a population of similar specimens break at widely dif-
ferent numbers of cycles following a normal distribution.
Cyclic loading restrains the life of the materials. Plastic
strain appears to determine the low-cycle range (<10,000
cycles) of a material. The total strain, elastic plus plastic,
is the factor determining the long-cycle range. Alterna-
tively, materials life can be regarded as being governed by
stress ranges; this is the total stress to which the material is
subjected during the cyclic load. However, the stress range
is not as well known as the strain range, and for practical
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purposes the cyclic life of materials is expressed as a func-
tion of the total strain range. There is a total strain range,
~0.006, below which materials failure does not happen
regardless of the number of stress—strain cycles applied.
It corresponds to a high-cycle fatigue limit where the life
of the material reaches 1 million cycles.

SEE ALSO THE FOLLOWING ARTICLES

CHEMICAL PROCESS DESIGN e FRACTURE AND FA-
TIGUE e PHARMACEUTICALS ® REACTORS IN PROCESS
ENGINEERING ® STOCHASTIC PROCESSES
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GLOSSARY

Alkylation Refinery process for the production of high-
octane fuel from the reaction of an olefin and isoparaffin
in the presence of an acid catalyst.

Applied catalysis Practical or actively used catalysis;
catalysis research for a specific purpose.

Attrition Wearing down by friction of a catalyst.

Catalyst Substance that brings about a change in the
speed of a reaction without being changed itself.

Catalytic cracking Refining unit to produce distillates
from crude oil using an acidic zeolite catalyst.

Catalytic reforming Refinery process by which hydro-
carbons of gasoline boiling range are reconstructed
with little or no change in carbon number, leading to an
improvement in fuel quality; reactions in reforming in-
clude isomerization, hydrogenation, dehydrogenation,
and dehydrocyclization.

Fundamental catalysis Work that develops the basic
principles and laws of the science of catalysis.

Hydrocracking Refinery process to convert high-boiling
molecules to lower boiling molecules by hydrogenation
and carbon bond breaking.
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Hydrotreating Refining process to remove sulfur, nitro-
gen, and oxygen from petroleum feedstocks by contact-
ing with hydrogen in the presence of a nickel/molyb-
denum or cobalt/molybdenum on alumina catalyst.

Oxychlorination Process to produce vinyl chloride
monomer from ethylene, hydrogen chloride, and oxy-
gen over a copper chloride on alumina catalyst.

Proprietary Information and technology that is not pub-
lic knowledge and is to be kept confidential.

Reclamation Renewal or restoration of a catalyst to ini-
tial chemical and physical properties.

Selectivity Percentage of a desired reaction product com-
pared with the theoretical quantity of that reaction
product.

Stream factor Percentage of actual plant on-stream time
compared with the possible on-steam time.

INDUSTRIAL CATALYSIS is the commercial process of
finding and enhancing the performance of substances that
increase the rate at which a chemical reaction reaches equi-
librium. Industrial catalysis is vitally concerned with the
activity, selectivity, lifetime, and environmental impact of
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a catalyst. It is highly competitive and must be profitable.
The scope of industrial catalysis includes catalyst inven-
tion, theory, development, physical properties, poisoning,
replacement schedules and techniques, regeneration, dis-
posal, and competitive trends.

Industrial catalysts are commonly divided into petro-
leum, chemical, polymerization, and environmental cata-
lyst segments of the market. Companies seek to leverage
their expertise in surface chemistry and materials science
to develop products and systems that, in turn, improve
customers’ products.

New and improved catalysts are central to the competi-
tiveness of individual products, companies, industries, and
countries. Improved catalysts are often the lowest invest-
ment cost route to feedstock and energy savings. Catalysts
reduce costs by increasing the selectivity for a product
and/or allowing a process to operate at lower temperature
or pressure. The catalyst industry has recently undergone
globalization, consolidation, restructuring, and downsiz-
ing which affects catalyst development and marketing.
Industrial catalysis is truly technology-based and market-
driven.

I. IMPORTANCE OF INDUSTRIAL
CATALYSIS

A. Economics

Catalyst sales are a $10 billion per year industry. Catalysts
effect on the economy is much larger if the value of the
products formed from catalyzed reactions is also counted.
An estimated 90% of plastics, chemicals, pharmaceuti-
cals, fuels, and other consumer products are made using
catalysts (Table I).

The catalyst industry has grown from its beginnings in
the early 1900s at a rate paralleling the increase in the
United States gross national product. Catalysis has been a
major factor in decisions to design, construct, and operate
plants to produce new products. In the United States over
7000 different products worth an estimated $375 billion
per year are produced via industrial catalysis.

Employment in industrial catalysis is primarily at cata-
lyst, chemical, and oil companies. However, catalysis is a
highly diversified field and a wide variety of profession-
als are employed by the industry. The catalysts themselves
are specialty products requiring the application of science,
engineering, and proprietary art.

Major innovations in the chemical and petroleum indus-
tries have involved breakthroughs in catalyst technology.
A new or improved catalyst is often the basis for a competi-
tive manufacturing cost advantage. Sources of cost savings
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TABLE | Common Industrial Catalysts

Refinery catalysts
Catalytic cracking
Reforming
Alkylation
Hydrotreating

Hydrocracking

Hydrodesulfurization

Environmental catalysts
Automobile emissions
Hydrocarbon emissions
Claus

Polymerization
Polyethylene (Phillips)
Polyethylene (Ziegler-Natta)

Polypropylene
Polyvinyl chloride
Polystyrene
Polybutadiene
Polyformaldehyde
Polyphenylene oxide
Polycarbonates
Chemical catalysts

Acetylene hydrogenation

Acrylnitrile
Alcohols from esters
Amines from nitriles
Ammonia
Butene from butane
Carbon monoxide shift
(high temp.)
Carbon monoxide shift
(low temp.)
Desulfurization
Ethylene oxide
Formaldehyde
Hydrogenated oils
Maleic anhydride
Methanation
Methanol (high pressure)
Methanol (low pressure)
Nitric acid
Oxychlorination of ethylene
Paraffin dehydrogenation
Phthalic anhydride
Steam reforming

Sulfuric acid

Zeolites, silica-alumina
Pt/Re on alumina
HF or H,SO4

NiO/Mo0O3; CoO/MoOj3
on alumina

Pt on zeolite or alumina

NiO/Mo0O3; CoO/Mo0O3
on alumina

Pt/Pd/Rh on alumina
Pt/Pd on alumina

Alumina

CrOj3 on silica

AlR3, TiClz , MgCl; + other,
Metallocene

Metallocene, Ziegler-Natta
Organic peroxides

Benzoyl peroxide

AlR3, TiCl3

BF3;

Cu(I) or Mn(II) with amines
AlCI3

Ni on alumina (sulfided)

Pd on alumina (CO-poisoned)
Noble metals/C or Ni
CuCr204

Raney Ni

Fe304/A1,03/K,0 melt
NiO/Al,O3

Fe,03/Cr, O3

CuO/ZnO

ZnO

Ag on support
Fe(MoOy)3

Ni in oil

V205

Ni or Ru on alumina
ZnCr204
Cu-chrome-Zn
Pt/Rh gauze
CuCl,/KCI/AL, O3
Pt/Al,O3 (S-poisoned)
V205

NiO/AIO
V,05/K,0/Si0,
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due to catalyst changes include: (1) reduced feedstock con-
sumption or cost; (2) lower energy consumption; (3) in-
creased by-product credits or reduced by-product debits;
(4) reduced capital investment; and (5) increased stream
factor.

Process improvements can also result in products of
higher quality or in a safer, more environmentally accept-
able commercial operation. Catalysts of higher activity
can reduce the required operating temperature or pressure
in a process unit and save energy.

B. Environment

Catalysts help customers comply cost-effectively with
clean-air regulations. Hydrocarbons, carbon monoxide,
and nitrogen oxides can be removed using supported pre-
cious metal catalysts. Organic sulfur compounds are con-
verted to H, S using nickel/molybdenum or cobalt/molyb-
denum on alumina catalysts. Sulfur can be recovered in
a Claus process unit. The Claus catalytic converter is the
heart of a sulfur recovery plant.

H,S + 3/20, — SO, + H,0 (1)
2st + 502 — 3/nSn + 2H20 (2)

The first reaction takes place at high temperature in a
furnace fed with a sour gas and air mixture. The second re-
action is catalyzed by alumina. Operational temperatures
are ~330°C.

The most widely known pollution control catalysts are
those for auto emission control. Automotive catalysts can
be of two types—monoliths and pellets. Monoliths now
dominate the market. Pollution control catalysts are also
used to control diesel emissions.

Automotive emission control is a major catalyst mar-
ket segment. These catalysts perform three functions: (1)
oxidize carbon monoxide to carbon dioxide; (2) oxidize
hydrocarbons to carbon dioxide and water; and (3) re-
duce nitrogen oxides to nitrogen. The oxidation reactions
use platinum and palladium as the active metal. Rhodium
is the metal of choice for the reduction reaction. These
three-way catalysts meet the current standards of 0.41 g
hydrocarbon per mile, 3.4 g carbon monoxide per mile,
and 0.4 g nitrogen oxides per mile.

New proposed “Tier 2” emission standards proposed for
introduction in the 2004 model year would apply to sport
utility vehicles, minivans, and pickup trucks and make
them meet the same standards as passenger cars. It has
also been proposed to lower the sulfur level in gasoline
to 30 PPM from the current average level of 300 PPM
by 2004. The Euro IV limits proposed for 2005 are sat-
isfied by technology from at least one catalyst supplier
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already. Implementation of these proposals will increase
environmental catalyst markets.

C. Standard of Living

Industrial catalysts have made it possible to utilize and en-
joy many new products in the areas of plastics, transporta-
tion, clothing, detergents, food supply, and construction.
The production of most polymers involves catalysis either
in polymerization or in monomer synthesis. Improved fu-
els, tires, and construction materials have revolutionized
the transportation industry in this century. Synthetic fibers
are widely used in clothing and carpets. Biodegradable de-
tergents are available for inexpensive cleaning. Fertilizers,
pesticides, and herbicides have been used to increase crop
yields to feed a growing world population.

Il. HISTORY

Catalysis has made possible the change in the chemical
process industry from feedstocks of coal and acetylene,
to ethylene. Activation of alkanes is now a major research
topic. German industrial scientists led in the coal- and
acetylene-based chemical industry developments. Many
of the chemical products were for the dyestuffs industry.

Multicomponent catalysts were first studied after 1900
at Badische Anilin-und Soda-Fabrik (BASF). This led
to the discovery of a magnetite promoted with alumina
and alkali ammonia synthesis catalyst in 1908 by Haber.
Bosch and BASF developed a methanol synthesis cata-
lyst composed of the mixed oxides of zinc, chromium,
and potassium in 1923. Fischer and Tropsch made syn-
thetic hydrocarbons from synthesis gas in 1927. In the
United States, Union Carbide made chemicals initially
from acetylene. They became interested in ethylene and
in 1926 began production of cellosolve based on ethylene.
In 1927 Shell Chemical began steps to produce chemicals
from petroleum feedstocks. Initially they focused on am-
monia, propylene, and solvents. Standard Oil Company
(NJ) about the same time decided to study the application
of chemical engineering to the upgrading of petroleum
fractions. This led them into hydrogenation, olefins, and
aromatics catalysis research. Dow Chemical led in the de-
velopment of chlorine and bromine chemistry using nat-
ural gas as the energy source.

There is a continuing stream of new-generation cata-
lysts for refining, polyolefin formation, oxychlorination,
hydrogenation, and other catalyst applications. Some of
the names and areas of contribution in industrial catalysis
are given in Table II. Highlights of industrial application
of catalysts are given in Table III.
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TABLE Il Scientists and their Contributions to Industrial TABLE Il Industrial Catalysis Advances
Catalysts -
First plant
Catalysis scientist Company Contribution approximate date Development Company
Eugene Houdry Sun Oil, Mobil Oil  Hydrocracking 1906 Nitric acid Hoechst
Herman Pines UOP, Inc. Catalytic cracking 1913 Ammonia BASF
Irving Langmuir General Electric Adsorption theory 1921 Tetraethyl lead GM
Vladimir Ipatieff UoP Catalytic cracking antiknock
Vladimir Haensel uop Platforming process 1922 Production TEL Standard (New Jersey)
Paul Emmett Fixed Nitrogen Ammonia synthesis 1928 Diethylene glycol Union Carbide
Laboratory 1930 Synthetic ethanol Union Carbide
Fischer and Tropsch ~ Ruhrchemie Fischer-Tropsch 1931 Ammonia from Shell Oil
Haber and Bosch BASF Ammonia synthesis natural gas
Otto Beeck Shell Oil High vac analysis films 1931 Methyl ethyl ketone Shell Oil
Ernest Thiele Standard Oil Role of diffusion 1931 Fixed bed catalytic Mobil, Sun
(Indiana) cracking
Charles Plank Mobil Zeolite cracking 1934 Fischer-Tropsch Ruhrchemie
Frank Ciapetta W. R. Grace Refinery catalysts 1934 Bromine Dow
Thomas Singleton, Monsanto Methanol carbonylation 1935 Isopropanol and Shell Oil
et. al. acetone
Paul Hogan, Phillips Petroleum  Polyolefin catalysts 1937 Styrene Dow
Robert Banks 1937 Nylon DuPont
Robert Banks Phillips Petroleum  Olefin disproportionation 1939 Alkylation of
A. Mittasch BASF Methanol synthesis paraffins
Leonard Drake Mobil Mercury porosimetry 1942 Fluid catalytic Esso
Cambell, Jahnig, Exxon Fluid catalytic cracking cracking
Martin 1942 Butadiene Shell
Robert Grasselli Standard Oil Ammoxidation 1943 Butadiene by Humble
(Ohio) dehydrogenation
R. Eischens Texaco Infrared adsorbed CO 1964 Molex pafafﬁn uop
Scott and Sullivan Chevron Isocracking separation
Karl Ziegler, Max Planck High density 1970 Methanol—low ICI
Institute polyethylene pressure
Waldo Semon BF Goodrich PVC 1971 Parex p 'x_ylene uor
separation
1973 Acetic acid— low Monsanto
pressure
1973 Xylene isomerization =~ Mobil
lll. MECHANISMS OF INDUSTRIAL 1974 Kevlar DuPont
CATALYSIS REACTIONS 1978 Ethylene glycol via Halcon
acetoxylation
Mechanisms of reactions are important for industry be- 1985 Methanol to gasoline  Mobil
cause they provide information useful for optimizing cat- 1995 De;‘li}fl‘:tii‘l ;‘Cid UOP, Petresa

alyst and reactor conditions. The study of reaction mecha-
nisms in industry cannot stand alone as it can in academia.
Mechanistic studies are funded to solve plant problems,
to decrease operating costs, and to improve product qual-
ity. There is a wide variation in industry in the amount
and type of mechanistic research funded and the timing
for such research. Mechanistic research on chemical re-
actions is most easily justified when it is focused on the
development of commercial products for a company. Of-
ten the results of mechanistic studies are not published but
used instead in reactor modeling. The second reason is that
competitors would obtain the information at no cost.

Mechanistic studies start with determination of the
kinetic rate law and the rate-limiting step; information
on heat and mass transfer is also needed. These studies
may use such techniques as isotopic labeling, chemisorp-
tion measurements, surface spectroscopy, temperature-
programmed desorption, and kinetic modeling experi-
ments.

The design of a catalyst requires knowledge of the
reaction mechanism to modify the catalyst surface sites
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intelligently, thereby increasing the rate of the desired re-
action and minimizing the side reactions and their prod-
ucts. Surface area, pore volume, pore volume distribu-
tion, acidity or basicity, the number of active sites, and the
chemical surroundings of these active sites must be fixed
for a catalyst. Reactants must be adsorbed on the active
site, chemical interactions must occur that are neither too
strong or too weak, the transition state intermediate must
react with other molecules or rearrange, and finally the re-
action products must diffuse away from the reaction site.
Catalysts are often designed with optimal support geom-
etry with active metals deposited at an optimum distance
from the center for maximum selectivity.

Analytical instrumentation is making studies of mech-
anisms of industrial reactions under operating conditions
more feasible. A number of mechanisms of important
commercial reactions are still not known conclusively.
Sometimes it is almost impossible to distinguish among
several alternatives. Refinements or sometimes even com-
plete changes in mechanisms have been made as analytical
capabilities have improved.

Often model systems are used in mechanistic studies.
Use of a single-component feed rather than a broad boiling
range greatly simplifies analysis schemes. However, part-
per-million quantities of impurities in real feedstocks can
sometimes severely complicate catalyst usage, selectivity,
and life.

Examples will be taken from the reactions listed in Table
I to illustrate mechanisms and their effect on commercial
catalyst development.

1. Catalytic cracking. Catalytic cracking of hydrocar-
bons to produce lower molecular weight hydrocarbons oc-
curs by the heterolytic leavage of a C—C bond. A carbo-
nium ion mechanism is involved. Strong acids such as
silica-alumina or zeolites are used as commercial cata-
lysts. Hydrogen transfer activity relative to -carbon scis-
sion is important in selectivity. Alkane and aromatic prod-
ucts are preferable to olefins. Highly olefinic products coke
a catalyst faster and neutalize acid sites. Catalysts can be
regenerated by controlled thermal oxidation in air.

2. Reforming. Reforming is used to upgrade the oc-
tane number of gasoline. In the presence of hydrogen
a desirable catalyst should promote isomerization, cy-
clization, and arenes. Such a catalyst has a dual func-
tion; it is acidic to promote skeletal rearrangement by
carbonium ion mechanism, and it has a hydrogenation-
dehydrogenation component to promote arene and cy-
clization reactions.

3. Alkylation. Reactions of olefins with isoparaffins re-
quire a highly acidic catalyst. Both Friedel-Crafts and
protonic acids are used. The protonic acids, sulfuric (96—
100%) and hydrofluoric acids, are commonly used. If the
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acid strength is too low, olefin polymerization becomes a
serious side reaction. Considerable effort is in progress to
use zeolites and solid acid catalysts to replace liquid acids
in alkylation.

4. Hydrotreating and hydrodesurfurization. The major
reactions are desulfurization, denitrogenation, and olefin
saturation of petroleum feedstocks. Aromatic saturation
is generally undesirable, so hydrogenation activity must
be moderate. The nickel/molybdenum on alumina catalyst
must be sulfided to achieve desired activity and selectivity.
Sulfuris removed as hydrogen sulfide; nitrogen is removed
as ammonia. Substrate acidity should be moderate to low
or excessive coke is formed. Diffusion is an important
factor, especially for heavy crudes.

5. Automobile and Hydrocarbon Emissions. The oxida-
tion of carbon monoxide and hydrocarbons is catalyzed by
platinum/palladium/rhodium on alumina. If catalyst poi-
sons such as lead and phosphorus are not present, the major
problems become initiation of oxidation at low tempera-
ture, thermal stability at high temperature, resistance to
thermal schock, and a high external surface area catalyst
configuration.

If nitrogen oxide control is one of the catalytic require-
ments, the stoichiometry of air-to-fuel ratio must be kept
nearly stoichiometric to reduce NO; then air must be added
and CO and hydrocarbons oxidized in a second part of the
catalyst bed.

The vapor-phase, high-space-velocity oxidation to the
thermodynamic reaction products should be contrasted
with kinetically controlled oxidation of chemical feed-
stocks when the active metal is purposely poisoned or the
surface area reduced.

6. Polyethylene (chromium catalyst). The chromium on
silica catalyst is quickly reduced from Cr(VI) to Cr(I).
The active site consists of a single chromium ion present
as silyl chromate before reduction with ethylene. Ethylene
adds to the chromium as indicated.

_CH, CH, CH, CH;
Cr\ Cr/ \CH
CH,=—CH, ~CH,— -2
C,H,
C,H
Cr/ 2414
AN
(CH,)3CH3

Termination of the growing chain can occur by hydride
transfer to the active site instead of to the monomer.

7. Polyethylene (Ziegler-Natta catalyst). Most com-
mercial catalysts start with titanium tetrachloride, di-
ethylaluminum chloride, and magnesium chloride as a
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support, as well as other promoters. Stereoselectivity (for
polypropylene and higher olefins) is controlled by addition
of aromatic esters such as ethyl benzoate.

8. Polyethylene and polypropylene (metallocenes).
Metallocenes of different types are being used in a variety
of commercial processes to make polymers with differ-
ent properties than traditional Ziegler-Natta catalysts. The
metallocene catalysts can be optimized for chain length
and sterochemical control of the product polymer.

9. Polyvinyl chloride. Organic peroxides are used to
catalyze the free radical polymerization of vinyl chloride
monomer in water. The organic peroxide is selected to
generate free radicals thermally at the temperature of poly-
merization.

10. Polystyrene. The polymerization of styrene is most
commonly done under free radical conditions. Peroxides
are used to initiate the reaction at low temperatures. At
~100°C styrene acts as its own initiator. Below 80°C the
termination mechanism primarily involves combination of
radicals. Above 80°C both disproportionation and chain
transfer with the Diels-Alder dimer are important.

11. Polybutadiene. Most polybutadiene is made by an
emulsion process with a free radical initiator. If stereo-
regular cis-1,4-polybutadiene is desired, a titanium-based
Ziegler-Natta catalyst is used. The catalyst is similar to
those used for polyethylene and polypropylene in type
and mechanism.

12. Polyformaldehyde. Polyformaldehyde or polyac-
etal is made by two different processes. Delrin is made
from formaldehyde by anionic polymerization catalyzed
by a tertiary amine. The homopolymer is end-capped
with acetic anhydride. Celcon is made from trioxane
cationic copolymerization using boron trifluoride catalyst
and ethylene oxide (2-3%) as the comonomer. Boron tri-
fluoride is a Lewis acid that associates with trioxane and
opens up the six-membered ring. Ethylene oxide provides
the end capping. Without an end cap, polyformaldehyde
is thermally unstable and loses formaldehyde units.

13. Sulfuric acid. The oxidation of SO, to SOj3 is the
step in sulfuric acid manufacture that requires catalysis.
The oxidation is exothermic, and the equilibrium becomes
more unfavorable for SO; at higher temperatures.

SO, + 10, < S0O;
The rate law can be expressed as
R = kp*(S02)p”(02) p*(SO3)

Where x and y are between 0.5 and 1.0, and z is usually
0.0 to —1.0.

Normal operating temperature for the vanadium cata-
lyst is 450-550°C.

Multiple stages are used for heat transfer and to prevent
temperatures above 600°C, which can damage the catalyst.
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A mechanism for catalyst oxidation-reduction (others can
be written) is the following:

V,05503 + SO; < (VOSOy),
(VOSOy4); <> V504 4+ SO, + SO3 + %Oz
V2V04SOZ + %02 <> V205SO3

14. Polyphenylene oxide. Oxidative polymerization of
2,6-xylenol to the engineering resin polyphenylene ox-
ide (PPO) is catalyzed by copper and manganese amines.
Pyridine is a typical amine used in the polymerization.

The active copper catalyst is Cu(Cl)(OH)(NR3),. The
first step in the reaction is the following, where ArOH
stands for 2,6-xylenol:

| |
—Clu—OH + HOAr —— —Clu—OAr + H,O

Electron transfer from oxygen to copper gives a phe-
noxyl radical, which couples with another copper-bound
radical to form the C—O—C dimer and Cu(I). The reaction
behaves as a step reaction rather than a chain reaction. A
quinol ether rearrangement occurs to equilibrate polymer
and monomer. High-molecular-weight polymer is formed
only in the late stages of reaction. Indeed, other phenols
are incorporated into the polymer if they are added at the
end of the reaction because of the quinol ether rearrange-
ment.

15. Polycarbonates. Phenol and phosgene react under
basic (sodium hydroxide) conditions to form diphenyl car-
bonate. Bisphenol A and diphenyl carbonate are melted
together with a small quantity of basic catalyst (Na, K,
Li),CO;. The temperature is slowly raised to 250°C, and
phenol is removed in the polymerization step.

16. Acetylene hydrogenation. Selective hydrogenation
of acetylene to ethylene is performed at ~200°C over sul-
fided nickel catalysts or carbon-monoxide-poisoned pal-
ladium on alumina catalyst. Without the correct amount
of poisoning, ethane would be the product. Continuous
feed of sulfur or carbon monoxide must occur or too
much hydrogen is chemisorbed on the catalyst surface.
Complex control systems analyze the amount of acety-
lene in an ethylene cracker effluent and automatically ad-
just the poisoning level to prepare the catalyst surface for
removing various quantities of acetylene with maximum
selectivity.

17. Alcohols from esters. The major problem is reac-
tion selectivity. Paraffin by-product in alcohol results if
the catalyst activity is too high. Yet the reduction of es-
ters to alcohols is a difficult reaction. Copper chromite
catalyst, 3000-5000 psig hydrogen, and a temperature of
270-300°C are required for the reduction. An alternate
catalyst is CuO/ZnO, which is used for methyl ester re-
duction only. Hydrogen solubility in alcohol is limiting.
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The rate law for the hydrogenation of esters to alcohols
shows a dependence on the square of the hydrogen pres-
sure.

18. Ammonia. The rate law for ammonia synthesis,

Rate = k; + pNzx(p3H2/p2NH3)a

—k; (PZNHS/P3H2) e

takes the forward and reverse reactions into account.
Potassium oxide, alumina, and calcium oxide are promot-
ers for iron, which is the basic catalytic material. The
promoters increase basicity, stabilize surface area, and in-
crease reaction rate. Chemisorption of nitrogen (dissocia-
tive) is the rate-limiting step. The product ammonia com-
petes for active sites, so the reaction is run at relatively
low conversion. Catalysts have been improved, allowing
operations at lower pressure and longer catalyst lifetimes.

19. Ethylene oxide. The oxidation of ethylene to ethy-
lene oxide is exothermic (~117 kJ/molH), and further oxi-
dation to carbon dioxide and water is even more favorable
thermodynamically. The reaction must be run under ki-
netic control to prevent total oxidation.

Oxygen and ethylene adsorb on a supported silver cata-
lyst. A Rideal-Eley mechanism is favored for the adsorp-
tion. Chloride is a promoter/modifier for the catalyst and
reduces the surface oxygen content. Silver(I) on the sur-
face tends to increase ethylene adsorption, which explains
why small levels of chloride increase the rate of reaction.

20. Methanol. Methanol can be synthesized from mix-
tures of carbon monoxide, carbon dioxide and hydrogen:

CO + 2H, — CH;OH
CO; + 3H, — CH30H + H,0
The shift reaction equilibrium is also important:
CO + H,0 «< CO; + H;

The rate expression can be simplified if the assumption
is made that methanol desorption is the rate-limiting step
on a Cu/ZnO/Al,O; catalyst:

Rate = k(p°H,)(pCO)*’

21. Oxychlorination of ethylene. Knowledge of the role
of copper chloride and the mechanism of oxychlorination
has evolved. Current theory suggests that Cu(II) chloride
chlorinates ethylene, which is chemisorbed on the catalyst.

C,Hy + 10, + 2HCl — CH,CICH,C1 + H,0

Ethylene chemisorption should be enhanced at Cu(l)
sites, which result from the chlorination of ethylene.
Cu,Cl,; is reoxidized by HCI and oxygen to CuCl,:

Cu,Cl, 2HCI + 10, — 2CuCl, + H,0
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Oxychlorination of ethylene is highly exothermic, and
heat removal from reactors must be efficient. Graded-
activity catalysts are used in fixed-bed reactors, or fluid-
bed reactors are used to control heat generation and trans-
fer. Inert substances can be used to moderate conversion
in a bed, or the KCl loading on the catalyst can be var-
ied to control reaction rates. Advances have been made
using oxygen instead of air. Catalyst life has been im-
proved significantly by changing the catalyst shape (rings
and spheres) to decrease carbon formation in the interior
of the alumina catalyst matrix.

IV. INDUSTRIAL CATALYSIS RESEARCH

A. Research For Profit

Industrial catalysis research can be both fundamental and
applied. The long-term objective must be to make a profit
using the knowledge of catalysis acquired through re-
search. Different project evaluation schemes are used to
assess the potential profit of catalysis-related research.
Such factors as company size, business philosophy, com-
petition, and economic conditions affect the ratio of ap-
plied to fundamental catalysis research.

The high cost of industrial research has prompted
industry-government, inter-industry, and industry-uni-
versity alliances to fill the research void.

Examples of industry-government alliances are the
National Institute of Standards and Technology Advanced
Technology Program, the Japanese Agency of Industrial
Science and Technology which operates 15 laboratories,
the National Center for Scientific Research in France, and
the Italian National Agency for New Technology.

Industry-university alliances are illustrated by Centers
for Catalytic Science and Technology such as those at the
University of Delaware and Delft Department of Chemical
Technology.

Illustrative of intercompany alliances in catalysis is the
hydroprocessing MAKFining Technologies. This com-
bines technologies and expertise from Mobil, Akzo Nobel,
M. W. Kellogg, and Fina. The goals of the alliance include,
“to create innovative approaches and optimum solutions
to the industry’s changing product demands and to make
a more effective use of each company’s research and de-
velopment resources.”

Another way to leverage the scarce research and de-
velopment funds is to hire a catalyst-consulting group.
Several catalyst-consulting companies exist to work on a
confidential basis on projects sponsored by clients with
an interest in business development, market strategy anal-
ysis, technological benchmarking, and new product and
process innovation.
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B. Finding a Competitive Advantage

Technical information is a valuable asset to a company.
A patent gives the owner the right to prevent others from
making, using, or selling an invention for a period of time.
Patents often describe cost savings in processing that can
be translated into greater profit margins or a new profitable
product. Patents can also be licensed or sold as a source
of revenue.

As an example, 28% of the world’s gasoline owes its
existence to an idea to use synthetic zeolites to make more
gasoline from crude oil. It has saved consumers billions
of dollars a year and it has greatly extended oil reserves.

Some information is vitally important in the operation
of abusiness, but either it cannot be patented, or if patented
the patent would be difficult to enforce. Such information
is held as a “trade secret.” Catalyst preparation techniques
are good examples of proprietary information that a com-
pany may choose not to patent.

Catalyst performance must continually improve to keep
a product technically superior. Successful catalyst re-
search programs coupled with production cost minimiza-
tion may allow a plant to be run at capacity while its
competitor shuts down or operates at a lower capacity
and reduced profit margin. In many instances, finding the
competitive advantage is essential to business survival.
Finding or making the most cost-effective catalyst is a
strong incentive for catalysis research.

C. Solving Plant Problems

Catalyst performance is monitored in a commercial unit
from start-up to change-out. Typically this is done using
statistically designed experimentation. This results in pro-
jections of new catalyst demand and information on how
process variables affect catalyst performance.

Companies seek to make their plants more efficient
and cost competitive. New catalysts are screened, alterna-
tive feedstocks tested, and changes in process equipment
evaluated to improve product quality and production eco-
nomics. The risk of making changes in a plant without lab-
oratory or pilot plant work is usually too great, although
here are exceptions.

Bench scale or pilot plant research is valuable to de-
termine corrective measures to take when unexpected cir-
cumstances occur. Operational mistakes made in plants
and resulting in down-time are expensive. Operational
problems can arise because of feedstock changes, instru-
ment errors, leaking valves, etc. It is useful to know the
effect of all potential poisons in a process and corrective
measures to take in unit operation.

Future process development is another large area of
catalysis research. This can entail the search for new prod-
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ucts or accommodating major feedstock, catalyst, or reac-
tor changes. Major areas of future interest are environmen-
tal protection and the conversion of paraffin’s and agricul-
tural commodity feedstocks to industrial chemicals.

D. Basic Catalysis

Some industrial catalysis research is theoretical and some
is at the frontiers of science. Often a process is selected
for commercialization before a commitment is made to
the basic research. The open technical literature is not a
good indication of the quantity or quality of basic cata-
lyst research work done in industry. Many of the results
of industrial catalysis research are patented or kept se-
cret. Publications usually follow patents and may repre-
sent research completed 3—5 years previously or work on
a project that was not commercialized for economic or
technical reasons that are not obvious.

As noted, industry is partnering with government for
high risk and enabling technologies. Four particular areas
of interest were identified by industry for future research:

1. Major yield and selectivity improvements to reduce
waste and energy consumption, minimize feedstock
costs, or enable market entry of new
feedstocks

2. Clearer structure/function relationships to better
predict and/or control catalyst structures linked to
performance metrics, and reduce the time to market
for higher performance products and processes at
lower cost

3. New catalyst uses and fabrication methods to
minimize emission abatement costs

4. Innovative reactor configurations that enable better
integration of transport processes with catalytic
performance for reduced capital and operating
costs

A growing area of research is biocatalysis. The chal-
lenge is to use renewable agricultural products as feed-
stock and convert these feedstocks cleanly and selectively
to chemicals using enzymes. Catalysis, bioengineering,
and chemical engineering will be involved in development
of new technologies.

Catalysis clubs have been organized in a number of
countries. The internet is a good source of current infor-
mation, for example, the North American Catalysis So-
ciety web page can be located at www.dupont.com/nacs.
This web site contains a link to the International Congress
on Catalysis, which meets every four years. Awards and
local meetings for catalysis scientists are also advertised
on the internet web page.
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V. INDUSTRIAL CATALYST MARKETING

Many companies that do industrial research on catalysis
choose not to make their own catalysts. Catalyst prepa-
ration and marketing is a specialty chemical, high tech-
nical service business. Manufacturers are under pressure
to make their catalysts more active, more selective, and
with a greater cost performance and lifetime than those
of their competitors. Development of a new catalyst or
process historically has taken many years (5—10) which is
a disadvantage in project economics. The overall catalyst
business is expanding and catalyst life is finite. The chal-
lenge is to make a cost-effective product with a sufficiently
high rate of return on investment.

Catalysts are usually subdivided into homogeneous and
heterogeneous classes. Homogeneous catalysts are solu-
ble in the reaction media. Heterogeneous catalysts make
up the bulk of the catalyst market; they are the solid cata-
lysts that can be a support material, such as alumina, silica,
or silica alumina, but more often some metal salt is added
to a formed catalyst support.

Petroleum catalysts constitute the largest catalyst mar-
ket, followed by automobile emissions catalysts and chem-
ical catalysts. Catalytic cracking is the largest volume
petroleum application, followed by alkylation, hydrotreat-
ing, hydrocracking, and catalytic reforming. The highest
volume chemical catalysts in order are polymerization cat-
alysts, oxidation catalysts, ammoxidation, oxychlorina-
tion, ammonia synthesis, methanol synthesis, hydrogena-
tion, and dehydrogenation.

A. Scale-Up and Development

Catalyst scale-up is a process in which a catalyst previ-
ously made in small quantities in a laboratory is manu-
factured in quantities of more than 100 1b with equipment
that performs the same operations as larger commercial
equipment. If possible, this should involve equipment that
simulates the series of unit operations that will be used in
commercial catalyst preparation.

In this scale-up stage an objective is to simplify the labo-
ratory preparation while maintaining the essential activity
and selectivity of the catalyst. Unit operations available
at most custom catalyst manufacturers include precipi-
tation, gel formation, filtration, washing, impregnation,
coating, kneading, drying, calcination, grinding and siev-
ing, dry-mixing, tableting, extrusion, beading, leaching,
melting, and activation. If special treatment of the catalyst
is needed, it may add considerable expense to the catalyst
preparation.

A catalyst made in the laboratory or by a catalyst man-
ufacturer must be tested and meet quality control specifi-
cations to ensure high quality and reproducibility. Cata-
lyst companies are ISO 9002 certified which also provides
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TABLE IV Catalyst Quality Tests

Activity Laboratory activity test

Surface area Gas adsorption

Pore volume Water adsorption
Pore volume distribution Mercury porosimetry
Metal surface area Selective gas adsorption
Thermal stability Thermal gravimetric analysis
Crush strength Compression test
Attition resistance Rotary drum test
Dimensions Measurement
Particle size Sieve analysis
Density Weight per volume

Purity Trace metal analysis

Metal distribution Electron microprobe

Lifetime Accelerated lab test
Crystalline form X-ray
Crystallite size X-ray

quality assurance. Common catalyst test procedures are
outlined in Table I'V. Quality control testing by catalyst
vendors and catalyst purchasers is vital for minimizing
potential commercial problems. This is most important to
the vendor, who develops a reputation (or lack thereof) for
excellence in product quality.

B. Proprietary Technology

Proprietary information is often transferred between com-
panies after both sign a secrecy or confidentiality agree-
ment. Generally, the agreement defines what information
is to be exchanged, limits how long it is to be held confi-
dential (2-10 years is common), prohibits third-party dis-
closures, and provides exceptions. Common exceptions
are if the information transferred is already known or if
the information becomes public at a later time.

Custom-catalyst manufacturers build a reputation based
on keeping proprietary information confidential, and their
overall performance in this area is excellent. The legal
departments of the companies involved agree to the ter-
minology of the agreement, and the agreement is signed
by a vice president or other senior company official. These
agreements permit joint projects to be undertaken between
catalyst inventors and catalyst suppliers in which catalyst
recipes are transferred and optimized.

C. Licensing

Catalyst formulations and technology can be licensed
from inventors. The legal department of the company
offering the technology draws up the license. It can be ex-
clusive or nonexclusive. For example, hydrocracking cat-
alysts are usually licensed along with a process, whereas
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fluid catalytic cracking catalysts are items of commerce.
License agreements can be quite complicated legal docu-
ments. Some affect ownership of catalyst developments in
the future, and process guarantees stipulate the catalysts
to be used.

Licensing is a source of income and also controls the
extent of technology transfer. The purchaser of technology
isrestricted from passing information to third parties about
the catalyst or process in most license agreements.

D. Service to Customers

Catalyst manufacturers are continually seeking new cata-
lyst markets. Small catalyst samples for testing are gen-
erally available at no or moderate cost. Sometimes these
require confidentiality agreements as discussed earlier or
anonanalysis agreement. This pledges the recipient of the
catalyst not to try to determine the catalyst composition or
method of preparation. If catalyst performance in a pro-
cess is the objective, these restrictions are no problem.

Larger pilot-scale catalyst samples are often contracted
on a per day charge to the potential customer, or a bid is
made on the preparation of a fixed quantity of final product
that meets agreed-on specifications.

Catalyst companies may provide catalyst testing sup-
port. This support is to maintain and develop new markets
for their products.

When a catalyst is sold, the catalyst vendor often pro-
vides technical support to ensure that the catalyst is prop-
erly loaded and any pretreatment steps are correctly com-
pleted. This service minimizes the chances of problems
developing later with the commercial unit. If problems
develop with the catalyst during its expected lifetime, the
catalyst marketing group again provides technical support
in the form of catalyst testing. This is expected within the
industry and is further evidence of the intense competition
in catalyst marketing. An excellent sales and technical ser-
vice organization is essential for the continuing success of
any commercial catalyst manufacturer.

E. Reclamation and Regeneration

Catalysts deactivate during use. The most common rea-
son for deactivation is coke or carbon formation on and in
the catalyst particles. The carbon can be burned off under
carefully controlled conditions to regenerate the catalyst
with activity and selectivity very nearly like that of a new
catalyst. In the removal of carbon by oxidation, the quan-
tity of oxygen and the temperature to which the catalyst
particles are exposed must be limited.

Some refinery catalysts are regenerated repeatedly as
part of the commercial process (e.g., FCC catalysts). In
this case the regeneration facility is part of the on-site
process. Regeneration can be performed with rental equip-
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ment on site, but a growing industry is commercial off-
site catalyst regeneration. Spent catalyst is removed and
transferred to the regeneration firm’s plant, where the cat-
alyst is regenerated, screened, and sent back for a toll fee.
This provides a number of advantages to the catalyst user,
including the following. The investment in regeneration
equipment is reduced, there is less technology to mas-
ter, and the custom regenerator meets the environmental
standards.

Controlled burning of carbon does not regenerate all
catalysts. Catalysts can be deactivated by particle growth,
compound formation, tramp metal deposition, crystal-
phase changes, and adsorption of catalyst poisons that
cannot be reversed by thermal oxidative treatment.

SEE ALSO THE FOLLOWING ARTICLES

ADSORPTION (CHEMICAL ENGINEERING) e CATALYST
CHARACTERIZATION o CATALYSIS, HOMOGENEOUS e IN-
CLUSION (CLATHRATE) COMPOUNDS e KINETICS (CHEM-
ISTRY) @ PETROLEUM REFINING @ PHARMACEUTICALS
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GLOSSARY

Active sites Microscopic locations of a catalyst where
chemisorption and reaction to products occur.

Catalyst Substance that alters the rate of a chemical re-
action without itself being consumed or generated.

Chemisorption Adsorption of reactants onto catalytic
sites with comparable energetics and kinetics as a
chemical reaction.

Dispersion Measured number of catalytic sites available
to a probe gas compared with the total ideally present.

Pore size Approximate diameter of the microchannels
within a porous material.

Pore volume Amount of void volume within a material.

Surface area Internal surface of a material accessible to
physically adsorbed gas.

Washcoat High surface area oxide impregnated with cat-
alytic species and bound to the walls in the channel of
a monolithic structure.

THE CHARACTERIZATION of a heterogeneous cat-
alyst is the quantitative measure of those physical and
chemical properties of the catalyst assumed to be respon-

sible for its performance in a given reaction. Measure-
ments include composition, active sites, and the external
and internal structure of the solid material through which
reactants and products must be transported during catal-
ysis. Within the catalyst matrix itself (when there is an
internal structure) five fundamental processes must take
place (in order of occurence): (1) diffusion or transport
of reactant(s) to active sites through the pore structure
of the catalyst, (2) chemisorption of reactant(s) onto ac-
tive sites, (3) chemical reaction of chemisorbed species
to produce product(s), (4) desorption of product(s) from
active sites, and (5) diffusion or transport of product(s)
through the pore structure. Figure 1 is an idealized pic-
ture of these five fundamental steps. These steps are
common to all catalysts with internal pore structures,
whereas nonporous materials perform catalysis only on
their external surface. These phenomena are referred to
frequently throughout this article since the catalyst prop-
erties to be characterized determine the efficiency of
the catalytic reaction. This review is divided into four
sections. Section I describes many physical forms of
heterogeneous catalysts used commercially. Sections II
and II1, physical and chemical properties, respectively, de-
scribe those techniques most important in characterizing
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Model reaction: A + B——=C

(Reactants) (Products)

1. Diffusion of Reactants to Active Sites

A+B A+B A+B

\ !

+*

2. Chemisorption

4. Desorption of Products

C C

/ /

5. Diffusion of Product to Bulk Fluid
C C
*/ /
FIGURE 1 Schematic of the possible rate-controlling steps in a
heterogeneously catalyzed reaction.

real industrial catalysts. The final section, Section IV,
discusses nonroutine complementary techniques which
when used in concert with those of Sections II and III
provide fundamental property data. These, however, are
not commonly used in practice in industry.

I. PHYSICAL FORMS OF
HETEROGENEOUS CATALYSTS

A. Supported Catalysts
1. Powders

Powdered catalysts are used almost exclusively in slurry-
phase reactions, in which the catalyst powder is mixed
with a reactant. Vigorous agitation improves the contact-
ing of reactant(s) and catalyst, and the rate of conversion of
reactant to product(s) is monitored by suitable analytical
techniques. The agitation is provided by an internal im-
peller; however, “rocking” or “shaking” reactors are also
used. Separation of the catalyst from the reaction mix is
usually accomplished by filtration, although sedimenta-
tion can also be used depending on the settling rate of the
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catalyst. Reactions are typically carried out in batch auto-
claves under pressure. Processes involving hydrogenation,
alkylation, isomerization, and so on are commonly carried
out in slurry-phase reactors.

A wide variety of catalytic materials are used as slurry-
phase catalysts, most being metals supported on high sur-
face area alumina, carbon, and silica (Fig. 2, label 3). Phys-
ical properties such as density are important since these
catalysts must be suspended in the reaction mix. Since
rapid agitation could lead to abrasion and attrition of the
catalyst particles, strength is important.

Reactants and catalyst must be contacted; thus, a high
external surface area of the catalyst (smaller particle size)
is desirable to maximize reaction rate. The particle size of
the catalyst must be optimized to permit filterability for
ease of recycle while maintaining the high external surface
area needed for maximum reactant—catalyst contacting.

The internal structure, comprising pores and surface
area, is important for making the active catalytic sites ac-
cessible to the reactant molecules. The location of the
active species is important for minimizing diffusional re-
sistance since reactants must diffuse within the particle to
the active sites and products must diffuse away. Finally,
high catalytic surface area and high dispersion of active
species are advantageous for maximum reaction rate and
utilization of the catalytic components.

2. Particulates

Particulate catalysts are commonly used in fixed-bed
reactors, in which the feed is passed through an
immobilized bed of catalyst. Oxidation, hydrogenation—
dehydrogenation, isomerization, alkylation, and hydro-
treating are carried out in such reactors. Supported
catalysts are composed of an active catalytic species dis-
persed throughout the support matrix. The supports take
on many different sizes and shapes, all of which are de-
termined by the reactor engineering. Spheres, extrudates,
and tablets (Fig. 2, labels 2, 4, 6, and 7) are the most pop-
ular shapes; however, rings, stars, doughnuts, and others,
are also used for specialized applications.

They are usually charged to a reactor of a fixed volume,
and thus the bulk density influences the weight of catalyst
present. Since these fixed-bed reactors can be very large
(i.e., 15,000-20,000 Ib per charge), a crush strength resis-
tance of some minimum value is often specified. Large
volumes of feed, frequently at high linear velocities, pass
through the bed; thus, the resistance to abrasion must be
considered.

All of the internal properties such as pore size, surface
area, catalytic species location, and catalytic surface area
are important since the five fundamental steps mentioned
in the opening paragraph are operative.
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FIGURE 2 Some physical forms of heterogeneous catalysts. 1, Particulates; 2, extrudates, 3, powders; 4, rings; 5,
monoliths; 6, tablets; 7, spheres; 8, carbon powders and particulates.

B. Unsupported Catalysts
1. Powders

Powders possessing relatively high surface area and ac-
tive sites can be intrinsically catalytically active them-
selves. Powders of nickel, platinum, palladium, and cop-
per chromites find broad use in various hydrogenation
reactions, whereas zeolites and metal oxide powders are
used primarily for cracking and isomerization. All of
the properties important for supported powdered catalysts
such as particle size, resistance to attrition, pore size, and
surface area are likewise important for unsupported cat-
alysts. Since no additional catalytic species are added, it
is difficult to control active site location; however, intu-
itively it is advantageous to maximize the area of active
sites within the matrix. This parameter can be influenced
by preparative procedures.

2. Gauzes

Metal wires and screens are used as fixed-bed catalysts
in which reactants are passed through the openings in the
gauze, the size of which is defined by the mesh and wire
diameter (see Fig. 10A). Gauzes composed of an alloy of
platinum and rhodium catalyze the air oxidation of am-
monia to nitric oxide, which is subsequently converted to
nitric acid, and the production of hydrogen cyanide from
ammonia, air, and methane. Formaldehyde production by

the oxidation of methanol is sometimes carried out with
screens or gauzes of silver.

These catalysts are manufactured as smooth wires with
no internal pores and then woven into gauze pads. Mechan-
ical rigidity is important since the reactors are usually large
in diameter (i.e., 4—12 ft) and are used in the reactor with
minimum physical support. Furthermore, the conditions
of operation are quite severe with respect to temperature
and corrosion, and thus metallurgical integrity must be
maximized. The most important properties are the purity
of composition, wire diameter, and mesh size as well as
mechanical strength.

3. Unsupported Particulate Catalysts

Unsupported particulates, like their powder counterparts,
contain active sites without the addition of other catalytic
species. Synthetic zeolites and Si0,—Al, O3 catalysts used
for cracking heavy oils to gasolines are catalytic due to
their acid sites. They are produced by chemical reac-
tions between the various components but can be found
in nature. These materials are often modified by chemical
techniques such as ion exchange; however, the impregna-
tion techniques typical of dispersed catalysts are not used.
Promoters can be added to enhance performance.

These materials are usually used in moving- or
fluidized-bed reactors and thus are prone to severe at-
trition. Furthermore, because they are fluidized their
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suspension properties, related to particle size and den-
sity, are important. Pore size is critical for shape-selective
applications such as the dewaxing of lubricating oils or
synthesis of molecules of a particular size.

Massive metals themselves are used as unsupported
fixed-bed catalysts; for example, Raney nickel is used in a
variety of hydrogenation reactions. The synthesis of am-
monia from N, and H,, is carried out with reduced massive
iron containing minor amounts of promoters.

C. Monolithic Catalysts
1. Catalyzed Washcoats on Monoliths

A slurry of a high surface area oxide (Al O3, TiO,, SiO;,
etc.) is deposited as a thin layer onto the channels of a
ceramic or metal honeycomb. This washcoat is then made
active by impregnation with catalytic species. The honey-
combs vary in composition, cell density and shape, and
wall thickness (Fig. 2, label 5). They must have sufficient
surface porosity or roughness to allow the washcoat to
adhere tightly. The overall geometry is dictated by the dy-
namics of the reaction of interest, but the most common
use for honeycomb catalysts is for high-throughput gas re-
actions where pressure drop must be minimized such as in
pollution abatement from both moving (auto exhaust) and
stationary (chemical plants) sources. Other applications in
the chemical industry are being pursued.

The catalyzed washcoat possesses internal structure
similar to those of catalyzed powders and particulates, and
hence the properties applicable to them are also important
to the washcoat. In addition, washcoat adhesion plays a
critical role since gas throughputs are extremely high and
exfoliation can be a common problem.

The most widespread use of monoliths is for catalytic
conversion of pollutants generated from the internal com-
bustion engines of automobiles. Thus, the material must
be mechanically strong to resist vibration and rapid tem-
perature excursions.

Il. PHYSICAL PROPERTIES
OF CATALYSTS

A. Surface Area, Pore Size, and Pore Volume

Surface area, pore size, and pore volume are among the
most fundamentally important properties in catalysis be-
cause the active sites are present or dispersed throughout
the internal surface through which reactants and products
are transported. The pores are usually formed by drying or
calcining precipitates of hydrous oxides; however, some
materials possess porosity naturally, as in the case of car-
bons, natural zeolites, and others. Raney nickel catalysts
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are made porous by the selective leaching of an alloy con-
stituent, usually aluminum. Combustible substances are
incorporated into ceramics, which, when burned out, cre-
ate pores in the host ceramic. Finally, during catalysis a
material may become more porous by the volatilization or
recrystallization of certain components, the most common
example being PtRh (or PtPdRh) alloys used for the oxi-
dation of ammonia to nitric acid, which becomes porous
by the volatization of platinum oxides during the reaction.

The size and number of pores determine the internal sur-
face area. It is usually advantageous to have high surface
area (high density of small pore sizes) to maximize the
dispersion of catalytic components; however, molecules
such as those present in heavy petroleum or coal<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>